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Abstract 

A novel implementation for algorithmic and pipelined ADCs is 

presented in this paper. A floating voltage hold buffer is proposed 

which enables the accurate addition of signal voltages without 

requiring precisely matching and linear components. A new 1.5-

bit stage is presented based on the floating hold buffer in which 

voltage multiplication is replaced by voltage addition. An experi­

mental l2-bit 3.3 MS/s algorithmic ADC in 0.25,um standard 

CMOS for a 2V application is described. It occupies O.15mm2 of 

die area and dissipates 5.5mW. The power and area FOMs are 

weIl below those previously reported for 1.5-bit algorithmic ADC 

stages. 
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1. Introduction 

There is an increasing trend to embed Analog-to-Digital Converters (ADCs) with 

the digital CMDS VLSI for applications requiring medium to high resolutions (10-14-

bits) at sampie frequencies up to a few MHz. This reduces cost, board space and board 

complexity, pin count and overall power consumption. For instance, such ADCs have 

become a ubiquitous peripheral in micro-controllers for servo applications, touch 

screens, measurement of supplies and die temperatures, etc. 

The algorithmic or cyclic ADC [1],[2] is an excellent choice of architecture for 

applications where die area and power consumption are at a premium. The pipelined 

ADC [3],[4] is an excellent choice for applications demanding high speed. The core of 

both the algorithmic and the pipelined ADC is the highly efficient and robust 1.5-bit 

stage. It can be easily scaled in area and power down the pipeline for improved effi­

ciency in pipelined converters [5]. The existing basic switched-capacitor (SC) charge­

transfer circuit architecture for the implementation of the 1.5-bit ADC stage hasn't 

changed much in recent years [4],[6],[7]. Instead much attention is being spent on 

improving calibration routines for the cancellation of the effects of capacitor mis­

matches [8],[9],[18],[29]. Capacitor matching is difficult to control and usually limits 

the resolution of the l.5-bit stage to below 10-bits in standard CMDS processes [14]. 

This paper proposes a novel circuit architecture for implementing the 1.5-bit ADC 

stage required for algorithmic and pipelined ADCs. The voltage multiplication opera­

tions needed for such ADCs are implemented by replacing multiplication by addition. 

Simple techniques are presented for achieving high accuracy addition without using 

precision components. The resolution for a given power dissipation and sampie rate 

can thus be significantly increased. 

1.1. ADe Efficiency 

Area and power figures ofmerit, i.e.FOM area and FOM power' are useful mea­

sures of the relative performance of ADCs because they compare objectively the effi­

ciency of different design solutions. They are defined as: 

FOM area = ENO~ nm2 / conversionIHz 
2 xis 

(1) 
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(2) 

where ENOB is the effective number of bits and Is is the sampie frequency. These 

FOMs normalize area and power into silicon area use and energy use per ADe con­

version. They can be used to compare an types of converters irrespective of architec­

ture, frequency of operation or type and generation of process used. There are three 

primary reasons for the continual improvement in efficiency of ADes, namely 

shrinking technology size, improving design techniques, and novel design solutions. 

A comparison of recently published pipelined ADes (year 2000 onwards) for similar 

technologies is shown in Fig. 1. The area and power FOMs of the current work - 12-

bit algorithmic ADe - are also depicted in the same diagram. FOM area and 

FOM power ofthe corresponding pipelined ADe, when calculated based on standard 

stage-to-stage scaling {I: i : 1: t: t : ... } [5], are each improved by a factor of 4. 

Indeed, the sample frequency increases by a factor of 12 while the area and power 
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Fig. 3. l.S-bit Algorithmic Block conversion stage. 

each increase by a factor of 3 (1), (2). This too is depicted in Fig. 1. It can be seen that 

this solution achieves the lowest area and power FOMs. 

1.2. The ADe Algorithm 

Any continuous analog voltage Va can be approximately represented in an-bit 

binary form according to the following recursive algorithm [1]: 

Vi+1 = 2·Vi -D i ·Vref . 

D. = {1, Vi> 0 
1 -1, otherwise, 

(3) 

i = 1,2, ... ,n, 
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where VI =Va , Vrej determines the resolvable input signal range Va E(+Vrq,-vrif ) 

and Di , i = 1,2, .. . ,n , is mapped onto bi , i = 1,2, .. . ,n, to give the binary representation 

of Va: b1b2 ... bn . Voltage Vi+1, i = 1,2, ... ,n, in (3) is referred to as an analog resi-

due voltage for the i -th iteration. 

An analog-to-digital converter based on (3) is called an algorithmic (or cyclic) 

ADC if the recursiveness of (3) is mapped on to a single piece of hardware, and a 

pipelined ADC if the recursive algorithm is mapped to a pipelined cascade of hard­

ware stages. A practical algorithmic ADC employing a SC circuit was first presented 

in [2]. In this ADC, a charge transfer technique is used to implement the arithmetic in 

(3) and the ADC resolution is limited by capacitor mismatch. 

The charge transfer technique [2] is improved on in [6], with further circuit effi­

ciencies presented in [10]. Digital error correction, DEC, for the removal of offsets in 

operational transconductance amplifiers (OTAs) and comparators, originally pro­

posed in [11], has become an essential technique for modern algorithmic and pipe­

lined ADCs [9],[12], including the current work. The operation of the l.S-bit DEC is 

represented analytically by: 

V i+1 = 2· Vi - D i . V rej , 

V rej 
1, Vi >-4-

0, 
v V 

_ rej ~Vi ~~ 
4 4 

Vrej --- > V. 4 I 
-1, 

i = 1,2, ... ,no 

(4) 

A block diagram of the algorithmic or pipelined ADC is shown in Fig. 2. The Clock 

Generator provides non-overlapping clocks and the Control Block allows the ADC to 

be configured for synchronous or asynchronous sampling. The 1.S-bit DEC block 

accumulates D i (4) to form a 12-bit output word. The purpose of the (single) algo­

rithmic block in the case of the algorithmic converter, or the series of algorithmic 

blocks in the case ofthe pipelined converter is to perform the arithmetic of (4). 

Fig. 3 is a detailed representation ofthe Algorithmic block. It shows a l.5-bit (two­

comparator) flash ADC, a I-bit flash ADC far finalizing the A-to-D conversion, a 
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1.5-bit DAC capable of generating (+vrej,O,- Vrej ) , a S/H (sample-and-hold) and 

MX2 (multiply-by-2) blocks. Note that Fig. 3 is an alternative representation of (4) 

and is common to most algorithmic ADCs. The impact of the non-ideal building 

blocks in Fig. 3 on the performance of the algorithrnic ADC is explained in [13]. 

To emphasize the hardware pertaining to existing implementations, the residue 

transfer function is rewritten as 

Vout = 2 X V in - 1 x D· V rej (5) 

The multiplier factors (1 and 2) depend on capacitor ratios in existing charge transfer 

hardware realizations of this equation (eg. [14]). Charge is actively transferred from 

capacitor to capacitor via the virtual earth node of an OT A so that the accumulated 

charge on the feedback capacitor of the OTA produces Vout (5). This method is lim­

ited by the inaccuracies of capacitor matching as weIl as any non-linearity of capaci­

tors. The DAC output voltages D· V rej E {+ V rej , 0, - V rej } can be produced 

relatively accurate1y since it is sufficient to switch polarities between + V rej and 

- V rej or short to ° in a differential realization. 

In the method proposed here, the MX2 stage is implemented without using multi­

plication (i.e. charge transfer) but instead an accurate analog adder is employed. Fur­

thermore, the DAC voltage is added without the need for charge transfer. In fact, 

formula (5) is rewritten as V out = V in + V in - D V rej' This will be presented next. 

2. Realization Concepts and Building Blocks 

2.1. Analog Addition 

In this section, a concept is presented for implementing the arithmetic operations 

(4) of the ADC [1] in analog hardware without using multiplication. Analog multipli -

cation, within the context of a SC circuit, is aseries of voltage-to-charge and charge­

to-voltage conversions - known also as the charge transfer technique (QD. 

Typical concepts for creation of the MX2 (multiply-by-2) function are shown in 

Fig. 4(a), (c). Voltage multiplication by 2 occurs in Fig. 4(a) (C ---7 2C) with the 

charge transfer of Q = Vo' 2C of capacitor CI = 2C to another capacitor C 2 = C, 

initiaIly discharged, via a virtual earth node to become 2 Vo. This method is sensitive 
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to the ratio of capacitors C 11 C 2' An adaptation of this method is shown in Fig. 4( c), 

which is called a charge transfer with flip-around (C ~ C), where both Cl = C and 

C2 = C are pre-charged with Va, after which the charge on Cl is transferred to C2. A 

half a bit of extra accuracy can be achieved with the C ~ C circuit compared to the 

C ~ 2C circuit but in practical applications no better than 9-1O-bits accurate multi­

plication-by-2 is realistic nor has been shown possible using these methods in stan­

dard CMOS processes. Example implementations of these QT multiplication 

concepts are demonstrated in figures Fig. 4(b),(d), where the virtual earth node is cre­

ated within the feedback loop of an OTA. The 1.5-bit DAC function is also created 

by multiplying the DAC voltage by a factor of 1 (Cl = C)/( C2 = C) through charge 

transfer via the virtual earth node to the output capacitor C 2' 

Charge Transfer 
~ O=2CV O 

Charge Transler 
,---,. 
O=CV O 

V=V O V=V O 

1cvo 1cvo 
l=C IC 

No Cllarge Transfer 

Virtual Ground 

n 10 
Lv" 1=2c 

(a) (b) 

l 

(c) 

*, *,?t>J~'" 
(e) (f) 

Fig.4. Methodsforcreation ofMX2function with (a) charge transfer C -7 2C, 
with a realisation (b); (c) charge transfer and flip around C -7 C, 
with a realisation (d); 
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An alternative concept (C + C), which is new for creation of the MX2 function, is 

based on voltage addition. Capacitors can be used for addition, as demonstrated in 

Fig. 4(e), where instead of multiplying Vo by 2, voltage addition occurs by first 

charging each of Cl and C2 to Vo and then placing these capacitors end to end, with 

say the plate (3) of C2 connected to plate (2) of Cl' Furthermore, to fulfill the l.5-bit 

DAC function, the output can be easily level shifted by adding a voltage at plate (1) 

of Cl' 

When realized in a CMOS process, both terminals of Cl' C2 have parasitic cou­

pling capacitance. This parasitic capacitance results in an inaccurate MX2 function. 

While the C + C concept of Fig. 4(e) is simple, its accurate implementation is diffi­

cult - Fig. 4(f). In fact, direct implementation of the C + C concept is only suitable 

for low resolution ADCs of less than 8-bits. 

2.2. Floating Hold ButTer for Accurate Analog Addition 

In order to accurately implement the voltage addition concept of Fig. 4(e), a float­

ing hold buffer is proposed with one input and one output, where the output voltage 

is held relatively constant and kept insensitive to the input voltage (i.e. of the form 

V out = V hold + V in)· 

Usually a single capacitor (C) is used to sampIe and hold a voltage - see, for exam­

pIe, Fig. 5(a),(b). Assume that Cis used as a floating hold capacitor so that the onIy 

way for charge to escape from its top plate terminal is through the parasitic capacitor 

C par associated with the top plate - Fig. 5(c). The voltage across C in the hold mode 

is then given by 

(a) 

Cpar 
Vho1d = Vholdo + VA . C ' 

(b) 

(6) 

(c) 

Fig. 5. (a) Sampling capacitor during sampIe phase, (b) sampling capacitor within hold circuitry, 

and (c) its connection to high impedance input of active element du ring hold phase. 



(a) (b) (c) 

Fig.6. (a) Cl and C2 used to sampie a voltage, (h) hold phase, 

(c) proposed implementation using amplijier. 
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where V hold 0 is the initial correct value of the hold voltage at the sampie moment and 

VA is a floating voltage at node A. According to (6), V hold depends on VA. This lim­

its the quality of the floating voltage hold circuitry employing a single sampling 

capacitor C. 

Consider now two such capacitors used to sampie V Cl o ' V C2 0 - Fig. 6(a). The 

equations for the voltages across each of CI' C2 in the hold mode, Fig. 6(b), are 

(7) 

If we now set the condition in the hold mode that the voltages at the capacitor top 

plates are held equal, i.e. VA = VB' then the voltage held across both capacitors of 

Fig. 6(b) is given by 

( ) ( C parI C p ar2 J 
VCI -VC2 = VClo -VC2o +VA · ~-G . (8) 

Defining the voltage held as V hold = V CI - V C2 ' with V holdo = V Cl o - V C2 0 the ini­

tial correct hold voltage at the sampie moment, equation (8) can be re-written as 

(9) 
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Since I C ~~'1 - C ~~21 « C ~ar , then hold voltage (9) is significantly less sensitive 

to VA when compared to equation (6) for a single capacitor implementation. Recall 

that VA = VB' and the only path for the top plate charge to escape is through the par­

asitics. Tbis implies that nodes A and B must be physically disconnected. 

Fig. 6(c) shows the implementation of the floating hold circuitry employing Cl' 

C 2 and a single-ended OT A. Tbe OT A equalizes the voltages at the top plates of Cl 

and C 2 by means of the negative feedback loop through Cl' thus satisfying VA = VB 

of (9). Vin drives the bottom plate of C 2 causing a corresponding change in node 

voltage B at the OT A positive input. The hold voltage V hold defined across Cl and 

C2 is insensitive to the voltage at the input terminal Viw For each capacitor Cl and 

C 2' there is only parasitic charge displacement between the top plate and the parasitic 

coupling capacitance connected to the top plate at the OT A input side - this is sirnilar 

to a delta-charge redistribution technique described in reference [15]. 

This high accuracy floating hold buffer operates such that the output is unity gain 

buffered from the input while maintaining a fixed pre-determined hold voltage 

between output and input. Tbis is the fundamental building block needed for accurate 

voltage addition. 

2.3. Implementation of Single-ended and Differential MX2, l:, DAC 

This section develops an application of the C + C concept to a 1.5-bit algorithrnic 

ADC stage [30]. Recall that all the arithmetic required to carry out equation (4) can 

be done with analog voltage addition. Since the resolution of the algorithrnic ADC is 

limited by the precision with which (4) can be implemented, the accurate floating 

buffer of section 2.2. is employed. 

An input voltage is sampled using two pairs of capacitors Cl ' C2 and Cl ' C2 -
a a b b 

see Fig. 7. Each of these pairs of capacitors is used to create the feedback of a float-

ing hold buffer of Fig. 6( c). A single-ended implementation of the 1.5-bit ADC stage 

is shown in Fig. 7(b). Two floating hold buffers connected in series double the sam­

pled voltage. This function creates the MX2, while the toggle switch in Fig. 7(b) rep­

resents the connection to the 1.5-bit DAC and hence this fulfills the implementation 

of the arithmetic of (4). Note that if each floating hold buffer has the same single-pole 

settling, then the settling time of both buffers in series increases by just one time con-
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Vout n 

stant. For a 12-bit ADC, this means a 12% reduction in speed compared to a single 

buffer. 

The differential configuration - defined in [16] - assurnes that any signal propa­

gates through a pair of traces with identical impedance and coupling to surrounding 

components and signals. The differential configuration is preferred to the sing1e­

ended because, for example, of improved noise immunity and linearity. A differential 

implementation of the C + C concept is shown in Fig. 7(c). Note that in order to 

obtain a differential architecture, aseries connection of floating hold buffers is 

replaced by a star connection. One floating buffer with Cl ,C2 is used to obtain an 
a a 

ace urate buffered version of the input, while the other floating buffer with Clb , C2b 

creates an accurate inversion so that the output voltage is double that of the input. 

The connection to the differential 1.5-bit DAC is again represented by the two toggle 

switches. This is then the differential implementation of (4). 

Another feature ofthe differential1.5-bit ADC stage proposed in Fig. 7(c) is that it 

is inherent1y common-mode stable, unlike conventional differential ADCs employ­

ing charge transfer techniques which require common-mode feedback to achieve sta­

bility. Furthermore, because the sampling technique in Fig. 7(a) is weH suited to both 
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differential and single-ended sampling, and because the circuits in Fig. 7(b), (c) are 

suitable for driving single-ended and differentiallines, respectively, it is easy to build 

very accurate single-ended to differential and differential to single-ended conversion 

using the proposed design solutions. 

3. Practical Performance Issues 

The maximum resolution of a practical switched capacitor 1.S-bit ADe stage is 

limited primarily by capacitor mismatch and less so by finite amplifier gain and 

charge feedthrough from the switches. For the purpose of comparison of the com­

monly used C ~ C and proposed C + C 1.S-bit stages, similar capacitors are 

assumed to be used in both cases to sampIe the differential input signal, Fig. 8(a). 

Consider first the C ~ C circuit in hold mode, Fig. 8(b), with all relevant parasitic 

capacitances inc1uded. The transfer function, inc1uding capacitor mismatch, is 

( 1 LlC) (LlC) V =V· ·2· 1+-·- -D·V f' 1+-
outC-7C In 2 C re C (10) 

where the relative signal capacitor mismatch is given by ,1% = -t. (,1C,Ycl + ,1C1c2)' 
Here, it is assumed LlC « C. Finite amplifier gain deteriorates the transfer function 

further giving rise to a total fractional transfer gain error of 

a) b) 

~iT 
L .' 
~~i 

+Vref/2 i 
~~i 

Fig. 8. Comparision 0/ C -7 C and C + C circuit architectures including parasitic capacitors. 
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EC-tC =-.--

2 C Ao ' ßC-tc 

where the feedback factor ßC-tc is given by 

C 
ßC-tc = --------

2C + 2C p ar12 + C pari 
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(11) 

(12) 

Due to the strong influence of capacitor mismatch on the C ~ C 1.5-bit stage, no 

better than 0.1 % gain error can be expected so that some form of calibration or trim­

ming must be used for an ADC accuracy of greater than 10-bits. Calibration gener­

ally adds latency to the algorithrnic ADC and increases area and power consumption 

not only as a result of the added calibration circuitry but because of the extra parasitic 

loading on analog circuit nodes and the consequent increase in amplifier power. 

The voltage transfer function of the C + C 1.5-bit stage is 

A small transfer error is produced proportional to C par j C times the mismatch of the 

signal and parasitic capacitors. Note that the extra term of LlC pa r jC pa r must be 

accounted for when calculating the effect of mismatch. After inclusion of the effect 

of the amplifier, the total gain error for the C + C stage becomes 

I (C par) (LiC par LlC) I (I I) 
ec+c ="2 c- C par +c - ßc+c Ao +2.CMRR (15) 

with the feedback factor being given by: 

C 
ßc+c = . 

C + 2C parI 2 + C pari 
(16) 

For an N-bit converter having at least 0.5-bit accuracy, it is required that 

/2 N - 1 
EC+C < Vrej . 
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Standard OT A design techniques [17] allow the attainment of very high Ao and 

CMRR above 90dB which is sufficient for at least 15-bit accuracy. Indeed the DC 

CMRR can be designed to be of the same order of magnitude as Ao as explained in 

section 4. It is the capacitor matching that is the bottle neck to achieving higher than 

10 bits accuracy in charge transfer based 1.5-bit stage configurations, such as the 

e ~ e method. Comparing formulae (11) and (15), the capacitor mismatch error of 

the e + e method is reduced by y C ~ar X (1 + LlC ~i;~ par J compared to the e ~ e 
method. The relative capacitor mismatch errors are given by iJe/e oe I/Je and 

iJe par /e par oe 1/ ~e par' From section 4., a e/e par ratio of 35 has been obtained 

for this design. The matching of the parasitic capacitors (metal-metal and gate oxide) 

are expected to be at least as good as the signal capacitors (metal-metal only), so that 

a conservative estimate for the improvement in capacitor mismatch error of the 

e + e method compared to the e ~ e method is e / 2e par' This implies an extra 4 

bits accuracy (linearity) is possible over previous 1.5-bit conversion stages. Since the 

capacitors deterrnine the efficiency of the ADC, it is possible to create a highly effi­

cient architecture using the proposed e + e method giving rise to low power and sil­

icon area. A further benefit is that the e + e architecture is relatively insensitive to 

capacitor non-linearity so that small area gate oxide capacitors could also be used. 

The feedback factor of the e + e stage is almost double that of the e ~ e. The 

benefits of a larger feedback factor are to be found in improved amplifier gain, set­

tling speed and noise. Switch charge feedthrough is largely cancelled at the input of 

1.5b DAC I 

refn I 

~I 

~: 
~I 

refcm~: 
~I 

1.5b ADC S&H, L, MX2 block in phase 2 
1- -- - - - - -- -- I 

~------- ---------j 

Fig.9. lmplementation 01 C + C ADC l.5-bit conversion stage. 
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each OTA due to the differential switching scheme and the appropriate use of early 

clocking ensures that the residue output of the C + C l.5-bit stage is cleanly sampled 

before the switches connected around the OT A change phase. 

4. l.S-bit Per Stage Circuit Implementation 

The merged implementation of the 1.5-bit conversion stage of Fig. 3, comprising 

the S&H, L, MX2 and 1.5-bit DAC (implemented recursively in this work as an algo­

rithmic converter) is demonstrated in Fig. 9 according to the method proposed in sec­

tion 2. The ADC using the C + C technique is fully differential with the signal range 

given by Vrej = (RefP-RefN). Assuming initially that the DAC output is at RefCM, 

i.e. differential OV, then on a given cycle of the ADC, say phase 1, differential output 

voltage Vout = Vo is present across the series combination of C 3a and C4a in paral­

lel with the series combination of C 3 hand C 4 b' On the following CYcle, phase 2, V 0 

is applied across the top OTA with C 3 between the top OTA output and its negative 
a 

input and C 4 placed between the OT A positive input and the top output terminal of 
a 

the DAC. Similarly, across capacitors C 3h and C4b ' a further Vo is available 

between the bottom output of the DAC and the output of the bottom OTA. The net 

effect after phase 2 is that a voltage of Vout = 2 x Vo is present between the output 

Vdd 
T 

P bias1 

~~ p bI.s2 

blaS3 

cg!, :-.. 

t~' In nD-4t t:--a V1np 

Vout 
.-0 

cgd .l% :<. c 9d 
par par 

~? 
bla54 

~~r . " 

-( 
~~( 

n . 
-L 
Vss 

Fig.10. Current mirror amplijier with gain boosting. 
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Clk 
D-- q~-­ -----, 

I 

t · ~><~s >" 
- l . 

VSS 

Fig. 11. Dynamic comparator. 

terminals of the OT As. If the DAC voltage changes to either RetP or ReiN, then a 

voltage of either +Vrej or -Vrej is added to Vout . 

The 8 ADC sample capacitors are each 2pF and composed of inter-digitated metal­

metal capacitors. Metallayers MI, M2, M3 form the main active capacitance, being 

laid out in thin strips to create inter-digitated bottom and top plates. N-well, Polyand 

M4 are used for shielding. 

The circuit is designed to work from a 2V supply. Single-ended current mirror 

OT As are used with gain-boosted NMOS cascoded output stage [31] - see Fig. 10 for 

simplified version. Both the output stage PMOS transistors and input stage PMOS 

current source are have the same output resistance. With gm the transconductance of 

the PMOS input stage and r out PMOS the output resistance of either the output stage or 

input stage current sourees, Ao and CMRR are each given approximately by 

gm . r out PMOS. This was simulated to be at least 70dB (sufficient for our 12-bit 

embedded application). The parasitic input capacitance C par of section 3. is given 

approximately by the gate-drain overlap capacitance of one transistor (36fF) of the 

input differential pair together with the wiring capacitance at its gate (20fF). Hence, 

C/2C par is given by 2/2 X 0.056"" 17 which equates to about 4 bits improved accu­

racy (linearity) over previous charge transfer approaches. Dynamic comparators were 

used - see Fig. 11 - with PMOS input stages to enable fast switching for low level 

input voltages. In this design, RetP and ReiN were created as 1.4V and O.4V. 

The circuit diagram of Fig. 12 shows the switches and dock phases used to switch 

the capacitors referred to in Fig. 9. The start of a 12-bit conversion, ADC cyde 1, is 
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determined by aclk, at which time the output of the T&H is sampled across Cla and 

C2a in series and also Clb and C2b in series. The T&H signal is also fed to the 1.5-bit 

sub-ADC to determine the MSB. On cycle 2, the T&H signal is multiplied by 2 and 

the DAC output is subtracted off. This is then sampled across C3a and C4a in series 

and C3b and C4b• It is also fed to the 1.5-bit ADC to determine the MSB-l. For the 11 

~C3a ___ ~ 
aclkn'clkl+clk2 ~k2 E 

f- ·~~a~cl~ clk~'\l 

~~ aclkn'clk2+clk1 clkl 5 

aclk'clk2 CI~~ 

aClkn'~I~--1~ 
aClk'~ 

»---- clk2 
I clk2 

gm 
+ 

I ! r- aClkn'~~_--1~ clk2 & 

aClk'c~ ~_ 

clk1 clkl 

. I 

::::~~ I~-::~- ~J aclk'clkl Clk,---i~ 
~C2b~ 

»--- aclkn·clk2+clk1 ~1 ~ 

aclk'clk2 Clk~~ 

~--~ aclkn'clkl ~~ -'I clkl " 

i aclk'clk1 
i • clk2 

I 
clk2 

aclkn'clk2 C,b CI~~ 

aC1kO:::; ,,:; ~::' '. 
, "~ "( " " , , 

aclkn '. : ' , , , , : ; : : ' ; • ' 

:::~& 
ADe cycle: 1 

Phase: . 
2 
1 

3 
2 

4 
1 

12 
1 

Fig. 12. Schematic 01 S&H. Summer and MX2 block. 
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cydes following acquisition of the T &H signal, aclk is low and aclkn is high, so that 

the differential output of the OT As is used as input for each cyde of the ADe. The 

circuit works in a double sampled mode with docks clkl and clk2. There is no 

latency, where 12 conversions of the ADC produce aseries of 12 bits from MSB to 

LSB. 

5. Measurement Results 

The ADC was prototyped in standard 0.25.um CMOS. A picture ofthe die showing 

the partitioning ofthe blocks can be seen in Fig. 13. Detailed measurements were car­

ried out on 40 sampies. The main performance parameters are presented in Table I. 

The complete ADC with DEC, docks and comparators occupies 0.15mm2. The total 

power consumption induding digital circuitry is 5.5 mW. Typical DNL and INL 

plots are presented in Fig. 14. DNL of less than 0.25 LSBs and INL of less than 

0.8LSBs at l2-bit level is achieved. The THD and SNR as a function ofthe sampling 

frequency is represented in Fig. 15(a), while a typical FFT spectral density plot is 

shown in Fig. 15(b) for a 200kHz 1 Vpp input signal. The THD at IMS/s was mea­

sured to be 77dB. The SNR was 64.5dB which is lower than expected. This was 

attributed to the layout where there was coupling from the digital output buffers back 

into the analog supply. It is expected that a new version of the ADC, presently in dif­

fusion, will alleviate this problem and have improved conversion efficiency. 

o Cl 

g 0 

Fig. 13. Die photograph showing partitioning of blocks. 
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6. Conclusions 

A novel implementation of the I.S-bit ADe stage for use in both algorithmic and 

pipelined ADes has been presented. Voltage multiplication has been replaced by 

accurate addition and afloating hold buffer has been proposed for its implementation. 

The accuracy of the ADe employing the new circuitry is less sensitive to the match­

ing accuracy and linearity of the sampling capacitors compared to previous circuit 

techniques presented in the literature. 

An analytical equation has been obtained of the transfer error of the proposed algo­

rithrnic stage and it is compared with the analytical equation of the traditional charge­

transfer algorithmic stage. With C the value of the sampling capacitors and C par the 

parasitic capacitance at each differential amplifier input terminal, the proposed algo­

rithmic stage has its sensitivity to capacitor mismatch reduced by a factor of 

C /2C par giving a corresponding improvement in linearity. Ensuring that C par « C 

suggests a high resolution ADe stage (12-bits and beyond) can be practically realized 

without the need for calibration. 

Within the die area allocated to this work for an embedded application, 12-bit 

accuracy has been achieved at 3.3 MSls using uncharacterized metal-metal capacitors 

and neither trimrning nor calibration was needed. The ADe is suitable for embedding 

in CMOS digital VLSI and it will scale easily with the process without the need for 

special analog characterization. 
Table 1: Measurements 

Technology 250nm standard industrial CMOS 

Resolution 12 bits 

Conversion Rate 3.3 MS/s with 40 MHz clock 

Clock cycles for 12 bits 12 

Active area 0.15 mm2 

Power 5.5mW 

DNL at 12b < 0.25 LSBs 

INL at 12b < 0.8 LSBs 

THD at 1 MSamples/s 77 dB 

SNR at 1 MSamples/s 64.5dB 

SFDR at 1 MSamples/s 80dB 

Power FOM 1.2 pJ/conversion 

Area FOM 31 nm2 /conversion 
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