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Preface

These days the Internet of Things (IoT) is the big focus when conceiving digital
systems. Given the billions of nodes that are ultimately projected for IoT, low energy
signal processing is the holy grail. Ignoring the question whether or not the grail
can actually be found, we thus embarked on a quest for a significant reduction of
the energy consumption per digital operation. The first parameter that catches the
eye when wishing to reduce energy is the power supply voltage. We all know that
dynamic energy per operation is “cap-times-Vdd-square”. So the obvious conclusion
is: let us reduce the power supply voltage as much as possible. That was the starting
point of the design.

As always in research, it is not that simple: the square is only dynamic energy,
at low voltages the robustness reduces considerably and so on. Where this research
journey will end, is the subject of the book you are holding. However, we can already
tell you that it was an exciting journey. Among others, transmission gate logic was
reborn and general purpose technologies proved to be more low power than actual
low power technologies. The temporary end of the quest, the result of one Ph.D.,
is described in this book. It consists of novel circuits with lower than state-of-the-
art energy consumption, at least at the time of this writing. These circuits, ranging
from a small adder to a complete JPEG encoder, are proven on silicon in different
technologies. Our research results will give you the practical inspiration to design
ultra-low-energy circuits based on the novel principles we describe. There is no fully
automated design flow yet. That is for a next book.

We hope, dear reader, that after reading this book you will share our enthusiasm.
We are convinced that we have set important steps toward true low energy design.
We actually show that mismatch can be dealt with despite the sub-threshold
exponential current regime. As such we can guarantee sub-threshold robustness at
ultra-low supply voltage. Enjoy!

Heverlee, Belgium Nele Reynders
January 2015 Wim Dehaene
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Abstract

Nowadays, energy-efficiency is becoming more and more a decisive parameter
for digital systems, driven by the ever increasing number of portable applications.
Mobile phones are an obvious example, but many other portable electronic devices
are emerging which have less stringent speed requirements but even more critical
energy requirements. Since their stand-alone time is dependent on the fixed available
energy budget, research toward significant improvements in energy consumption per
operation is paramount. Especially medical applications such as biomedical sensor
nodes can benefit greatly from a drastically increased energy-efficiency.

By extremely reducing the supply voltage of digital CMOS circuits, their
dynamic energy consumption decreases quadratically. Therefore, operating digital
systems at ultra-low supply voltages can result in significant energy savings. How-
ever, ultra-low-voltage circuits pose many challenges as well. The current decreases
exponentially, causing the delay to increase considerably. Hence, inherently, it is
only possible to achieve low to moderate circuit performance. Circuits operating
at such low supply voltages are much more sensitive to variations, which can
severely compromise the yield. Moreover, the decreased current ratios pose a threat
to reliable functionality of the circuits.

This book aims to design ultra-low-voltage digital circuits which are not only
energy-efficient, but also provide answers to these various challenges. A focus is
given toward designing variation-resilient circuits, as this is key to guarantee high
yield. Additionally, operating frequencies of n � 10 MHz are targeted to establish
ultra-low-voltage systems as an attractive option for industrial applications.

To accomplish these various research aims, careful attention must be paid to
all abstraction levels of digital design. Therefore, a complete design methodology
is presented, which follows a bottom-up approach from transistor-level circuit
design up to architecture-level recommendations. This ultra-low-voltage design
strategy is generally applicable for all types of signal processing applications. This
is demonstrated by four implemented prototypes: three datapath elements, i.e. a

xi
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logarithmic adder and two multiply accumulate units, and a full JPEG encoder in
90 nm and 40 nm CMOS technologies. These prototypes have successfully obtained
the predefined research goals and have thereby succeeded to effectively validate the
proposed design methodology.
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Chapter 1
Introduction

In today’s society, portable electronic devices play a major role in everyday life.
These portable systems demand an ever increasing energy-efficiency. Every year,
a single system is expected to comprise more complexity while at the same
time extending its autonomy. Many contradicting expectations are driving research
toward more energy-efficient digital circuits. Since the evolution of the energy
capacity of batteries only increases very slowly, energy-efficient circuits are key
to reaching the ever increasing expectations of customers. Moreover, many new
fields are emerging which have even more stringent requirements on energy-
efficiency. Especially the medical world can greatly profit from today’s evolutions.
For instance, cheap sensor nodes and networks which can autonomously perform
signal processing algorithms while demonstrating long lifetimes are becoming more
and more feasible.

This sets the general context of this book, and will be further clarified in this
chapter. How to achieve the goal of high energy-efficiency will be explained in the
remainder of this book.

1.1 Supply Voltage Reduction: A Brief History

In 1965, Gordon Moore observed that the number of transistors on a chip had been
increasing in an exponential manner [6]. He predicted that the transistor count on a
chip would double every 18 months, at least for the next 10 years. Moore’s law was
born, and little did he know at the time that he had started a self-fulfilling prophecy.
When looking back at CMOS technology scaling now, manufacturing companies
have reduced transistor sizes with approximately

p
2 or 30 % with every technology

node, to pack twice as many transistors in the same area [19].
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Fig. 1.1 Scaling of the nominal supply voltage of CMOS technology nodes over time [15, 20]

Ideally, by reducing transistor dimensions, delay reduces, circuits consume less
power and energy, and manufacturing costs decrease. For digital systems, CMOS
scaling has been driven by the increased performance that is obtained with every
new technology node. Over time, the nominal supply voltage Vdd;nom of those
technology nodes has changed as well, as visualized in Fig. 1.1.

In general, scaling affects two independent variables, i.e. the geometric dimen-
sions (e.g. of minimum devices) and the voltages (e.g. supply voltage Vdd and
threshold voltage VT). In the history of CMOS technologies, several scaling theories
have dictated the evolution of Vdd;nom in time.

Historically, Constant Voltage (CV) scaling was the norm. With this form of
scaling, device dimensions shrink while the supply voltage remains constant. As
can be seen in Fig. 1.1, a fixed supply voltage of 5 V has been employed until the
end of the 1980s. The main advantage of using a constant voltage over different
technology nodes was that circuits in newer technologies were still compatible with
existing systems. This continuity in I/O voltages facilitated migrating designs to
new technology nodes. With CV scaling, the delay—a driving force for scaling—
does scale, but at the same time, power density increases considerably. Moreover,
the electric fields in the devices increase as well, causing risk of device breakdown.
Additionally, at a certain point, reducing the transistor size did not cause a decrease
in delay anymore because of velocity saturation. More information on velocity
saturation will be provided in Chap. 2. Therefore, CV scaling has not been pursued
after the 0:8 
m node.

In 1974, Dennard proposed Constant Electric Field (CEF) scaling [3]. In this
scaling theory, both voltage and geometric dimensions shrink proportionally to keep
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the electric fields constant. This also results in a power density which remains
constant. CEF scaling avoids breakdown and thus ensures physical integrity. This
scaling scenario is regarded as ideal scaling, as electric fields remain constant over
different technology nodes.

This theory has not been adopted until the beginning of the 1990s, when CV
scaling became unsustainable due to the problems mentioned above. Starting from
the 0:6 
m technology node, the supply voltage has been scaled down almost
every node. However, important to note is that CEF scaling has never been fully
implemented. Although voltage reductions were realized, voltages scaled less than
geometric dimensions. The reason for this is that several intrinsic device voltages
are dependent on material characteristics and can therefore not be scaled [7].
Furthermore, scaling the threshold voltage results in a difficult trade-off between
scaling fully proportionally and ensuring that the transistor can still be turned off.

Figure 1.1 shows another trend in nominal supply voltage scaling starting from
the 90 nm technology node. As visible, Vdd;nom scaling slows down for advanced
nanometer technologies. This is caused by the leakage increase which would
become unacceptable if sustaining the prior scaling rate between 1989 and 2004. To
accommodate for different customer needs, foundries began to offer two technology
options starting from around the 130 nm technology node: a high-performance and a
low-leakage option. The high-performance option tends to follow traditional scaling
laws more than the low-leakage one [18]. When applicable, the Vdd;nom values
depicted in Fig. 1.1 come from the high-performance processes. The question is now
if this slowed down scaling rate for the nominal supply voltage can be continued
for further technology nodes, or if unsustainable voltage scaling will put an end to
CMOS technology scaling. Certainly, it introduces quite a challenge for technology
scientists.

1.2 Reducing the Energy Consumption

CMOS technology scaling has traditionally been driven by cost and delay reduc-
tions. Historically, power and energy consumption decreased as well when scaling.
However, the increase of static power consumption has become more and more
pronounced in advanced nanometer technologies, eventually compromising the
previous advantageous reduction of total power and energy consumption.

Additionally, more and more portable applications have emerged which are very
often battery-powered. Since these batteries only possess a limited energy capacity,
extending the lifetime of these battery-powered systems can only be achieved
through consuming less energy. To realize more energy-efficient systems, a designer
must gain insight into which mechanisms play a role in the power and energy
consumption of a system.
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1.2.1 Definitions

The total power consumption of a digital system consists of a dynamic and a static
component:

Ptot D Pdyn C Pstat (1.1)

The dynamic power dissipation is consumed when the system is actively switching
and can generally be divided into short-circuit power and switching power:

Pdyn D Pshort-circuit C Pswitching (1.2)

Pshort-circuit is the dissipation due to short-circuit currents which flow while there
is a direct current path from the supply to the ground for a short period of time
during switching [19]. Short-circuit power is strongly sensitive to the supply voltage.
Therefore, its importance has reduced in time. It is now almost negligible for
advanced nanometer technologies [7]. Since this book focuses on operating circuits
at extremely low supply voltages, as will be explained later, Pshort-circuit is even more
insignificant. This term will thus be ignored.

Pswitching is the power dissipation due to charging and discharging of load
capacitances as logic gates switch:

Pswitching D ˛ � C � V 2
dd � fclk (1.3)

with fclk the clock frequency at which the system is working, Vdd the supply voltage,
C the total load capacitance of the system, and ˛ the activity factor. The activity
factor is introduced because not all gates switch every clock cycle. Therefore, ˛ is
a measure of the average switching activity of the logic gates in a system. Its value
lies between 0, when no gates ever switch, and 1, in which case all gates switch
every clock cycle.

Static power consumption, on the other hand, is consumed even when a system is
not switching. Through a transistor which is turned off still flows a small amount of
leakage current, and this leakage current results in a static power dissipation. Hence,
Pstat is defined by:

Pstat D Ileak � Vdd (1.4)

with Ileak as the total leakage current of the system. In advanced nanometer
technologies, this leakage current increases due to the smaller feature size of the
transistors. As mentioned above, Pstat is therefore increasingly important in these
recent technologies, whereas in the early days of CMOS circuits, it could be ignored.

To summarize, the equation for the total power consumption of a digital
system is:

Ptot D ˛ � C � V 2
dd � fclk C Ileak � Vdd (1.5)
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However, focusing on the power consumption of a system is not very relevant for
most applications. Firstly, reducing the power consumption can be easily achieved
by reducing the frequency and taking an infinite amount of time to finish an
operation. Secondly, in battery-powered applications, it is not the power which
counts, but the power consumed over an amount of time to perform an operation.
This is called the energy consumption:

Etot D Ptot � tclk (1.6)

The total energy consumption of a digital system can then be calculated as follows:

Etot D Edyn C Estat

D ˛ � C � V 2
dd C Ileak � Vdd � tclk (1.7)

1.2.2 Minimizing the Energy Consumption

Reducing the total energy consumption is of crucial importance for many appli-
cations. In order to design energy-efficient circuits, it is imperative to determine
which component of energy is dominant for which type of circuit or system. As
visible in (1.7), the energy consumption of digital circuits can be divided into two
components, i.e. dynamic and static energy. The dynamic energy consists mostly of
switching energy when load capacitances are charged or discharged. Static energy,
on the other hand, is consumed as a result of all sources of leakage during a certain
time period.

Both the dynamic and the static energy are dependent on the supply voltage.
Edyn is quadratically dependent on Vdd since none of the other parameters which
determine the value of Edyn are supply-dependent:

Edyn � V 2
dd (1.8)

Hence, the dynamic energy reduces quadratically with decreasing Vdd. The static
energy on the other hand is more complicated. The leakage current Ileak is
independent of Vdd to the first order, not taking into account any secondary effects
such as DIBL and channel length modulation (more information will be provided in
Sect. 2.1.1). Therefore, static power (recall Eq. (1.4)) is linearly proportional to Vdd:

Pstat � Vdd (1.9)

However, at the same time, the clock period tclk is supply-dependent as well, as it is
defined by:

tclk � C � V

I
(1.10)
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The dependence of the current I on Vdd is determined by the operating region in
which the transistors are functioning. In the weak inversion region, the current is
exponentially dependent on the supply and therefore the following relations of tclk

and Estat exist:

tclk � Vdd

exp .Vdd/
(1.11)

Estat � V 2
dd

exp .Vdd/
(1.12)

As opposed to Edyn, Estat thus increases with reducing Vdd. In the strong inversion
region, on the other hand, the current is quadratically dependent on the supply:

tclk � Vdd

V 2
dd

D 1

Vdd
(1.13)

Therefore, the static energy becomes independent of the supply voltage to the
first order in the strong inversion region. To conclude, the graph of Estat is flat
at high supply voltages, not taking into account velocity saturation, but increases
considerably in the weak inversion region. Hence, the supply voltage has opposing
effects on the two components of the total energy, as Edyn reduces quadratically
with decreasing Vdd and Estat increases exponentially in the weak inversion region.
Therefore, there exists an optimal supply point Vdd;MEP at which the total energy is
minimal. This is called the Minimum-Energy Point (MEP) [1, 17]. Since the drastic
increase of the static energy occurs in the weak inversion region, the MEP is usually
located in the sub- or near-threshold region.

At the MEP, static and dynamic energy are in balance. A circuit obtains its
highest energy-efficiency at the MEP, since when it operates at this point, it
consumes the least energy per operation. Important to realize is that the MEP is
the least energy that an operation could consume if delay were unimportant [19].
Mathematically, the MEP occurs where the slopes of the static and dynamic energy
are equal in magnitude and opposite in sign [18].

For a given system, the location of the MEP depends on the relative importance
of dynamic versus static energy, which on its turn is strongly dependent on the
activity of the system. A smaller activity factor leads to a reduction in dynamic
energy, while static energy is unaffected by ˛. Figure 1.2 visualizes the evolution
of the static, dynamic and total energy consumption with changing supply voltage
for different activity factors: Fig. 1.2a has a high ˛ and is therefore dominated by
Edyn, while Fig. 1.2a has a much lower ˛ and is dominated by Estat. The location of
the MEP differs heavily between these two cases: it occurs at a much lower value of
Vdd;MEP for the Edyn-dominated case. An example of such a case are datapaths, while
memories are for instance an excellent showcase for circuits which are dominated
by static or leakage energy, since only few cells are accessed simultaneously.
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Min
Min

a b

Fig. 1.2 Static, dynamic and total energy consumption as function of Vdd, for a system where
(a) Edyn dominates and (b) Estat is dominant

Hence, extremely reducing the supply voltage is mostly interesting for circuits
which are dominated by dynamic energy consumption. However, the feasible
performance of such circuits decreases exponentially with Vdd (as will be explained
thoroughly in Chap. 2). Therefore, possible applications for ultra-low-voltage oper-
ation are very energy-constrained systems which exhibit less severe performance
constraints.

Decreasing the supply voltage and thus the dynamic energy only has a limited
effect on leakage-dominated circuits, while the increased delay has a detrimental
impact on the leakage energy. As a result, the MEP is located at a much higher
Vdd;MEP.

To summarize, energy-efficient design is very dependent on the type of system.
Depending on the application at hand, on the technology in which the system
is fabricated, on its activity factor, etc., different measures should be taken to
perform a given operation with minimal energy while still meeting the performance
requirements. This book will focus on systems which are dominated by dynamic
energy. In these systems, operating at ultra-low supply voltages can save orders of
magnitude of energy dissipation.

1.2.3 Energy-Delay Product

As mentioned above, the MEP is an interesting metric as long as the delay at
which this point occurs is still acceptable. However, applications often have delay
constraints as well. When evaluating a system, it is therefore important to take this
delay into account. A good metric to use for this is the Energy-Delay Product (EDP)
[4], which combines a measure of performance and energy:

EDP D Etot � tclk (1.14)
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The EDP will be used as Figure Of Merit (FOM) in this book to compare obtained
results of different designs. Since systems often trade energy for delay, or vice versa,
only comparing on one of these specifications is insufficient.

1.3 Ultra-Low-Voltage Digital Design

Transistors are assumed to be ideal switches which conduct current for voltages
above the threshold voltage and which are assumed to be turned off for voltages
below VT. However, in reality, this is a simplification of their actual behavior. The
current does not abruptly cut off below VT, but rather reduces exponentially with the
supply voltage. Therefore, it is possible to operate circuits at supply voltages under
or near the threshold voltage.

This has the advantage of possibly enabling drastic energy savings, as the MEP
typically occurs at supply voltages much lower than the nominal supply, and is
often located in the sub- or near-threshold region. As established in the previous
section, high energy-efficiency can be achieved by operating a digital system at or
around its MEP. The energy consumption of such systems can thus be drastically
reduced by lowering their supply voltage. However, due to the decreased currents,
it comes at the cost of a simultaneous increase in circuit delay. Furthermore, sub-
threshold circuits suffer from an exponential sensitivity to variations. These and
other challenges of ultra-low-voltage digital design will be addressed in detail in
Chap. 2.

Already in 1972, Swanson et al. found that standard CMOS logic is functional
for very low voltages [16]: by simulating the Voltage Transfer Characteristic (VTC)
of an inverter and sweeping its supply voltage, the authors demonstrated that the
inverter was able to provide gain for supply voltages as low as 100 mV. This paper
is known as the first publication on digital circuits operating in the weak inversion
region.

After this paper, there was some interest in operating transistors in the weak
inversion region for analog design, but no attention has been given to sub-threshold
digital design for a very long time. In the late ‘90s, interest for ultra-low-voltage
digital circuits sparked again. For example, in 1999, Soeleman and Roy analyzed
different logic families for sub-threshold operation [14]. In the twenty-first century,
ultra-low-voltage digital research gained much more attention, which has been
driven by the increasing amount of portable applications and by the increasing
power problems due to scaling.

Figure 1.3 visualizes the increased popularity of ultra-low-voltage research
since 1999. It shows the amount of publications per year which contain the
words ‘sub-threshold’ or ‘near-threshold’ for CMOS technologies. As can be
seen, early research uses ‘sub-threshold’ as catch phrase, while ‘near-threshold’
is recently becoming more and more the buzzword. This might seem confusing,
but is entirely linked to the definition of the threshold voltage. The concept of
VT is mostly based on the previously discussed assumption of transistors as ideal
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Fig. 1.3 Amount of publications per year that combine ‘CMOS’ with ‘sub-threshold’ or ‘near-
threshold’ in their title or in the list of keywords on IEEE Xplore [5]

switches. In reality, the exact voltage at which the transition of operating regions
occurs is difficult to define unambiguously, as will be discussed profoundly in
Sect. 2.1.2. Therefore, naming a system as a sub- or near-threshold system has more
to do with how to sell its functionality than with the literal interpretation of the name.
In general, all these systems will be able to work at ultra-low supply voltages, and
therefore in this book the term ‘ultra-low-voltage’ operation has been preferred.

However, operating digital systems at ultra-low supply voltages remains until
now more or less an academic research field, since it has not yet been widely adopted
by industry. There has been some interest in partially reducing the supply voltage of
commercial applications with a few hundreds of mV below Vdd;nom. When searching
to reduce the energy consumption of a processor, these kind of measures can be
taken without too much risk and with a lot of energy gain. However, understandably,
companies are afraid to compromise the high yield of their systems by operating at
extremely low supply voltages and hence suffering from an increased variability. To
limit the risks, sub-threshold systems are often implemented with much overhead.
This compromises on its turn the low-power and low-energy benefit of working
at such low supply voltages. Therefore, it is often more beneficial to operate at a
slightly higher supply voltage which does not require extreme measures to ensure
robustness.

However, such large overheads can be avoided by designing variation-resilient
circuits and systems. Hence, one of the goals of this work is to increase the industrial
relevance of ultra-low-voltage circuits by guaranteeing a high yield through high
variation-resilience of the system, and by being able to operate these circuits at
speeds of n � 10 MHz.



10 1 Introduction

1.4 Applications

The energy consumption has become the critical parameter for a wide range
of applications. This is where ultra-low-voltage digital circuits can play a large
role, since those circuits are mostly adequate for applications with a very limited
energy budget but less stringent speed performance requirements. Nonetheless, such
applications often require moderate performance in the order of tens of MHz, and
are not satisfied with only kHz-speed. This section will provide examples of such
severely energy-constrained applications.

Firstly, there exists an increasing amount of battery-powered applications for
which it is desirable to have an as prolonged lifetime as possible. Secondly, in some
applications, the battery can be eliminated entirely by harvesting energy from the
chip’s environment. Obviously, a lower energy consumption to perform an operation
is beneficial in this case as well.

Radio-Frequency Identification (RFID) tags fall into both categories: active
RFID tags rely on their own power source, usually a battery, whereas passive RFID
tags obtain power from an external source through energy harvesting [2]. In any
case, both types of RFID tags are energy-constrained.

Many promising applications are situated in the medical world. Development of
biomedical sensor nodes, such as wearable body patches for ECG monitoring of
heart patients or measuring the blood glucose level of diabetics, is gaining more and
more attention. Complete Body Area Networks (BAN) make it possible to record
patient data in an efficient, comfortable manner. The growing market of implants
requires an even more prolonged autonomy to reduce the amount of surgeries to
a minimum. Examples are pacemakers, defibrillators and cochlear implants. The
sound processor in these cochlear implants is a Digital Signal Processor (DSP)
with algorithms for noise suppression and speech analysis and thus has quite high
demands for computing power.

Many other sensor networks are being developed at the moment, for instance
in the automotive industry, for monitoring systems, in smart warehouses, etc. In
future concepts such as ubiquitous computing, the Internet of Things and ambient
intelligence, an inconceivable amount of chips are foreseen which are all expected
to be energy-autonomous or consume ultra-low amounts of energy. The realization
of such futuristic concepts relies on an ever growing complexity at an ever reducing
energy consumption. As a result, energy-efficiency is the key to the future. Ultra-
low-voltage circuit design is a very promising research field to fulfill these future
requirements.

1.5 Current State-of-the-Art in Literature

This section will provide an overview of the current state-of-the-art in literature
on ultra-low-voltage digital circuit design in CMOS technologies. A subset of
papers will be discussed. The criterion for their selection is if they have provided
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Fig. 1.4 CMOS technologies of all state-of-the-art publications with ultra-low-voltage measure-
ment results as function of their publication year. The size of the circles is proportional to the
population size

measurement results of a substantial digital circuit which functions at supply
voltages below 500 mV. Therefore, the implementations of the papers range from
adders and multipliers to full DSPs and microcontrollers. An extensive table
containing the paper details and the measured operating points can be found in
Appendix A.

As with all digital design, this field follows the current scaling trends. This can be
seen in Fig. 1.4, which plots the CMOS technologies of the publications as function
of the year in which they are published. The size of the circles is proportional to the
amount of publications in that technology in that year. A general downwards scaling
trend is clearly visible.

The minimal supply voltage Vdd;min at which these designs are reported to be
functional is given as function of CMOS technology node in Fig. 1.5a. The figure
also indicates whether a design used body biasing or not. Body biasing is a form of
threshold voltage manipulation. It is sometimes used in ultra-low-voltage design to
cope with inter-die variations. More information on body biasing will be provided
further on in Sects. 2.1.2.2 and 3.1.1.6. It is apparent that body biasing has been used
in the older technology nodes, and is thereafter only occasionally employed. What
is important to notice, is that no clear trend is visible between the designs which do
use body biasing and the ones which do not. This has to do with the fact that the
Vdd;min of ultra-low-voltage systems is mostly restricted due to individual variations
on each transistor than to global variations across all transistors.

Note that body biasing might become more useful in new technologies, such as
e.g. fully depleted Silicon-On-Insulator (SOI), but this is out of the scope of this
book.



12 1 Introduction

32/2845/406590140/130180250350

100

150

200

250

300

350

400

450

V d
d,

m
in

[m
V

]

Technology [nm]

body biasing
no body biasing

32/2845/406590140/130180

200

250

300

350

400

450

500

V d
d,

M
E

P
[m

V
]

Technology [nm]

a

b

Fig. 1.5 Key voltages as function of CMOS technology node, with marker size proportional to
population size: (a) minimal functional supply voltage Vdd;min and (b) supply voltage at which the
MEP occurs Vdd;MEP. A division is made between designs which use body biasing and those which
do not

The minimal supply voltage at which a design is functional is an interesting
metric, as it gives an idea of how variation-resilient a design is. Generally speaking,
the lower the supply voltage, the more variability becomes important relatively.
Therefore, the lower Vdd;min a design achieves, the more it can cope with these
variations. Of course, this is technology-dependent, so simply comparing different
achieved Vdd;min values of designs in different technologies is not fair. Nonetheless,
Vdd;min does provide a certain measure of variation-resilience.
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From Fig. 1.5a, it can be seen that apart from two designs in the 130/140 nm
node which are operating right below 100 mV, all designs have a Vdd;min of more
than 150 mV, and most of them above 200 mV. However, no clear trend is visible
between Vdd;min and technology scaling.

This is the case for the supply voltage at which the MEP occurs as well, as visible
in Fig. 1.5b. Since not all publications of Appendix A provided the MEP data, less
data points are visible in this graph. The importance of the MEP has been accepted
starting from the 180 nm technology node, as can be seen. Again, no pattern is
visible for technology or for body biasing.

Body biasing is often used to increase performance at the cost of increased
leakage. Do the designs with body biasing then perform better in speed? The
following graph, Fig. 1.6, provides an overview of all frequency measurement points
which were given in the publications of Appendix A. Note that this graph contains
designs in all the different CMOS technology nodes which were shown in Fig. 1.4.
Hence, this figure is mostly useful to show the speed trends in ultra-low-voltage
designs, and less to compare exact measurement points. Nonetheless, one can see
that a large amount of the published designs only achieved kHz-speed, even at
higher supply voltages. Furthermore, the designs with body biasing do not show a
significant improvement in speed compared to the other designs, making the benefits
of the use of body biasing for ultra-low-voltage digital design in CMOS technologies
questionable.

To make ultra-low-voltage digital circuit design more attractive for industry,
higher operating frequencies are required. The area of interest of this book is
therefore the upper left triangle of Fig. 1.6, where speeds well within the MHz-range
are achieved at ultra-low supply voltages, provided that the energy consumption is
still maintained low.
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Fig. 1.7 Frequency as function of Vdd for all provided measurement points of the publications of
Appendix A in specific technology nodes: (a) 90 nm CMOS and (b) 40 nm CMOS

This work focuses on ultra-low-voltage digital design in bulk CMOS technolo-
gies. Prototypes in two different CMOS technologies will be presented: the 90 nm
node and the 40 nm node. In both cases, the designs are performed in the high-
performance process of the technologies.

Figure 1.7a and b visualize the subsets of measurement points of Fig. 1.6 in
both technologies at hand of this book. In the comparison of Chap. 7, the results
of the prototypes of this book shall be compared with the current state-of-the-art in
literature presented here.

While it is meaningful to compare the operating frequency of different digital
circuits, this is not the case for their energy consumption, since these systems
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perform different operations. Therefore, no overall graph which shows the energy
consumption is included here. However, whenever possible throughout this work,
the energy consumption will be compared when it consists of similar designs and
hence produces meaningful comparisons.

1.6 Outline of This Work

To conclude, this book aims to develop circuit and architectural techniques to
design ultra-low-voltage digital circuits with high energy-efficiency in bulk CMOS
technologies. Targets are signal processing applications, since DSPs are often
necessary to increase the processing power of portable sensor applications. This
processing power can then be employed to perform data processing and compression
locally in the sensor node. To allow a more widespread use of ultra-low-voltage
digital circuits, it is essential that operating frequencies well beyond 10 MHz are
achieved. Additionally, high variation-resilience is crucial to cope with the increased
variability of circuits operating at extremely low supply voltages and hence to obtain
high yield.

Figure 1.8 provides a graphical overview of the relationship between the different
chapters of this work. The division is closely related to the design abstraction
levels of digital systems. To be able to design ultra-low-voltage circuits which are

CIRCUIT

DEVICE

S
G

D

Fig. 1.8 Graphical overview of this work: the chapters follow the general design abstraction levels
of digital systems



16 1 Introduction

not only energy-efficient, but also achieve an acceptably high performance, while
guaranteeing variation-resilience, design choices must be made on all abstraction
levels. Therefore, a bottom-up approach has been used in this book.

To start, it is important to gain insight into sub-threshold behavior of transistors
in CMOS technologies. Therefore, Chap. 2 discusses the different operating regions
of a CMOS transistor. It examines the threshold voltage definition of the device, as
well as the parameters which influence VT. While Chap. 1 has mostly highlighted
the advantages of operating circuits at ultra-low supply voltages, Chap. 2 provides
an overview of the different challenges which are introduced by operating in this
region. In this book, prototypes have been designed and fabricated in two different
CMOS technologies. Hence, the impact of scaling is studied on device-level in this
chapter as well. Finally, the type of CMOS technologies and transistors which is
preferred and employed in this work is revealed.

After exploring the consequences of ultra-low-voltage operation on device-level,
Chap. 3 investigates the functionality of various circuit topologies at ultra-low sup-
ply voltages. These different logic families are extensively compared on numerous
circuit characteristics. An in-depth analysis of their performance to these charac-
teristics leads to the presentation of the circuit topologies which will be preferred
in this work [9]. This chapter not only introduces preferred implementation of logic
gates, but of memory elements as well. As such, all gate-level building blocks which
will be employed in the prototypes of this work are presented.

Before proceeding to the subsequent abstraction levels, an architectural frame-
work for these module- and system-level digital circuits needs to be established.
Therefore, the benefits and drawbacks of different architectural options are exam-
ined for ultra-low-voltage operation in Chap. 4. Furthermore, the design method-
ology which is used for the four prototypes presented in this book is discussed
profoundly.

After exploring the three lowest abstraction levels of Fig. 1.8, the conclusions
of these analyses can be put into practice by designing larger digital circuits.
In this book, a module refers to a datapath element, such as an adder or a
multiplier. Chapter 5 presents the ultra-low-voltage design of three such datapath
blocks [8, 10, 12]. The prototypes are implemented in 90 nm and 40 nm CMOS
technologies. Their target is to be able to function at ultra-low supply voltages
so as to achieve high energy-efficiency, while operating at n � 10 MHz speeds
and displaying high variation-resilience. The measurement results are extensively
discussed to validate the proposed gate-level and architecture-level design strategies
and to evaluate how the different prototypes perform on these research targets. The
results of one prototype are then used to further improve the following prototype.

The fourth and final prototype is situated on system-level and is discussed in
Chap. 6. It consists of a full JPEG encoder designed and fabricated in a 40 nm
CMOS technology [11, 13]. Its purpose is to validate that the proposed design
strategy of this book is generally applicable in any large and complex ultra-low-
voltage DSP design. The different design efforts to accomplish a functional DSP
system at ultra-low supply voltages are extensively discussed. The measurement
results are again examined profoundly and compared to the state-of-the-art.
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Chapter 7 concludes this work by returning to the current state-of-the-art in
literature which has been presented in Chap. 1 and by evaluating how the prototypes
of this work perform when compared to these designs. A general conclusion
is provided and the main contributions of this work are listed. Furthermore,
suggestions for future work and improvements are given.
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Chapter 2
Sub-Threshold Operation: Theory
and Challenges

In order to design circuits operating at ultra-low supply voltages, an understanding
about the sub-threshold behavior of CMOS transistors must first be obtained.
Therefore, this chapter discusses the fundamentals of sub-threshold operation, by
looking at the general principles of transistor theory and by briefly giving some
adequate background of the device physics in Sect. 2.1. The different operating
regions of a CMOS transistor are examined, as well as the definition of the threshold
voltage and the parameters by which it is influenced.

The main advantages of sub-threshold circuits were already discussed in Chap. 1.
Section 2.2 of this chapter provides an overview of the different challenges which
are introduced by operating a circuit in the sub-threshold or weak inversion region.
Insight in these circuit-level challenges is essential to efficiently and successfully
design ultra-low-voltage systems.

Subsequently, the impact of CMOS technology scaling on circuits operating in
the ultra-low-voltage region is studied. Section 2.3 aims to provide an answer to
the benefits and disadvantages of scaling on such implementations [29]. First, an
equation to determine the minimum feasible supply voltage for digital circuits is
derived. Out of this equation, a theoretical minimum as well as a practical minimum
supply for a specific technology can be calculated. Second, scaling analysis focuses
on the two CMOS technologies at hand of this book. Furthermore, the (in)accuracy
of weak inversion transistor models will also be explored.

To conclude, Sect. 2.4 explains what the difference is between the various
transistor types offered by modern CMOS technologies and which type of tran-
sistors is used throughout the prototypes presented in this work. Finally, Sect. 2.5
concludes this chapter.

Simulation results in this chapter are obtained with the 90 nm CMOS technology
at hand, unless stated otherwise.

© Springer International Publishing Switzerland 2015
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2.1 Transistor Operation

Figure 2.1 shows the cross-section of a typical nMOS transistor when no voltages
are applied. It also shows the four terminals through which voltages can be applied,
i.e. the source (S), drain (D), gate (G) and bulk (B) terminals. When a small positive
gate-source voltage Vgs is applied, the holes in the region of the substrate below the
oxide (also called the surface) are repelled from the gate, leaving behind positively
charged immobile atoms. The resulting depletion region can be seen in Fig. 2.2a.

The drain and source form two np junctions with the bulk. When the potential
difference Vds between the drain and the source is positive, the reverse bias across
the np junction of the drain is larger than the one across the source-bulk junction,
thereby resulting in a deeper depletion region at the drain (see Fig. 2.2a) [34].

When Vgs reaches a critical value, i.e. Vgs exceeds the threshold voltage VT, the
surface becomes attractive to electrons from the nC regions and the depletion region
stops growing. Free electrons flow from the source to the drain and form an inversion
layer or channel under the gate oxide. For Vds � Vgs � VT, the voltage at any point
in the channel is larger than the threshold voltage and the drain-source current Ids

increases linearly with Vds. This is called the linear region of the transistor and is

Fig. 2.1 Cross-section of a
typical nMOS transistor

a b

Fig. 2.2 Cross-section of an nMOS transistor in different operating regions: (a) weak inversion
and (b) strong inversion
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not an interest of this book. However, for Vds > Vgs � VT, the assumption that the
channel voltage is larger than the threshold voltage all along the channel ceases
to hold. Under those circumstances, the transistor is in the saturation region. The
point where the conducting channel disappears is the pinch-off point [26]. This can
be seen in Fig. 2.2b.

From now on, this chapter will concentrate on the dependence of the drain-source
current Ids on the gate-source voltage Vgs.

2.1.1 Different Operating Regions

The normalized drain-source current Ids of a typical MOS transistor as function of
the gate-source voltage Vgs is shown in Fig. 2.3. Three different operating regions
of the transistor can be distinguished: exponential, quadratic and linear behavior
of the current. These regions are respectively called the weak inversion region,
the strong inversion region and the velocity saturation region, and will now be
discussed.
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Fig. 2.3 Normalized current Ids as function of Vgs of a typical minimal MOS transistor
(Vds D 1 V) in nominal operation
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2.1.1.1 Strong Inversion

When Vgs is larger than VT, a channel of charge carriers is formed under the gate
oxide between the source and the drain. Since Vds > Vgs � VT, pinch-off occurs.
The transistor is then said to operate in the strong inversion region, as shown in
Fig. 2.2b. The conduction is dominated by the drift current, which depends on the
applied electric field that exerts forces on the charged carriers (thus the potential
difference Vds) and also depends on the mobility of the carriers.

The equation that describes the quadratic relationship of the current with respect
to Vgs (Fig. 2.3) in the strong inversion region is [26, 27, 38]:

Ids;si D 1

2
� � � Cox � W

L
� �Vgs � VT

�2 � .1 C � � Vds/ (2.1)

with W and L the width and length of the transistor channel, VT the threshold voltage
of the transistor and Cox the gate oxide capacitance per unit area, defined by:

Cox D �ox

tox
(2.2)

where tox is the gate oxide thickness and �ox the permittivity of the oxide, given by:

�ox D Kox � �0 (2.3)

In (2.3), �0 is the permittivity of free space and Kox is the dielectric constant of the
gate oxide.

In (2.1), � is the mobility of the electrons for an nMOS transistor and of the
holes for a pMOS transistor. The mobility of holes in silicon is typically 2–3
times lower than the mobility of electrons, meaning that pMOS transistors provide
less current than nMOS transistors of equal size. The last factor of (2.1) is added
to include channel length modulation, with � as the channel length modulation
coefficient. This is the phenomenon in which a higher Vds increases the size of
the depletion region around the drain and thus effectively shortens the length of
the conductive channel. Channel length modulation is typically more pronounced in
shorter transistors.

2.1.1.2 Velocity Saturation

The state of velocity saturation is a typical behavior of short-channel transistors.
When the electric field along the channel reaches a critical value, the velocity of
the carriers tends to saturate due to scattering effects because of the collisions
suffered by the carriers [26]. The point at which the electric field in the channel
ultimately reaches its critical value is called the saturation drain voltage Vdsat.
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As a consequence, from that point Ids increases linearly with Vgs instead of
quadratically (see Fig. 2.3):

Ids;vs D � � Cox � W

L
�
��

Vgs � VT
� � Vdsat � V 2

dsat

2

�
� .1 C � � Vds/ (2.4)

2.1.1.3 Weak Inversion

The region of interest of this work, the weak inversion region, is also called the sub-
threshold region, as a transistor is already partially conducting for voltages below
the threshold voltage. Unlike the strong inversion region in which the drift current
dominates, the sub-threshold conduction is dominated by diffusion current [30].
This diffusion current occurs when there are concentration gradients and particles
are not distributed uniformly over space. Diffusion is not due to electric fields, and
therefore Ids will not depend on Vds in first order. Figure 2.2a shows an nMOS
transistor in the weak inversion region.

In this region (Vgs � VT), the current Ids is exponentially dependent on Vgs, as can
be seen in Fig. 2.3. The equation that describes the weak inversion current is [30]:

Ids;wi D I0 � exp

�
Vgs � VT

n � Vth

�
�
�

1 � exp

��Vds

Vth

��
� .1 C � � Vds/ (2.5)

where Vth is the thermal voltage, defined by:

Vth D kT

q
(2.6)

with k as the Boltzmann constant, T the absolute temperature and q the electric
charge of an electron. Vth is 25.85 mV at room temperature (300 K). In (2.5), n is a
process-dependent parameter and I0 is the current when Vgs D VT. I0 is dependent
on process and device geometry [30, 37, 38]:

I0 D � � Cox � W

L
� .n � 1/ � V 2

th (2.7)

The third factor of (2.5) indicates that Ids;wi is 0 if Vds D 0, and only has an influence
when Vds is smaller than a few multiples of Vth because the factor reaches its full
value of 1 from then on. In the remainder of this work, this third factor, which
incorporates the current roll-off, will be omitted since it only has an effect when Vds

drops to within a few times Vth.
Because (2.5) is then only linearly dependent on Vds (through channel length

modulation) as opposed to the exponential dependence on Vgs, the first-order
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approximation of the weak inversion current which will be used in the remainder
of this work also omits the fourth factor, thereby leading to:

Ids;wi � I0 � exp

�
Vgs � VT

n � Vth

�
(2.8)

2.1.2 Threshold Voltage

The threshold voltage VT is the value of Vgs where the transistor changes from the
weak inversion to the strong inversion region. Specifically, it is the point where the
drift current starts to dominate over the diffusion current. So far, VT was treated as a
constant value. However, the threshold voltage is influenced by various parameters,
which will be discussed in this section.

2.1.2.1 Definition

The equation that defines VT is the following: [9, 34]

VT D VT0 C � �
�p

	0 C Vsb �p
	0

�

„ ƒ‚ …
body effect

� � � Vds
„ƒ‚…

DIBL

� �VT
„ƒ‚…

SCE

(2.9)

where VT0 is the threshold voltage for source-bulk voltage Vsb equal to 0, defined by:

VT0 D VFB C 	0 C � �p	0 (2.10)

In (2.10), the flatband voltage VFB is the difference between the work functions of
the polysilicon gate and the silicon substrate [27]. The parameter 	0 in (2.9) and
(2.10) denotes the onset of strong inversion and is often taken equal to 2	F (e.g. in
[21, 26, 31, 38]), but this is not justifiable because it is larger than 2	F in practice.
The interested reader is referred to Sect. 2.6.2 of [34] for a more elaborate discussion
on this subject. To summarize, a more appropriate value for 	0 is:

	0 D 2	F C �	 (2.11)

with �	 as a constant term and 	F as the so-called Fermi potential which is
a quantity that characterizes a semiconductor material at a given temperature,
defined by:

	F D Vth � ln

�
NA

ni

�
(2.12)
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with NA as the doping concentration of the substrate and ni as the intrinsic carrier
concentration. From (2.12), it is obvious that VT is strongly dependent on the
temperature through Vth in 	F .

The temperature and other parameters which influence the threshold voltage will
now be discussed in detail.

2.1.2.2 Body Effect

A first major influence on VT is the body effect through the source-bulk voltage Vsb,
as indicated in (2.9). When a positive voltage Vsb is applied between the source and
bulk of an nMOS transistor, it increases the amount of charge required to invert
the channel, hence, it increases the threshold voltage [38]. This is called Reverse
Body Biasing (RBB). On the other hand, when a negative voltage Vsb is applied,
VT decreases. This is called Forward Body Biasing (FBB). Figure 2.4 shows the
normalized threshold voltage of a typical nMOS as function of Vsb.

The value of the body effect coefficient � determines how much effect changes
in Vsb have. It is typically in the range of 0.4 to 1:0 V1=2 [38] and is defined by:

� D
p

2 � q � �Si � NA

Cox
(2.13)

with �Si as the permittivity of silicon which can be calculated in (2.3) by inserting
KSi � 11:9 [34].

The body effect is sometimes used as a means to perform threshold voltage
manipulation. Different body biasing techniques are discussed in Sect. 3.1.1.6.
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Fig. 2.4 Simulated normalized threshold voltage VT as function of Vsb of a typical minimal nMOS
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Fig. 2.5 Simulated normalized threshold voltage VT as function of temperature of a typical
minimal nMOS transistor

An important side note is that the impact of body biasing reduces for short-
channel devices. The contribution of the depletion regions of the source and drain
to the edges of the depletion region becomes relatively more important for shorter
channel lengths. Therefore, the dependence of the threshold voltage on the body bias
becomes weaker as channel length becomes shorter, because the body bias has less
control of the depletion region due to the edge effects. To conclude, the influence of
body biasing decreases with scaling.

2.1.2.3 Temperature

The threshold voltage is strongly dependent on the temperature due to the inclusion
of the thermal voltage Vth in 	0, thereby influencing both VT0 and the body effect in
(2.9). As temperature is raised, the threshold voltage decreases almost linearly, as
shown in Fig. 2.5. The temperature sensitivity of VT is typically in the order of 0.5
to 3:0 mV=ıC [30, 34]. For the nMOS transistor of a 90 nm technology in Fig. 2.5,
it is about 0:7 mV=ıC.

2.1.2.4 Drain-Induced Barrier Lowering

A third phenomenon that influences VT is Drain-Induced Barrier Lowering (DIBL).
There is a potential barrier at the surface between the source and the drain which
prevents electrons from flowing from the source to the drain in off-conditions.
For a long-channel device, the height of this barrier is mainly controlled by Vgs

as the source and drain depletion regions are separated far enough so that Vds

has no effect. The threshold voltage of a long-channel device is thus independent
of the channel length and drain voltage. However, for a short-channel device, the
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Fig. 2.6 Simulated normalized threshold voltage VT as function of Vds of a typical minimal nMOS
transistor to illustrate the effect of DIBL

source and drain depletion regions approach each other enough so that they start to
interact near the channel surface resulting in a lower source potential barrier [30].
Increasing Vds results in a deeper depletion region at the drain (see Fig. 2.2a) and
in a higher proximity to the depletion region at the source, thereby lowering the
barrier height. To summarize, DIBL occurs in short-channel devices and the effect
increases with Vds. The threshold voltage thus reduces with an increasing Vds, as
shown in Fig. 2.6.

The term that introduces DIBL in (2.9) includes Vds and the DIBL coefficient �,
which is typically in the order of 100 mV/V [38].

2.1.2.5 Short-Channel Effect

In the traditional derivation of the threshold voltage, it is assumed that VT is
independent of the channel length and drain voltage (the dependence on the drain
voltage due to DIBL has been addressed above). The depletion region is assumed
to be controlled solely by the applied gate voltage and the depletion regions around
the source and drain are ignored. However, as the channel length becomes shorter
and shorter, this assumption ceases to hold. The depletion regions of the source and
drain become relatively more important with shrinking channel lengths, introducing
edge effects which cannot be ignored. Therefore, the threshold voltage becomes
dependent on the channel length for short-channel devices, which is called the Short-
Channel Effect (SCE).1

1The term short-channel effect in literature is often used for various, different phenomena that
occur in short-channel devices or sometimes it is used as a general term to comprise all behavior
different from long-channel devices. However, in this text the term will be restricted to the
sensitivity of the threshold voltage to the channel length (occasionally also called VT roll-off).
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In (2.9), the SCE term introduces a threshold voltage reduction through �VT

which has a strong dependence on the channel length. As L decreases, �VT will
increase, and in turn VT will decrease [9].

Until now, it was possible to adjust the long-channel definition of the threshold
voltage with additional terms to include short-channel behavior. However, if a
channel is made very short, the source and drain depletion regions tend to approach
each other in such a way that the long-channel behavior disappears and the short-
channel behavior requires entirely different approaches [34]. To avoid this issue in
modern advanced nanometer technologies, halo regions are introduced. Basically,
halo implants are added near the ends of the channel, close to the source and drain.
In these halo regions, the doping is locally increased to limit the depletion region
widths around the source and the drain and to reduce SCE. In turn, this can cause a
Reverse Short-Channel Effect (RSCE) where VT will increase when channel length
is reduced.

2.1.2.6 Remark

The concept of the threshold voltage inherently introduces some problems: reconcil-
ing gradual electric behavior of a transistor with one specific ‘turn-on’ point is bound
to cause issues. Although a comprehensive theoretical definition (see Eq. (2.9)) was
proposed in this section, in reality, it is difficult to define VT unambiguously [27].
For instance, the value of parameter 	0 is difficult to define exactly [34]. Another
example is that in both the 90 nm and the 40 nm technologies at hand, VT is simply
defined as the gate-source voltage Vgs where Ids equals a certain Ids;VT . This Ids;VT is
only dependent on W=L multiplied by a constant technology-specific factor, which
seems like a very rough simplification of the threshold voltage. Although VT is hard
to define in reality, this does not diminish the value of the definition discussed in this
section as it provides the necessary insight in the different phenomena that influence
the threshold voltage.

2.1.3 Region of Interest

This book focuses on ultra-low-voltage operation of digital circuits. Therefore, the
region of interest of this work is the sub-threshold region where the diffusion current
is dominant, as well as the near-threshold region where diffusion and drift currents
are equally important. In the remainder of this book, the terms ‘ultra-low-voltage’
and ‘sub-threshold’ operation will be used to indicate the same concept, unless
otherwise stated.



2.2 Challenges of Sub-Threshold Operation 29

2.2 Challenges of Sub-Threshold Operation

Normal operation of a digital circuit means that such a circuit is operated at the
nominal supply voltage Vdd;nom. In the technologies at hand, Vdd;nom is 1 V for 90 nm
CMOS and is 0.9 V for 40 nm CMOS. In the context of this book, this is considered
nominal, super-threshold operation.

Sub-threshold circuits, on the other hand, operate at a supply voltage near or
under the threshold voltage. Operating circuits in the sub-threshold region has the
advantage of providing significant energy savings, as was discussed in Chap. 1.
However, it also results in several issues which must be tackled to allow the
widespread use of sub-threshold circuits. This section will discuss these different
circuit-level challenges.

2.2.1 Performance

By operating a transistor at ultra-low supply voltages, the current Ids of that
transistor decreases significantly compared to nominal operation, as shown in
Fig. 2.3. As a result, ultra-low-voltage circuits exhibit a large increase in delay
because they use the weak inversion current as drive current. As an example,
Fig. 2.7 displays the propagation delay tp of a CMOS inverter which is sized for
regular super-threshold operation as function of the supply voltage. Consequently,
the operation frequency decreases due to the increase of the delay. In other words,
sub-threshold circuits are only able to reach low to moderate circuit performance.
Note that in the sub-threshold region, the delay is exponentially dependent on Vdd.
In this region, a slightly higher supply voltage can thus result in a considerable
speed increase, which is an important consideration to be made when designing
sub-threshold circuits.
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Fig. 2.7 Propagation delay of a regular-sized CMOS inverter (WnMOS D Wmin and WpMOS D
3 � Wmin) as function of Vdd (fan-out D 1)
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Early papers on digital sub-threshold design were mainly focused on minimizing
the energy consumption as much as possible. The speed of these circuits was only of
secondary concern, thereby often resulting in kHz-performance, e.g. [7, 13, 15, 36].
Later on, sub-threshold research became more mature and more attention was paid
on improving the circuit performance. Hence, some newer sub- or near-threshold
designs report promising high ultra-low-voltage operating frequencies, well within
the MHz-range, such as [5, 12, 14, 28]. However, there are still recent publications
in advanced nanometer technologies which only reach kHz-performance, e.g. [17],
or frequencies of a few MHz at higher supply voltages, such as [20, 25].

This book targets ultra-low-voltage circuits where MHz-performance is reached.
Techniques to guarantee such speed performance are presented in Chaps. 3 and 4.

2.2.2 Leakage

Since ultra-low-voltage circuits use the exponential weak inversion current as their
drive current, leakage plays a much bigger role in circuit functionality. More
precisely, the difference between the on-current Ion (i.e. Ids when Vgs D Vds D Vdd)
and the off-current Ioff (i.e. Ids when Vgs D 0 and Vds D Vdd) reduces severely when
Vdd is lowered. From a CMOS circuit perspective, the relevant Ion=Ioff ratio is not
the ratio between the currents of the same transistor, but rather the ratio between the
currents of the nMOS transistor on one hand and the pMOS transistor on the other
hand. A decrease in current ratio can cause unwanted leakage paths. The relevant
current ratios thus provide a measure for the degradation of the functionality of a
CMOS circuit when the supply voltage is reduced.

Figure 2.8 shows these current ratios as function of Vdd. In both technologies
used throughout this book, the pMOS transistor is significantly weaker than the
nMOS transistor in the weak inversion region. This can also be seen in Fig. 2.8
where the Ion;pMOS=Ioff;nMOS ratio is always approximately a factor 100 smaller than
the Ion;nMOS=Ioff;pMOS ratio. At very low supply voltages, it becomes problematically
low. Obviously, a ratio below 1 is dramatic because it implies that the drive current
of the pMOS is lower than the leakage current of the nMOS. To avoid functional
circuit failures, a value considerably higher than 1 is necessary. In this work, a value
of 50 is considered the minimum feasible value for nominal current ratios, because
constructing a functional logic gate with this ratio is still feasible.

To summarize, the absolute leakage current as such is not that important for the
functionality of ultra-low-voltage circuits, it is the relative ratio between the on-
current and the leakage or off-current which inserts a lower limit on the minimum
possible supply voltage in order to guarantee circuit functionality. Although it is the
relative ratio which is crucial for circuit robustness, the absolute leakage current of
course still influences the circuit’s power consumption.
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Fig. 2.8 Relevant nominal Ion=Ioff ratios for minimal transistors as function of Vdd

2.2.3 Variability

Sub-threshold circuits suffer from an exponential sensitivity to variations due to
the exponential current/voltage dependencies. This makes variability a critical,
not to be neglected issue for sub-threshold operation. The increased sensitivity
to variations compared to super-threshold circuits can severely compromise the
robustness of circuits and the overall yield. Therefore, this section examines the
different classifications of variations and their impact on ultra-low-voltage digital
circuits.

The classical way of dealing with variations for digital circuits is to take design
margins to ensure yield. However, because of the highly sensitive sub-threshold
circuits, the accumulation of conservative design margins compromises the low-
power benefit of operating in sub-threshold. Therefore, this is not the optimal
manner of coping with the increased variations. This book focuses on variation-
resilient circuit design as one of its main objectives to improve robustness without
the need for an increased supply voltage or excessive design margins.

2.2.3.1 Inter-Die Variations

The first class is called inter-die variations, i.e. when variations on device parameters
differ from one die to another. Technology foundries have quantified these inter-die
variations by identifying process corners. The collective effect of process variations
is lumped into their effect on nMOS and pMOS transistors [38]: typical, fast or
slow. The different corners are then the combination of these effects, with the first
abbreviation pointing to the nMOS and the second to the pMOS transistor. The
typical-typical (or tntp ) corner is the nominal case, while the snsp , snfp , fnfp and
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Fig. 2.9 (a) Propagation delay of a regular-sized CMOS inverter as function of Vdd in all process
corners. (b) Visualization of the different process corners

fnsp characterize the extreme cases, as visualized in Fig. 2.9b. The imaginary box
limited by the process corners is not square because some characteristics are shared
by both nMOS and pMOS devices. To illustrate the impact of inter-die variations,
the tp of a regular-sized CMOS inverter is given as function of Vdd for the different
process corners in Fig. 2.9a.

The snsp and fnfp corners mainly have an effect on the overall circuit speed. On
the contrary, the snfp and the fnsp corners pose the highest threat on the reliability
of ultra-low-voltage circuits since the relative speed and strength of the devices then
exhibits the largest deviation.

2.2.3.2 Intra-Die Variations

Intra-die variations, on the other hand, classify variations on device parameters
between transistors on the same die. Monte Carlo (MC) simulations are used to
quantize the effect of intra-die variations. These variations are usually modeled
with normal or Gaussian statistical distributions. For instance, Fig. 2.10 shows the
Probability Density Function (PDF) of VT of an nMOS transistor acquired with
1;000 MC simulations. The distribution is centered around the mean value �, while
the standard deviation � provides a measure of the amount of dispersion or variation.
Consequently, the standard deviation is directly tied to the yield of a circuit: if a
circuit is functional taking into account 1� variation, its yield is 68.27 %, while 3�

corresponds to a yield of 99.73 %. As visible in Fig. 2.10, �VT is approximately
20 % of �VT , which is quite a substantial factor especially considering the high
susceptibility to variations of ultra-low-voltage circuits. Pelgrom has defined a
coefficient which provides a measure of the amount of VT variations of a certain
technology, as will be discussed in Sect. 2.3.2.
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Fig. 2.10 PDF and CDF plots of the variation of VT of an nMOS transistor, obtained with 1,000
MC simulations

To establish sub-threshold circuits as an attractive option for industrial applica-
tions, a high yield is essential. To design variation-resilient circuits, it is imperative
to take into account the tails of the distribution as this is where the outliers
are located which will determine the total yield. In this book, distributions will
be visualized as Cumulative Distribution Functions (CDF) because they provide
a better insight in the tails of the distribution than a PDF, as shown in Fig. 2.10.

Traditionally, intra-die variations were mostly an issue in analog design because
of mismatch. Nowadays, however, it is also a key factor in digital design as
variability increased considerably with CMOS scaling. On the one hand, intra-die
variations impose an important threat on the reliability of ultra-low-voltage circuits
since they result in a deteriorated functionality. On the other hand, gate delays
become highly variable. To illustrate the latter, the percentage variation of tp of a
CMOS inverter under intra-die variations is shown in Fig. 2.11: when the supply
reduces to low values, the variability aggravates significantly.
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Fig. 2.11 Variation of the propagation delay of a regular-sized CMOS inverter as function of Vdd,
obtained with 1,000 MC simulations

2.2.4 Temperature

Not only the value of the threshold voltage changes with temperature (see
Sect. 2.1.2.3), the carrier mobility is influenced by temperature as well. The mobility
� and the threshold voltage VT both decrease with temperature. The decreasing
� leads to a reduced current when the temperature is increased. The mobility
effect is dominant at high supply voltages, resulting in slower circuits at higher
temperatures, and vice versa. This temperature-dependence at nominal Vdd is well
known. However, in the sub-threshold region, the lower VT plays an important
role as well since it causes Ids to increase [37]. Both effects then counteract each
other, and the resulting current increases slightly with temperature. Therefore, in
the ultra-low-voltage domain, a higher temperature has a modest beneficial effect
on the circuit performance [4].

Figure 2.12 shows the propagation delay of an inverter as function of temperature
at a 200 mV supply voltage, for the industrial temperature range from �40 to 85 ıC.
As already reported in [4], negative Celsius temperatures are highly detrimental to
ultra-low-voltage logic, which is clearly visible in Fig. 2.12. However, when going
to a commercial temperature range between 0 and 70 ıC, the impact of temperature
is much less pronounced.

Moreover, ultra-low-voltage circuits are less subject to self-heating than high-
performance circuits [18]. The question is then if the higher temperature limit of
the commercial range of 70 ıC is not excessive for ultra-low-voltage circuits. If they
are operating in an environment with temperatures around room temperature, for
instance between 15 and 40 ıC, the temperature-dependence is rather limited in
the sub-threshold region. Therefore, it has not been investigated more detailed
for the circuits of this book. Nonetheless, it could be interesting to perform more
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Fig. 2.12 Propagation delay of a regular-sized CMOS inverter as function of temperature (for
Vdd D 200 mV)

research on this temperature-dependence, as will be stated in Sect. 7.4. All presented
simulation and measurement results of this book are performed at room temperature,
unless otherwise stated.

2.3 Technology Scaling

The impact of CMOS technology scaling for digital circuits operating at the nominal
supply has been extensively studied, both through simulations and through on-chip
implementations and measurements. The influence of scaling on circuits operating
in the weak inversion region has received some attention, but until now, this attention
has been limited to device-level studies and circuit-level simulations [29].

Previous work investigated the effect of scaling on device-level and proposed
different scaling strategies. In [10], a model study of sub-threshold transistors has
been performed to investigate the implications of device scaling on sub-threshold
operation from the 90 nm down to the 32 nm technology node. An alternative scaling
strategy was proposed to help sub-threshold circuits to reliably scale to nanometer
CMOS technologies. In [23], the focus was to redesign devices specifically for sub-
threshold operation. An optimized transistor structure was proposed to improve
the circuit delay and the Power-Delay Product (PDP) in the sub-threshold region.
The impact of technology scaling for nodes from 90 nm to 22 nm was examined
in [8] and strategies for increasing the robustness of sub-threshold circuits were
proposed.

Some prior works also performed simulations to examine the impact of technol-
ogy scaling on ultra-low-voltage logic circuits. It mostly consisted of simple circuits
and in one case a more elaborate logic unit was simulated. In [33], simulations of a
ring oscillator were used to validate an analytical approach for studying the effect
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of technology scaling and variability on performance of ultra-low-power integrated
systems. The effects of process variations were exhaustively examined to study
the sensitivity of a circuit in presence of these variations. In [2], the impact of
technology scaling on sub-threshold logic was investigated in nodes from 0:25 �m
to 32 nm CMOS. A circuit-level simulation of a benchmark 8-bit multiplier was
used to study the scaling effects, first using Predictive Technology Models (PTM)
and then validated by industrial models.

To the author’s knowledge, only [11] presented measured results: two test chips
were fabricated in a 130 nm and a 65 nm technology, consisting of a 1;000-stage
inverter chain and a 41-stage ring oscillator, both operating at ultra-low voltages.
The measurements of these two simple circuits were used to validate a body biasing
technique to adaptively balance the pMOS and nMOS transistors in strength. No
papers have been published that present the design and measurements of a full
digital system, implemented in different CMOS technology nodes. Moreover, a
significant amount of the previous work did not use industrial models, but rather
relied on PTMs (e.g. [8, 10, 33]). PTMs are reasonably accurate transistor models
that benchmark future generations of technologies and are therefore a useful
resource for early circuit design research [39]. Although PTMs are very suitable
to investigate scaling trends, simulating with these models does not provide the
same value as designing with industrial models, followed by manufacturing and
measuring the designed chip. This is especially true when operating in the weak
inversion region with its exponential sensitivities.

One of the objectives of this book is to fill the hiatus between simulations
and measured, confirmed results. Therefore, an extensive digital circuit has been
designed, processed and measured in both a 90 nm and a 40 nm CMOS technology.
The test vehicle that was used to study the effect of technology scaling on ultra-
low-voltage circuits, is a 16-bit Multiply-Accumulate Unit (MAC). Chapter 5 will
discuss the design and the measured results of the MAC in both technologies.

In the remainder of this section the fundamental limits of scaling as well as its
expected effects will be discussed.

2.3.1 Fundamental Limits

Firstly, a practical expression that estimates the minimum feasible supply voltage
that can be expected for digital circuits in a certain technology will be provided [29].

Previous research has focused on theoretically finding the fundamental limit for
the lowest operating voltage for CMOS technologies. Already in 1972, [32] studied
the minimum usable supply of an inverter, with the requirement that the inverter
should have sufficient maximum gain at Vdd=2 to be usable in a digital circuit. Based
on measurements in a technology available at that time, the authors estimated that
the minimum usable Vdd would have a value of about 8 Vth, or 207 mV at 300 K.
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In 2001, [6] proposed another theoretical limit of the lowest operable supply.
To achieve this Vdd, the nMOS and pMOS off-currents must be equalized. Following
this requirement, the ideal supply limit of 4 Vth is proposed, which is 103 mV at
300 K.

These are all theoretical limits that predict the lowest possible supply voltage of
CMOS digital circuits. However, they are not practical limits that take into account
the specific details of the technology at hand. Therefore, a practical limit for the
minimum feasible supply will be derived from the equations listed below. The basic
Eq. (2.8) for the current flow in the weak inversion region consists of an exponential
relationship:

Ids D I0 � exp

�
Vgs � VT

n � Vth

�

The on-current Ion at Vgs D Vdd and the off-current Ioff at Vgs D 0 can thus be
derived from (2.8):

Ion D I0 � exp

�
Vdd � VT

n � Vth

�
(2.14)

Ioff D I0 � exp

� �VT

n � Vth

�
(2.15)

Taking the ratio of (2.14) and (2.15) gives:

Ion

Ioff
D

I0 � exp
�

Vdd
n�Vth

�
� exp

� �VT
n�Vth

�

I0 � exp
� �VT

n�Vth

�

D exp

�
Vdd

n � Vth

�
(2.16)

In (2.16), a direct relationship between the variables Vdd, Ion and Ioff is obtained
since Vth is fixed for a certain temperature and n is fixed for a certain technology.
An equation for the supply voltage can be derived:

Vdd D ln

�
Ion

Ioff

�
� n � Vth (2.17)

The value of n is affected by the depletion region characteristics [34]:

n D 1 C CD

Cox
(2.18)

where CD is the depletion layer capacitance and Cox is the gate oxide capacitance.
The value of n is equal to 1 for an ideal transistor, but unfortunately larger than 1 for
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actual devices. It is typically in the range of 1.3–1.7 for CMOS processes [38]. Since
it is difficult to accurately determine n for a certain technology, the link with the so-
called sub-threshold slope SS will be made. The sub-threshold slope is defined by
the amount by which Vgs must be increased in order for the weak inversion current
Ids to be increased by one order of magnitude, and it is expressed in mV/decade.
The sub-threshold slope is expressed as: [34]

SS D n � Vth � ln.10/ (2.19)

Substituting n in (2.17) by using (2.19), results in:

Vdd D ln

�
Ion

Ioff

�
� SS

Vth � ln.10/
� Vth

D log10

�
Ion

Ioff

�
� SS (2.20)

This result shows that for a certain CMOS technology (and thus for a certain
SS), the minimum supply Vdd is only dependent on the minimum Ion=Ioff current
ratio. This equation makes it possible to derive a practical as well as a theoretical
limit for the minimum feasible supply voltage for a circuit operating in the weak
inversion region. The supply-dependence of the Ion=Ioff ratio is logical: the lower
Vdd, the lower Ion will be obtained, and the lower the current ratio will become. From
experience, a fair minimum value for the Ion=Ioff current ratio is 50. A lower value
of the current ratio becomes problematic, since the circuit robustness in the presence
of variations will be compromised. A theoretical limit for the minimum supply
voltage can be found through the theoretical lower bound of the sub-threshold
slope SS. In the ideal case, n is equal to 1 and therefore the minimum SS is equal to
60 mV/decade at room temperature. The theoretical Vdd;min can then be calculated
with (2.20) to be 101 mV.

However, although devices that have an ideal sub-threshold slope are optimal
for sub-threshold applications [16], typical SS values for a bulk CMOS process
range from 70 to 120 mV/decade [30], well above the theoretical lower bound.
Unfortunately, CMOS technology scaling has a bad impact on the sub-threshold
slope because SS is proportional to the gate oxide thickness tox which does not
scale in proportion to the physical gate length. Scaling of tox actually slows
down starting from the 130 nm node to limit gate leakage [2]. A comparison of
industrial publications in [39] indicated that tox has been reduced by a mere 10 %
per generation between the 130 nm and the 40 nm technology nodes [10]. For the
technologies at hand, tox decreases even less with about 13 % between the 90 nm and
40 nm nodes. As a result, SS degrades as function of CMOS technology scaling.

In the near future, different process technologies can alter this deteriorating
trend. For instance, transistors in Silicon-On-Insulator (SOI) technologies have the
advantage of a near-ideal sub-threshold slope, e.g. fully depleted SOI transistors
have an SS of 65–85 mV/decade [35]. Another improvement would be to use a bulk
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Table 2.1 Measured
sub-threshold slope SS and
resulting Vdd;min [29]. Bold
values indicate the practical
limits per technology

CMOS Technology 90 nm 40 nm

SS [mV/decade]

– nMOS 93.0 98.1

– pMOS 86.1 109.9

Vdd;min [mV]

– nMOS 158 166

– pMOS 146 186

CMOS technology with a high-K dielectric instead of the conventional SiO2 gate
oxide (KSiO2 D 3:9, see Eq. (2.3)). As stated before, scaling of tox is slowing down.
This is because of the rapid increase in gate leakage current due to tunneling. Using
a dielectric with a higher K allows to increase the gate oxide capacitance for the
same oxide thickness, or to keep Cox unchanged and use a larger tox. The latter
option would reduce the tunneling effects [21] and therefore the induced leakage
and would also increase SS and therefore the Ion=Ioff current ratio for a given Vdd.

However, this work concentrates on ultra-low-voltage design in bulk CMOS
technologies with a conventional SiO2 gate oxide. Measurements of transistors in
both CMOS technologies at hand confirm the deteriorating trend (see Table 2.1):
SS degrades 5.5 % going from the 90 nm to the 40 nm technology for an nMOS
transistor and 27.6 % for a pMOS. The practical limit of Vdd;min can then be
calculated as the maximum Vdd;min per technology, resulting in 158 mV for the 90 nm
technology and 186 mV for the 40 nm technology, as indicated in bold.

To conclude, by using a practical limit for the Ion=Ioff current ratio and a value of
SS (which can be obtained through simulations or measurements), a straightforward
manner is obtained to calculate the practical minimum feasible supply voltage
for digital circuits operating in the weak inversion region in a certain CMOS
technology.

In Sect. 5.2.4, this equation to calculate the practical limit of Vdd;min will be
validated with measurement results of an identical system fabricated in two CMOS
technology nodes. As will be seen, this practical limit predicts the measured values
quite well.

The goal of this equation is to provide a fast but reasonably accurate estimation
for Vdd;min without having to resort to large amounts of simulations or measurements.
However, in literature, some papers have performed interesting work on the latter.
For instance, [19] proposes a method to extract minimum supply voltage and failure
rate of digital gates using static noise margins. In [1], it was shown that the increase
of DIBL in advanced nanometer technologies results in an increase of the minimum
feasible supply voltage. In [22] extensive measurements of different lengths of ring
oscillators verify that the lower limit of Vdd increases considerably with increasing
number of stages.
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2.3.2 Impact of Scaling

This section investigates what the expected impact is that technology scaling has on
ultra-low-voltage designs [29]. In this book, two CMOS technologies are used for
the design of the prototypes, i.e. 90 nm and 40 nm standard CMOS. The following
analysis will therefore focus on these two technologies.

With technology scaling from 90 nm to 40 nm CMOS, both the nominal supply
voltage Vdd and the transistor threshold voltage VT decrease slightly. Since VT

decreases and the Wmin=Lmin ratio does not remain constant but instead increases
with a factor of 2 (for the technologies at hand), one would expect the transistor
current Ids to increase for a certain supply. Therefore, the delay should reduce,
causing circuits to function at a higher speed. The dynamic energy consumption
is expected to decrease with the third power of the scaling factor. The total chip area
will decrease, as well as the cost. These are all advantages of scaling. However, there
are also downsides to scaling. First, the leakage current will increase exponentially
due to the reduced VT. Second, because of the reduced transistor dimensions,
transistor variability will have a higher impact and will thus become much more
important.

When looking at technology scaling from an ultra-low-voltage perspective, all of
the advantages remain. In fact, because of the decreasing VT, circuits should become
much faster for the same extremely low supply voltage. Since speed performance
is often an issue in sub- and near-threshold designs, technology scaling becomes
an even more attractive option for such designs. However, the disadvantages of
scaling have an even higher effect in ultra-low-voltage designs. Due to the increased
leakage and the aforementioned degradation of sub-threshold slope (see Sect. 2.3.1),
the Ion=Ioff ratios in the sub-threshold domain reduce to dramatically low values,
thereby compromising circuit robustness. Moreover, the exponential sensitivity to
variations combined with the overall increased variability results in problematic
gate robustness. To conclude, technology scaling can definitely bring added value
for ultra-low-voltage circuits, but it is imperative to take into account the low current
ratios and the high variability at the time of design.

To obtain an understanding of the increased variations, a look at the impact of
technology on threshold voltage variation will be given. The threshold voltage is
determined by the number and location of dopant atoms implanted in the channel
region. Since the number of dopants is small in nanometer processes, the variation of
VT due to random dopant fluctuations becomes large [38]. The Pelgrom coefficient
AVT [24] provides a measure of the amount of VT variations:

�VT D AVTp
W � L

(2.21)

The Pelgrom coefficient for both technologies has been extracted out of 1;000

MC transistor simulations. For nMOS transistors, AVT increases with 5.6 % when
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going from 90 nm to 40 nm, while the increase for pMOS transistors is as large
as 41.4 %. These numbers clearly show the increased variations for advanced
nanometer technologies.

2.3.3 Model Accuracy

An additional problem in the weak inversion region, is that the calibration of the
transistor models is not as reliable as it is in the strong inversion, nominal region
[29]. To give an example, Fig. 2.13a shows the simulation results of the on-current
Ion of a minimal nMOS as function of Vdd. According to the foundry provided
models of the 90 nm and 40 nm CMOS technologies at hand, Ion;40 nm is more than
two times smaller than Ion;90 nm for a supply of 200 mV, which directly contradicts
the scaling effects that were expected. A similar unexpected behavior can be seen
in Fig. 2.13b, which shows the propagation delay tp of a regular-sized inverter as
function of Vdd. For the same 200 mV supply, tp;40 nm is 56 % higher than tp;90 nm,
resulting in an inverter which is more than 1:5 times slower. Figure 2.13 also
shows that in the nominal supply domain on the contrary, the technology scaling
expectations do apply. To conclude, these simulation results show that blindly
relying on transistor models in the ultra-low-voltage domain is not recommendable.

That model accuracy differs between the strong and the weak inversion region
is also indicated by the technology foundries. The accuracy criteria vary greatly
between these regions: e.g. for 90 nm CMOS, the requirement to ensure model
quality is that the fitting of the simulation model compared to the measured
characteristics should have an error less than 75 % for Ids of a transistor operating
in the weak inversion region, while this requirement decreases to only 7 % when the
transistor is operating in strong inversion.
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Fig. 2.13 Technology model comparison: (a) on-current for a minimally sized nMOS (normalized
to Ion;90 nm at Vdd;nom) and (b) propagation delay for a regular-sized inverter (fan-out D 1)
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Some nuances should be given to the discussion of the reliability of the transistor
models. Although absolute numbers are not very trustworthy (such as the exact
energy consumption or propagation delay of a circuit), relative comparisons in
the same technology using the simulation results are definitely valuable. Out of
experience from the designs described in this work (see Chaps. 5 and 6), we also
know that simulations to check functionality produce reliable results. Moreover, as
can be seen from the variation analysis above, the intra-die simulations do show the
expected increase in variability when going to a smaller technology and therefore
such simulations do provide realistic results.

2.4 Transistor Type

Around the 130 nm technology node, foundries began to offer on the one hand
high-performance (sometimes also called general purpose or standard performance)
and on the other hand low-leakage technology options. These process options were
introduced in order to be able to optimize circuits according to whether they are
more speed-constrained or more energy-constrained. For some technologies, it is
possible to use the two options on the same wafer, but in most technologies it is
only possible to choose one single option for a specific wafer.

Furthermore, modern deep sub-micron or advanced nanometer CMOS tech-
nologies also offer multiple VT-options, and therefore a choice has to be made
concerning the threshold voltage selection. Typically, a certain technology offers
three different transistor types:

• Low-VT or LVT transistors have the lowest threshold voltage of the three types.
As a result, these transistors exhibit the highest speed, at the penalty of a higher
leakage current. They are mostly used in cases where timing is critical and a high
speed is needed.

• High-VT or HVT transistors have the highest threshold voltage of the three types.
These transistors have the lowest leakage current of the three types, at the penalty
of a lower speed. They are used in cases where timing is not critical and leakage
power can thus be reduced.

• Standard-VT or SVT transistors have an intermediate threshold voltage and thus
medium speed and leakage characteristics compared to the other types.

The inherent disadvantage of working in the sub-threshold region is the speed
deterioration. However, by using LVT transistors that have higher currents than SVT
or HVT transistors for the same supply voltage, a maximal sub-threshold speed
can be guaranteed. Naturally, the use of LVT transistors also aggravates leakage.
However, the increased leakage can be handled by taking this into account during
circuit-level design. This will be explained in detail in Chap. 3. The building blocks
in this book are therefore always constructed with LVT transistors, which is a first
step to obtain sub-threshold circuits with MHz-range operating frequencies. The
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same reasoning also holds for why the chips in this book are always designed in the
high-performance flavor of a CMOS technology, and not in the low-leakage flavor.

Similarly, in [3], it has been shown that using the high-performance option
of a technology is beneficial for operation at minimal energy consumption for
frequencies in the MHz-range, while the low-leakage option should be favored for
kHz-range operation.

Simulation results in this text are therefore always obtained with LVT transistors
in the high-performance process of a technology, unless stated otherwise.

2.5 Conclusion

This chapter discussed various important aspects to fully grasp sub-threshold oper-
ation before exploring ultra-low-voltage circuit design in the following chapters.
The exponential behavior of transistors operating in the weak inversion region is
examined, as well as its dependence on the threshold voltage. The inherently low
to moderate performance of ultra-low-voltage circuits, the reduced current ratios,
the high sensitivity to both inter- and intra-die variations, as well as the influence
of temperature are the main challenges of sub- or near-threshold circuit design and
were therefore examined in detail in this chapter.

In this book, prototypes in two different technologies were fabricated, i.e. in
90 nm and 40 nm CMOS. In the interest of understanding the differences between
both technologies, this chapter analyzed the impact of technology scaling, together
with the fundamental limits scaling sets to sub-threshold circuits. To conclude,
a short examination of the different transistor types offered by modern CMOS
technologies, resulted in the recommended use of LVT transistors because of their
ability to offer higher currents for the same supply compared to the other transistor
types.
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Chapter 3
Gate-Level Building Blocks

This chapter discusses the gate-level building blocks which have been used to design
the ultra-low-voltage prototypes of this work. Their aim was not only to operate
at very low supply voltages in a variation-resilient manner, but also to function at
speeds of n � 10 MHz. Such targets are only possible to achieve when attention
is paid to both the transistor-level basic circuits and the architectural level (to be
discussed in Chap. 4).

Careful design of logic gates is crucial if they should be able to efficiently work
in the ultra-low-voltage region. Their topology not only has a large impact on the
variation-resilience of the total design, but also on the delay, leakage power and
active energy consumption. Therefore, Sect. 3.1 provides an elaborate comparison
of circuit topologies, from very common logic families to more exotic circuit
topologies which have been specifically proposed for operation in the ultra-low-
voltage region [33]. An in-depth analysis of the characteristics of these logic
families leads to the presentation of the circuit topologies that are preferred in this
work in Sect. 3.2.

Section 3.3 continues this discussion of basic building blocks by exploring
various memory elements. Not only their functionality differences are examined,
but the trade-offs that accompany operation at low supply voltages as well.

To conclude, a summary of the different sizing options of the basic building
blocks which have been employed in the four prototypes that will be presented in
Chaps. 5 and 6 is given by Sect. 3.4. Finally, Sect. 3.5 ends this chapter.
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3.1 Circuit Topology Comparison

To implement a certain logic function, there exist numerous possible circuit
topologies. Several characteristics are important to evaluate the quality of a logic
gate: speed, dynamic energy, leakage power, variation-resilience, robustness and
area. This section discusses various topologies and determines their suitability for
use with ultra-low supply voltages [33].

The standard value of the supply voltage at which circuit topologies will be
evaluated in this comparison is 200 mV, unless stated otherwise. The analysis will
be performed for the 90 nm CMOS technology at hand. However, the sizings and
trade-offs are very similar for the 40 nm CMOS technology used in this work. In
case of large differences, they will be explained.

3.1.1 Standard CMOS Logic

3.1.1.1 Concept

Figure 3.1 shows a generic implementation of an n-input standard CMOS logic
gate. A standard CMOS gate is a combination of two complimentary networks: a
Pull-Down Network (PDN) and a Pull-Up Network (PUN). The PDN provides a
connection between the output and the ground when the logic function of the inputs
is such that the output should be a logic ‘0’. It consists solely of nMOS transistors
because incorporating pMOS transistors would result in VT loss. The PUN, on the
other hand, provides a connection between the output and the supply rail when the
logic function of the inputs is such that the output should be a logic ‘1’. Equivalently,
the PUN only consists of pMOS transistors. The networks are arranged so that for
any input pattern, one of them will be on and the other one will be off. The inputs are
connected to the gates of the nMOS and pMOS transistors. Important for the circuit
topology comparison is that standard CMOS logic gates are inherently inverting.
The PDN turns on when the inputs are ‘1’, leading to ‘0’ at the output, and vice
versa. It is therefore not possible to realize a non-inverting Boolean function with
standard CMOS logic gates in a single stage.

Fig. 3.1 Generic
implementation of an n-input
standard CMOS logic gate

PUN

PDN

outin1:n

Vdd
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Fig. 3.2 Important DC characteristics of an inverter: (a) voltage transfer characteristic and (b)
definition of noise margins

3.1.1.2 Ultra-Low-Voltage Operation

Several characteristics of logic gates will be used to adequately compare the
operation of these gates at low supply voltages. The most basic logic gate is an
inverter, which is implemented with a single pMOS transistor in the PUN and a
single nMOS in the PDN of Fig. 3.1. The characteristics of an inverter provide an
excellent measure of the quality of a certain circuit topology for ultra-low-voltage
operation. Therefore, this text first discusses several properties of an inverter. If a
comparison based on these properties does not suffice, other more complicated logic
gates will be taken into account for the analysis.

First, the DC characteristics will be discussed in detail. Figure 3.2a shows the
Voltage Transfer Characteristic (VTC) of an inverter. The VTC plots the output
voltage Vout as function of the input voltage Vin. A first property which can be
derived from the VTC is the switching threshold voltage of an inverter VM. It can
be found graphically at the intersection of the VTC curve and the line with function
Vout D Vin. VM provides a measure of the gate’s symmetry: if VM is equal to Vdd=2,
the gate is unskewed. Otherwise, the gate is low or high skewed. In general, an
unskewed gate is desired, as this provides maximal noise margins. However, a gate
is sometimes intentionally skewed if more noise is expected on one of the logic
levels, or to save area.

The noise margin is a measure of the sensitivity of a gate to noise [31]: the low
noise margin NML and the high noise margin NMH provide the maximal allowable
noise level that a logic gate can withstand so that the input will still be interpreted
correctly. The noise margins can be calculated through different points on the VTC
in Fig. 3.2a, where the gain of the inverter equals �1. These unity gain points
provide the minimum high and maximum low input and output voltages VIH and VIL,
and VOH and VOL, respectively. Figure 3.2b visualizes the calculation of the noise
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margins for cascaded gates. NML is defined as the difference between VIL and VOL,
while NMH is the difference between VOH and VIH:

NML D VIL � VOL (3.1)

NMH D VOH � VIH (3.2)

The region between VIH and VIL is called the undefined region because it does
not represent a valid digital logic level. Evidently, the noise margins should be
larger than 0 to obtain a functional digital circuit. The higher the noise margins,
the lower the gate’s sensitivity to noise. An unskewed gate has equal noise margins,
which maximizes immunity to arbitrary noise sources [46]. In the ultra-low-voltage
perspective, equal noise margins allow for operation at the lowest supply voltage,
making it very desirable to have balanced noise margins.

The gain of the inverter plays an important role as well. The gain is the slope
dVout=dVin of the VTC. The gain defines whether the logic gate is regenerative.
Regeneration signifies that a signal that deviates from the nominal levels VOL or
VOH gradually converges back to those levels after passing through a number of such
logic gates. In order for a gate to be regenerative, it has to satisfy some conditions:
in the undefined region, the absolute value of the gain should be higher than 1, while
it should be less than 1 in the valid regions. Note that this last requirement regarding
the low gain regions thus directly implies positive noise margins.

Second, the transient characteristics will be discussed. Figure 3.3 gives the
definition of the various delays of an inverter, and by extension for any logic gate.
The rise time tr and the fall time tf provide a metric of the slopes of a waveform.
They express with which delay a signal transits between different signal levels, and
are defined by their transitions through 10 and 90 % of Vdd.

The propagation delay tp is the time required for a signal to travel from the
input of a logic gate to its output. It is measured between the 50 % transition points
of the input and output waveforms (Fig. 3.3). Because a gate responds differently
depending on whether it concerns a rising or a falling input transition, tpLH and tpHL

differentiate between both such delays. The propagation delay tp is then defined as
the average of tpLH and tpHL:

tp D tpLH C tpHL

2
(3.3)

Naturally, these DC and transient characteristics will be compared not only for
nominal operation, but also when a logic gate is subjected to inter- and intra-die
variations (as discussed in Sect. 2.2.3). Because of the exponential sensitivities of
variations in sub- or near-threshold operation, it is of the utmost importance to use
variation-resilient circuit topologies.
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Fig. 3.3 Important transient characteristics of an inverter: definition of the delays

A third consideration for a circuit topology is the required area to implement a
logic gate function. This concerns the area necessary to optimally size a logic gate
for ultra-low-voltage operation. In general, larger area leads to higher capacitances,
which deteriorate the operating speed and energy consumption. Furthermore, silicon
area is proportional to cost, so if a certain circuit topology requires more area to
implement a logic function, the cost of the total system will be higher. The area will
be expressed as the equivalent amount of minimal transistors.

The earlier introduced leakage power and dynamic energy consumptions are of
course essential characteristics in the comparison of circuit topologies, as they are
crucial parameters throughout this entire work.

There are various ways to optimally size a standard CMOS logic gate for ultra-
low-voltage operation. As could be seen in Fig. 2.11, a standard CMOS inverter
which is regular-sized for operation at nominal supply voltage suffers severely from
variability at ultra-low supply values. Dedicated sub-threshold sizing can counter
this partly. To enable ultra-low-voltage operation for a standard CMOS inverter,
the nMOS and pMOS transistor should be carefully balanced so that the noise
margin is maximized [3]. The highest priority for optimal sizing is given to balanced
noise margins in this work, since an imbalance results in a deteriorated nominal
functionality at ultra-low supply voltages. If the nominal behavior is already skewed,
the behavior under variations will emphasize this imbalance, especially in the
snfp and fnsp corners. As a result, the variation-resilience decreases, which is
very undesirable. Therefore, optimizing performance by balancing or minimizing
propagation delays comes only on the second place, after guaranteeing robustness.
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Naturally, it will be taken into account but it will not be the critical decisive factor.
Moreover, many measures to improve performance can be taken on architectural
level, which will be explained further in Chap. 4.

Different possibilities for this optimal sizing for a standard CMOS circuit
topology will now be discussed: adjusting the width of the transistors, combining
stacked transistors with adjusted width, adjusting the length of the transistors, and
body biasing. The schematics visualizing these possibilities are provided in Fig. 3.4.

3.1.1.3 Width Sizing

The first option (Fig. 3.4a), optimal sizing through the width of the transistors, is the
most commonly used one. The transistors’ width is adjusted to balance the nMOS
and pMOS transistor so that equal noise margins are obtained, as balanced noise
margins allow to minimize the supply voltage at which the circuit is still functional.
Since the on-current of nMOS transistors is significantly higher than the one of
pMOS transistors for the same supply voltage, their width WnMOS is kept minimal,
so the factor Wn is equal to 1:

WnMOS D Wn � Wmin (3.4)

WpMOS D Wp � Wmin (3.5)

The pMOS width is then modified according to need. The relative width of the
pMOS compared to the nMOS is expressed as Pp:

Pp D Wp

Wn
(3.6)
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Fig. 3.5 Noise margins, switching threshold voltage and propagation delays of a standard CMOS
inverter as function of the relative width Pp of the pMOS compared to the nMOS transistor (Vdd D
200 mV)

Figure 3.5 shows the various parameters which influence the optimal relative width
Pp, obtained from simulations at a supply voltage of 200 mV. Equal noise margins
are obtained at a Pp equal to 11:1. The value of Pp at which VM is equal to Vdd=2 is
11:2. As could be expected, the optimal VM occurs at a Pp value almost equal to the
optimal value for equal noise margins, as they are closely related.

Another metric which is sometimes used for width sizing is obtaining equal
propagation delays tpLH and tpHL or aiming for a minimal tp. The former occurs
at a Pp of 8:4, and the latter at 7. As can be seen, the required pMOS width is
smaller to obtain minimum overall propagation delay. The reasoning behind this is
that, while widening the pMOS improves the tpLH of the inverter by increasing the
charging current, it also degrades the tpHL by causing a larger parasitic capacitance
[31], as can be seen in Fig. 3.5.
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Fig. 3.7 Variation of tp as function of Vdd for different inverter implementations

As explained above, priority is given to the sizing that acquires equal noise
margins. Therefore, the pMOS width will be sized with a Pp of 11. This excessive
sizing is a direct consequence of operating in the ultra-low-voltage region. To
illustrate the influence of the supply voltage, Fig. 3.6 provides the optimal Pp as
function of Vdd for the standard CMOS inverter. As can be seen, the required
relative width increases significantly when lowering Vdd. Consequently, stacked
pMOS transistors in for example a NOR gate require even more excessive sizes,
which leads to large area and capacitance.

Nevertheless, this sizing is necessary to achieve the essential variation-resilience.
Figure 3.7 proves that dedicated sizing of the standard CMOS inverter indeed
counters the variation sensitivity (visualized earlier in Fig. 2.11) partly. Adequately
sizing the inverter (Pp D 11) clearly lowers the variation of propagation delay in
the ultra-low-voltage region compared to a regular-sized standard CMOS inverter
(Pp D 3).
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Fig. 3.8 Schematic of two
stacked nMOS transistors,
visualizing the different
leakage reduction
mechanisms
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3.1.1.4 Transistor Stacking

A solution to this excessive pMOS sizing is to employ transistor stacking. Transistor
stacking is a leakage reduction technique, based on the fact that two off -devices
have significantly less leakage than a single off -device [26]. Figure 3.8 shows the
schematic of two stacked nMOS transistors. Leakage is reduced by four different
mechanisms [13]. They are all linked to the intermediate voltage Vint which is lower
than Vdd and higher than Vss:

1. The leakage current through transistor M2 is reduced due to the negative gate-to-
source voltage: Vgs D �Vint (see Eq. (2.5)).

2. The body effect in M2 increases VT;M2 due to the positive source-to-bulk voltage:
Vsb D Vint (see Eq. (2.9) and Fig. 2.4). M2 is thus reverse body biased.

3. The DIBL effect in M2 increases VT;M2 due to the reduced drain-to-source
voltage: Vds D Vdd � Vint (see Fig. 2.6).

4. The DIBL effect in transistor M1 increases VT;M1 due to the reduced drain-to-
source-voltage: Vds D Vint.

Therefore, transistor stacking is a very effective way of reducing leakage.
Stacking the nMOS transistor not only reduces the leakage current Ioff, but its

on-current Ion as well. Figure 3.9a shows the effect stacking has on the currents.
As a result of the decreased Ion;nMOS in a standard CMOS inverter with nMOS
stacking, the pMOS sizing can be relaxed without degrading the noise margin. This
is visualized in Fig. 3.9b, where the left axis shows the optimal Pp as function
of the number of stacked nMOS transistors. The right axis shows that the overall
noise margin remains balanced when this optimal Pp is used. The effect of stacking
on the nMOS currents and thus on the pMOS sizing reduces with the amount of
stacked transistors (as visible in Fig. 3.9). Therefore, it is optimal to stack the nMOS
transistor twice, resulting in a relative pMOS width of 6:8. Figure 3.4b shows the
schematic of such a stacked nMOS inverter, while Fig. 3.6 illustrates the relaxing
effect this stacking has on the optimal Pp when sweeping the supply voltage.

Figure 3.10 shows the different characteristics which influence the optimal sizing
for the stacked nMOS inverter. As already mentioned, optimal sizing for noise
margins results in a Pp of 6:8. For VM, the optimal Pp is 7:0. Equal propagation
delays are achieved at a Pp of 5:0, while minimal tp occurs at a Pp of 6:0.
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Fig. 3.9 For Vdd D 200 mV: (a) Current percentage of stacked nMOS transistors relative to a
single nMOS, as function of the amount of stacked nMOS transistors. (b) Relative width of pMOS
Pp (left axis) as function of the number of stacked nMOS transistors in the inverter, in order to
reach a maximal and balanced noise margin (right axis)

Consequently, the pMOS transistor for a stacked nMOS inverter has been chosen
to be sized with a Pp of 6, to balance the different characteristics optimally. The
total equivalent area is then 6 C 1 C 1 D 8 for a stacked nMOS inverter, compared
to 11 C 1 D 12 for a standard CMOS inverter, which leads to a total area reduction
of 33 %.

Stacking not only allows relaxed pMOS sizing, but decreases the leakage through
the nMOS transistor as well, which reduces the static power consumption with
58:7 % compared to the standard CMOS inverter (at Vdd D 200 mV). The stacked
nMOS inverter thus has an area and a leakage power reduction, at the penalty of
an increased nominal propagation delay of 23.5 % compared to the standard CMOS
inverter.

However, the stacked nMOS inverter has a positive effect on delay variations in
comparison to the standard CMOS inverter. Figure 3.7 has proven that adequately
sizing the standard CMOS inverter to sub-threshold restrictions lowers the variation
of tp at ultra-low supply voltages compared to a regular-sized standard CMOS
inverter. However, it also shows that using a stacked nMOS inverter further
decreases the delay variation. To summarize, introducing nMOS stacking increases
the nominal propagation delay slightly, but it also reduces the percentage variation
of the delay with 3.9 % at 200 mV, as visible in Fig. 3.7. Due to the variation-
resilience of the stacked nMOS inverter, lower design margins have to be introduced
to cope with timing variations compared to conventional standard CMOS inverters.

3.1.1.5 Length Sizing

Up to now, the weaker pMOS transistor was strengthened by increasing its width,
so as to obtain equal drive strengths of both transistors and consequently equal
noise margins. Another method to counter the stronger nMOS transistor would be
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Fig. 3.10 Noise margins, switching threshold voltage and propagation delays of a standard CMOS
inverter with stacked nMOS transistors as function of the relative width Pp (Vdd D 200 mV)

to weaken it by increasing its length LnMOS while keeping its width WnMOS and the
width and length of the pMOS transistor minimal. This should result in a decreased
current in all operating regions of the transistor, as visible in the current equations
of Sect. 2.1.1. Increasing the length is therefore sometimes used in digital circuits to
reduce the leakage or to limit the on-current of a transistor. The resulting schematic
of a standard CMOS inverter with nMOS length sizing is shown in Fig. 3.4c, where
Lp would be kept equal to 1 and Ln would be sized according to the required needs.

However, in the 90 nm CMOS technology at hand, the transistor models demon-
strate strange behavior when adapting the length of an nMOS transistor. This can
be seen in Fig. 3.11, where Ioff and Ion are normalized to an nMOS of minimal
size and plotted as a function of LnMOS. Both currents increase with higher length,
instead of the expected decrease. Table 3.1 provides a comparison of the impact of
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Table 3.1 Comparison of
normalized Ion and Ioff of
nMOS transistors with
different sizings

nMOS transistor Normalized Ioff Normalized Ion

Wmin, Lmin, no stacking 1.00 1.00

Wmin, 2�Lmin, no stacking 4.20 2.63

Wmin, Lmin, stacked twice 0.41 0.48

nMOS sizing on its currents. According to the simulations, doubling the length of
the nMOS transistor results in an increase of a factor 4:20 in leakage current, while
nMOS stacking reduces Ioff with a factor of 0:41.

As already discussed in Sect. 2.3.3, the accuracy of transistor models in the
weak inversion region is not always reliable. This might be a model artifact, but
ignoring it to instead rely on intuitive transistor behavior severely complicates
circuit simulations. Furthermore, the different mechanisms influencing transistor
stacking actually result in a larger leakage reduction than doubling the channel
length of the transistor [13]. Moreover, in modern deep sub-micron devices the
Reverse Short-Channel Effect (RSCE) may reduce the threshold voltage of the
transistor for longer channels, resulting in a less effective leakage reduction. In
general, there is a high sensitivity of the current as function of the transistor’s length
to process and technology parameters. Hence, sizing of standard CMOS logic gates
through adjusting the length of the transistors is strongly technology-dependent [4].

3.1.1.6 Body Biasing

A fourth method to balance the on-currents of the nMOS and pMOS transistor is to
employ the body effect (as explained in Sect. 2.1.2.2) to make the transistors weaker
or stronger. Reverse Body Biasing (RBB) increases VT to obtain less leakage at the
cost of decreased performance. Forward Body Biasing (FBB), on the other hand,
reduces VT to increase performance at the cost of higher leakage. RBB is achieved
by reducing VBB;n below the ground rail for nMOS transistors, and by increasing
VBB;p above the supply rail for pMOS transistors. Equivalently, increasing VBB;n

with respect to Vss and reducing VBB;p with respect to Vdd results in FBB.
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This sizing method is visualized in Fig. 3.4d for the standard CMOS inverter.
Here, RBB through decreasing VBB;n could be used to increase the threshold voltage
of the nMOS transistor, up to the point where its Ion matches that of a minimal
pMOS. Oppositely, FBB through decreasing VBB;p could make the pMOS transistor
stronger by reducing its threshold voltage.

However, introducing body biasing has some consequences. Firstly, additional
power supply rails to distribute the body biasing voltages, as well as a triple well
technology are required. Charge pump circuits are needed to generate the additional
supplies. This results in area and energy overhead. Secondly, to compensate for
inter-die variability, body biasing can be employed but this requires calibration
after fabrication. Each individual die then needs to be calibrated during initial
measurements. Thirdly, the impact of body biasing reduces for short-channel
devices, thereby affecting the scalability of this method. Fourthly, the body biasing
voltages are limited by latch-up on one side and electrical breakdown on the
other side. Especially in advanced nanometer technologies where the body effect
coefficient � is reduced, these limits can restrict the effectiveness of body biasing.

Both body biasing techniques have their own separate issues as well. RBB
becomes less effective for leakage reduction at shorter channel lengths [41]. RBB
increases the sensitivity to process variations, e.g. it worsens the VT variations across
a die [28]. FBB reduces the sensitivity to process variations, but suffers severely
from temperature dependencies [27].

3.1.1.7 Sizing Conclusion

Because of the aforementioned restrictions of length sizing and body biasing of
standard CMOS logic, these two options will be discarded in the remainder of this
circuit topology comparison. As explained in Chap. 1, this book is focused on ultra-
low-voltage circuit design in bulk CMOS technologies. This conclusion is therefore
only valid for these type of technologies and could be different in other technologies,
e.g. SOI.

3.1.1.8 Literature

There are many ultra-low-voltage publications which utilize standard CMOS logic,
as these gates are readily available in standard cell libraries. In some cases, regular
standard cells are used which have been resimulated at low target voltages to check
their functionality at such supplies, the unfunctional cells were then discarded. For
example, standard CMOS gates with large stacks were often avoided, e.g. in [8, 15,
16, 19, 20, 23, 24, 30]. In most cases, recharacterization of the standard cell library
at low supply voltages has been carried out [1, 7, 17, 25, 37, 48].

Sizing for sub-threshold operation has been done with both width sizing and
length sizing, but the former method has been much more often used than the latter.
Hanson et al. [11] and Bol et al. [6] have suggested to increase the channel length
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Fig. 3.12 (a) Generic
implementation of an n-input
pseudo-nMOS logic gate.
(b) Schematic of a
pseudo-nMOS inverter
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to improve the transistor’s sub-threshold behavior. In measured ultra-low-voltage
designs, length upsizing has been employed by for instance [9, 24].

Body biasing has been extensively used to compensate for variations after
manufacturing of sub- and near-threshold designs, e.g. in [10, 12, 14, 18, 21, 44].
However, as shown in Sect. 1.5, the designs using body biasing do not outperform
the other designs.

3.1.2 Pseudo-nMOS Logic

3.1.2.1 Concept

Figure 3.12a shows the generic implementation of an n-input pseudo-nMOS logic
gate. The PDN is identical to the PDN of a standard CMOS logic gate, but the
PUN has been replaced by a single pMOS transistor that is grounded so that it acts
as a current source. Hence, the PDN realizes the logic function, while the pMOS
transistor functions as load. When the PDN is off, the pMOS load pulls the output
to ‘1’. When the PDN turns on, it fights the load. Therefore, the pMOS load must
be weak enough so that the output pulls down to an acceptable ‘0’ level. In order for
this logic gate to work correctly, the pMOS sizing is thus critical.

Pseudo-nMOS logic is a form of so-called ratioed logic. In general, ratioed
circuits depend on device sizing to produce acceptable output levels. In ratioless
logic, on the other hand, the output levels do not depend on the sizing of the devices.
The other topologies discussed in this chapter are all ratioless circuits.

3.1.2.2 Ultra-Low-Voltage Operation

Ratioed logic reduces the number of transistors to implement a given logic function
with respect to standard CMOS logic: N C 1 transistors are required instead of 2N .
The advantage of ratioed logic is the decreased number of devices and the smaller
area. However, ratioed logic introduces several disadvantages.
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Figure 3.12b shows the schematic of a pseudo-nMOS inverter. When the output
is pulled high, the operation is the same as for a standard CMOS inverter. When the
output is pulled low, the nMOS transistor is turned on while the pMOS load also
conducts current. This has two important consequences. Firstly, the nominal low
output voltage is higher than Vss, resulting in a decreased low noise margin NML.
Secondly, the inverter has a large static power dissipation due to the direct path from
the supply to the ground in the low output state.

The area reduction thus comes at the cost of decreased robustness and static
leakage. In fact, the sizing of the pseudo-nMOS logic gate results in a trade-off
between noise margin, power dissipation, and delay [31]. The first two parameters
get worse as the pMOS size increases. On the other hand, a smaller pMOS results
in a lower rise time. Since robustness and leakage are of primary concerns for
ultra-low-voltage operation, the pMOS transistor will be sized minimally in this
implementation. The nMOS transistor is then sized in order to obtain equal noise
margins. This results in a Wp of 1 and a Wn of 6 at a 200 mV supply for the 90 nm
CMOS technology at hand.

Figure 3.13 visualizes the most important drawback of pseudo-nMOS logic:
its sensitivity to variations. In this figure, the VTCs of a pseudo-nMOS inverter
(Wp D 1, Wn D 6) and a standard CMOS inverter (Pp D 11) are compared in
different process corners at a supply of 200 mV. As can be seen, the standard CMOS
inverter displays good behavior under inter-die variations when properly sized for
ultra-low-voltage operation. The pseudo-nMOS inverter on the contrary, suffers
severely from these inter-die variations, even though it is properly sized for nominal
operation. This makes pseudo-nMOS logic unusable in the ultra-low-voltage region.
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Fig. 3.13 VTC in process corners of a pseudo-nMOS inverter (left) in comparison with a standard
CMOS inverter (right) at Vdd D 200 mV
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3.1.2.3 Literature

Pseudo-nMOS logic has been introduced by Soeleman and Roy in 1999 as a
favorable circuit topology for use in the sub-threshold region [35]. Listed advantages
were the reduced area and the improved performance due to the reduction of the load
capacitance, in comparison to standard CMOS logic. This was one of the first groups
who performed research on sub-threshold logic and ultra-low-voltage operation in
general, and they published a few papers on simulation results of sub-threshold
pseudo-nMOS logic until 2001. However, it has not been adopted by other groups,
because of the unacceptably high sensitivity to variations.

3.1.3 Pass Transistor Logic

3.1.3.1 Concept

The previously discussed logic families only allow inputs to drive the gate terminal
of a transistor. Pass transistor logic is a circuit topology which not only allows
inputs to drive gate terminals, but source/drain terminals of transistors as well.
Fundamentally, transistors are used as switches, as shown in Fig. 3.14. A single
pass transistor can be realized with an nMOS or a pMOS transistor. Logic gates
can easily be constructed with pass transistor logic, e.g. Fig. 3.14c presents the
schematic of a NOR gate implemented with nMOS pass transistor logic. Compared
to a standard CMOS implementation of a NOR gate, pass transistor logic requires
much less transistors. Historically, this is the main motivation behind the use of pass
transistor logic.

Note that pass transistor logic is still static logic, as are the previously discussed
circuit topologies. The outputs of static logic are always connected to either Vdd or
Vss through a low resistive path, which is advantageous for noise resilience [31]. It
is clear that for example in the NOR gate depicted in Fig. 3.14c always one of the
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Fig. 3.14 Schematics of pass transistor logic: (a) nMOS switch, (b) pMOS switch and (c) nMOS
NOR gate
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pass transistors will be conducting, ensuring the static property of pass transistor
logic. Section 3.1.5.3 will discuss dynamic logic, which relies on temporary storage
on the capacitance of a high impedance node.

Unfortunately, pass transistor logic always suffers from signal loss: nMOS
transistors pass a strong ‘0’ but a weak ‘1’, i.e. a VT loss will occur on the logic
high level. Equivalently, pMOS transistors pass a strong ‘1’ but a weak ‘0’, i.e. a
VT loss will occur on the logic low level. Because of this inherent VT loss, pass
transistor gates cannot be cascaded by connecting the output of a pass transistor to
the gate input of a subsequent pass transistor.

3.1.3.2 Ultra-Low-Voltage Operation

This inherent VT loss makes pass transistor logic unsuitable for operation at ultra-
low supply voltages. The voltage drop could be solved by pulling the output to
the supply rails, but this requires additional circuitry after every logic gate. Adding
an inverter could for example ensure this level restoration. However, the extra
transistors added for the additional level restoring circuitry compromise the benefit
of pass transistor logic, which was the low transistor count. A more elegant solution
to the voltage drop will be proposed as the next circuit topology.

3.1.3.3 Literature

One of the first differential implementations of pass transistor logic is described
in [47]. A 16-bit multiplier is constructed with Complementary Pass transistor
Logic (CPL). CPL consists of differential inputs and outputs, an nMOS-only pass
transistor logic network and standard CMOS output inverters. Basically, logic gates
are constructed with differential inputs and nMOS pass transistors. The main reason
why [47] used CPL was to achieve high speed due to lower input capacitance and
higher logic functionality. The published circuits utilizing CPL were functioning at
nominal supply.

The only pass transistor based family which was designed to be used at ultra-
low supply voltages has been proposed by the Berkeley Wireless Research Center
in 2007 [2]. The so-called Sense Amplifier-based Pass Transistor Logic (SAPTL)
consists of three major components. Firstly, there is a pass transistor tree, called
the stack, which computes the desired logic function. An inverter drives the root
node of the stack and injects signals into the stack. At the output of the stack, a
sense amplifier is used to recover both voltage swing and performance. The drivers
and sense amplifiers thus provide gain to the circuit. Since the pass transistor
stack has no Vdd or Vss connections, the only leakage paths appear in the gain
circuits. SAPTL can operate synchronously using a clock, or asynchronously using
additional hand-shaking circuitry. The authors claim that the low leakage and the
low energy consumption are the main advantages of SAPTL. However, the supply
voltage that can be used in SAPTL is limited by the input voltage difference that
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the sense amplifiers can sense. To decrease the input swing of the sense amplifier,
its design becomes more difficult and its area or energy consumption will probably
increase.

3.1.4 Transmission Gate Logic

3.1.4.1 Concept

The main disadvantage of pass transistor logic is the VT loss at one of the signal
levels. This can be solved by using the complementary properties of nMOS and
pMOS transistors: instead of placing a single transistor to pass a signal, two
complementary transistors could be placed. This is called a transmission gate, and
is visualized in Fig. 3.15a. While switching, current will flow through the parallel
combination of the nMOS and pMOS transistor. The nMOS passes a strong ‘0’,
while the pMOS passes a strong ‘1’, thereby eliminating the VT loss on both logic
levels.

When this technique is used to implement logic gates, it is called Transmission
Gate (TG) logic. Figure 3.15b shows a NOR gate implemented with TG logic.
Compared to pass transistor logic (recall Fig. 3.14c), TG logic requires double the
amount of transistors, but it eliminates the problematic voltage drop. TG logic is
commonly built using equal-sized minimal nMOS and pMOS transistors. Boosting
the size of the pMOS, as in standard CMOS logic, only slightly improves its
effective resistance while significantly increasing the capacitance [46]. As opposed
to standard CMOS logic, there is no need for transistor balancing through sizing
in TG logic since there is always an nMOS and a pMOS included in a conducting
path. Compared to a standard CMOS NOR gate, the required area is therefore much
lower. Hence, TG logic is still attractive from an area point of view, despite the
transistor doubling compared to pass transistor logic.

Fig. 3.15 Schematics of
transmission gate logic: (a)
transmission gate and (b) TG
NOR gate
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Fig. 3.16 Schematics of an inverter: (a) in TG logic, (b) alternative representation in TG logic, (c)
in stacked nMOS TG logic

Note that TG logic requires complementary input signals, as can be seen in
Fig. 3.15. The required extra wires increase routing complexity, as opposed to
standard CMOS or pseudo-nMOS logic.

3.1.4.2 Ultra-Low-Voltage Operation

This section will provide an in-depth analysis of TG logic, and a detailed compari-
son to standard CMOS logic will be performed.

One of the attractive properties of TG logic in ultra-low-voltage operation is that
it suffers less from reliability issues due to inter-die variations compared to standard
CMOS logic. An intuitive explanation will first be discussed, and will afterwards
be followed by supporting simulation results. Figure 3.16a shows the schematic
of an inverter implemented in TG logic, while Fig. 3.16b provides an alternative
representation of the same TG inverter. This alternative representation shows that
the TG inverter is in fact a standard CMOS inverter, extended with an ‘inverse’
standard CMOS inverter. The inverse inverter has the complementary input signal
of the regular inverter, and has an nMOS in its PUN and a pMOS in its PDN. The
process corners which are most problematic from a functionality perspective are the
fnsp and snfp corners where the speed difference of the transistors is largest. Exactly
for these corners, this inverse inverter aids significantly, since there are always both
an nMOS and a pMOS in parallel that can compensate each other’s weaknesses.

Before evaluating process corner simulation results, the exact sizing of TG logic
in the 90 nm technology at hand must be discussed. The TG logic implementation
of Fig. 3.16a with a single nMOS and pMOS transistor in each transmission gate
actually poses problems. These problems are related to the Ion=Ioff ratios discussed
in Sect. 2.2.2. In this technology, Ioff;nMOS is only 21:7 times lower than Ion;pMOS at
Vdd D 200 mV. Extensive MC simulations of the Ion;pMOS=Ioff;nMOS ratio resulted
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Fig. 3.17 Critical tail of the CDF of the Ion;pMOS=Ioff;nMOS ratio obtained with MC simulations.
Both the single nMOS and the stacked nMOS implementations are fitted with lognormal
distributions (Vdd D 200 mV)

in a CDF of which the critical tail at low current ratios is shown in Fig. 3.17.
Nominally the current ratio is already very low, but taking into account 6� intra-
die variations the worst-case ratio becomes insufficient, as can be seen from the
fitted lognormal distribution on the lower end tail of the ratio with a single nMOS.
An important point to make is that the Ion;pMOS=Ioff;nMOS ratio is much smaller than
the Ion;nMOS=Ioff;pMOS ratio, as already shown in Fig. 2.8.

To improve this problematically low Ion;pMOS=Ioff;nMOS ratio, the nMOS transis-
tor is stacked (as shown in Fig. 3.16c). This results in a decreased Ioff;nMOS (see
Table 3.1). Stacking the nMOS thereby mitigates the current ratio problems, since it
increases the Ion;pMOS=Ioff;nMOS ratio while the complementary current ratio remains
sufficiently high. Moreover, using stacked nMOS transistors results in a significantly
higher worst-case current ratio than using a single nMOS (Fig. 3.17). Without nMOS
stacking, there is a large difference between the rise and fall time of a TG. The
rise time is the critical timing specification because it is dominated by the weak
pMOS. Stacking the nMOS transistor of TG logic results in a more balanced rise
and fall time and thus has a negligible effect on the overall speed of the logic gate.
To conclude, the increased robustness and the reduced leakage outweigh the slight
speed degradation cause by nMOS stacking.

Note that nMOS stacking is here used to decrease Ioff;nMOS, while in the case
of standard CMOS, the main reason for the use of nMOS stacking is the reduced
Ion;nMOS.

To evaluate the aforementioned inter-die variation-resilience of TG logic,
Fig. 3.18 provides the simulated VTCs in process corners of a stacked nMOS
TG inverter (Wp D 1 and Wn D 2 in Fig. 3.16c) and a standard CMOS
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Fig. 3.18 VTC in process corners of a stacked nMOS TG inverter (left) in comparison with a
standard CMOS inverter (right) at Vdd D 200 mV
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Fig. 3.19 Schematics of a NOR gate: (a) in standard CMOS logic and (b) in stacked nMOS TG
logic

inverter (Pp D 11). It can be seen that the TG inverter has less spread over the
different process corners than the standard CMOS inverter. The higher inter-die
variation-resilience of TG logic arises from the inclusion of both nMOS and pMOS
transistors in each conducting path. With stacked nMOS TG logic, functionality is
thus ensured under all possible inter-die variations.

Until now, the analysis on TG logic has been on an inverter. However, using this
topology for logic gates has far more interesting benefits, of which the area is only
one. In the following analysis, standard CMOS logic with pMOS width upsizing
(abbreviated to CMOS) and TG logic extended with nMOS stacking (abbreviated
to TG) are compared on various logic gate characteristics. The analysis will be
performed on a NOR gate because it is an elementary logic function and a difficult
gate in standard CMOS logic since it requires pMOS stacking. Stacked pMOS
transistors in NOR gates require excessive sizes, as can be seen in Fig. 3.19a.
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The sizing of the TG NOR is shown in Fig. 3.19b. The pMOS transistors are sized
minimally, and the nMOS transistors are stacked and have a width of 2 � Wmin. At
first sight, this seems counterintuitive because increasing the width of a transistor
normally increases its Ion and Ioff. However, in this 90 nm CMOS technology, Ioff

and Ion of stacked nMOS transistors with 2 � Wmin reduce with 54 % and 27 %
compared to minimal-sized stacked nMOS transistors, respectively. This is due to
the Inverse Narrow Width Effect (INWE) (also called Reverse Narrow Channel
Effect) of which the impact in the sub-threshold region has been discussed in
[49]. INWE only has an impact for transistor widths that approach the minimum
width: it effectively reduces the threshold voltage for very narrow transistor widths.
Therefore, slightly increasing the nMOS width is beneficial to further reduce its
leakage. Note that INWE is only present in the 90 nm and not in the 40 nm CMOS
technology used in this work. As a result, stacked nMOS transistors in TG logic of
the 40 nm prototypes are sized minimally, as will be seen in Sect. 3.4. To summarize,
the sizing of TG logic is relaxed considerably compared to CMOS logic, e.g. the
area of the CMOS NOR gate is 4:6 times bigger than the TG NOR.

In the analysis, the NOR gate is subjected to inter- and intra-die variations. Due
to the exponential sensitivity to variations, it is of the utmost importance to design
variation-resilient sub-threshold circuits.

Because of the small supply voltage swing, an important characteristic in ultra-
low-voltage design is the output signal loss of logic gates. Too much signal loss can
cause the subsequent gate to wrongly interpret the logic value. Signal losses can
be overcome by regenerating the signal, e.g. through an inverter. For example in a
datapath with a high logic depth, intermediate signals of cascaded logic gates can be
regenerated to ensure correct output levels. However, the lower the amount of signal
loss, the less frequently inverters need to be inserted to restore the signal levels to
the supply rails.

Figure 3.20 compares the TG and CMOS NOR gates on the percentage signal
loss their output has relative to the total supply swing, under inter-die variations.
Only the worst-case corners are shown as a function of Vdd. In the case of signal loss
on the logic low level, the logic gates perform worst in the snfp corner because of the
weakened nMOS transistor versus the strengthened pMOS transistor. Respectively,
at signal loss on the logic high level, this worst-case applies to the fnsp corner.
Figure 3.20 shows that the signal loss aggravates when the supply voltage lowers and
the circuits operate more in sub-threshold. It is clear that the TG NOR outperforms
the CMOS NOR in signal loss on logic low level, and TG logic is also the better
option in the case of signal loss on logic high level. The output swing degradation
analysis is performed for intra-die variations as well, by carrying out extensive
MC simulations for a 200 mV supply. Figure 3.21 demonstrates that the TG NOR
performs significantly better under intra-die variations for signal loss on logic low
level and comparably for logic high level.

Note that this signal loss story changes when cascading multiple gates in TG
logic, as will be discussed profoundly on architectural level in Sect. 4.2.

Another essential characteristic is the variation of gate delay. As previously
mentioned, intra-die variations have a very deteriorating influence on the variation
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Fig. 3.20 Percentage signal loss for different NOR topologies in the worst-case corner: (a) snfp
corner for logic low and (b) fnsp corner for logic high level, as function of Vdd
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Fig. 3.21 CDF of the signal loss for different NOR topologies of (a) logic low and (b) logic high
level for Vdd D 200 mV, obtained with Monte Carlo (MC) simulations around the tntp corner

in delay. Therefore, Fig. 3.22 shows the variation of the propagation delay as
function of Vdd. The TG NOR displays overall less delay variations than the
CMOS NOR.

An additional, important benefit of TG logic is the fact that it does not have
direct leakage paths from the supply to the ground. As such, a TG logic gate has
the attractive property of an almost non-existing leakage power. Table 3.2 provides
the leakage power figures of both NOR topologies. The leakage power of the CMOS
NOR is a factor of more than 19 higher than the one of the TG NOR. These numbers
take only the inherent leakage of the NOR gates into account, not the contribution to
leakage of possible circuits required to regenerate intermediate signal levels, which
will be examined in detail later on.
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Fig. 3.22 Variation of the propagation delay for different NOR topologies as function of the
supply, obtained with Monte Carlo (MC) simulations

Table 3.2 Comparison of leakage power for
different NOR topologies (Vdd D 200 mV)

CMOS NOR TG NOR

Leakage power 3125 pW 161 pW

To conclude this analysis, TG logic is a very attractive solution for ultra-low-
voltage logic gates due to its higher variation-resilience and lower leakage than
standard CMOS logic. This analysis has been performed on a NOR gate, because it
is an elementary logic function. Important to note is that since all logic gates in TG
logic have the same generic structure, the results for other TG logic gates will be
very similar to the ones of the NOR. More information about this will be provided
in Sect. 3.2.1.

3.1.4.3 Literature

In literature, transmission gates have been reported to be used in an ultra-low-
voltage design once by another research group. Wang and Chandrakasan from MIT
[42, 43] presented a sub-threshold FFT processor where transmission gate logic was
used, but only for a few specific logic gates, e.g. a XOR and a MUX. This concerned
regular transmission gate logic, so no transistor stacking was employed. However,
to avoid sneak leakage paths and thus ensure functionality, they buffered all inputs
and outputs to the transmission gate cells. This of course adds significantly to the
resulting leakage and energy of inserting such a TG cell.
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3.1.5 Other Topologies

This section covers some other, less frequently used circuit topologies for ultra-low-
voltage or ultra-low-energy operation.

3.1.5.1 Sub-Threshold Source-Coupled Logic

Sub-Threshold Source-Coupled Logic (STSCL) has been proposed by Tajalli and
Leblebici from the Ecole Polytechnique Fédérale de Lausanne (EPFL) in Switzer-
land [39]. Figure 3.23 shows the schematic of an STSCL inverter. In an STSCL
gate, the logic operation takes place mainly in the current domain to achieve a very
high speed. The input source-coupled nMOS differential pair switches a constant
current between two branches, based on the input logic levels. This differential pair
can be expanded to a network of nMOS source-coupled pairs to implement more
complex logic functions. The current is converted to an output voltage through the
pMOS load transistors. The voltage swing at the output should be large enough
to completely switch the current in the input transistors of the next stage. Hence,
the load resistors should have a high enough resistivity. Minimal-sized pMOS
transistors with shorted drain-substrate contacts are used as gate-controlled, highly
resistive load devices. The bias current (through the nMOS transistor below) is
usually kept at very low current levels.

Operating in sub-threshold regime, the circuit can be used in a very wide
frequency range by adjusting the bias current without any need for resizing the
devices. The power consumption of an STSCL gate depends on the tail bias current.
Unlike standard CMOS circuits where there is no constant current dissipation, each
STSCL gate consumes a certain amount of constant bias current. This current is
charging or discharging the load capacitance, and thus directly translates into the
speed of the output transition. The most interesting aspect of STSCL circuits is that
both speed and power consumption can be adjusted linearly by altering the amount
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of bias current. Hence, this allows a wide range of operating frequencies. However,
because of this static power consumption, STSCL logic is mostly power-efficient
in circuits with high activity. Evidently, bias circuits are required to provide bias
currents of both nMOS current source and the pMOS loads.

To maintain enough headroom for the current source, a minimum supply
voltage of around 10 � Vth is necessary [39]. Measurements of an 8-bit carry-save
multiplier in a 0:18 
m CMOS technology [38] confirm that this theoretical value
is approximately correct, since the multiplier is functional down to 300 mV. Hence,
extremely low-supply operation is not possible with STSCL circuits. Unfortunately,
no larger STSCL systems than this multiplier have been fabricated, making it
difficult to assess the scalability of this type of logic. Because STSCL logic cannot
be used for real ultra-low-voltage operation, the main advantage should be the low
power consumption, but the question is if the constant static power consumption
of the logic and the power consumption of the bias circuits do not jeopardize this
characteristic.

3.1.5.2 Adiabatic Logic

Adiabatic logic for low-power operation has been studied by the group of Schmitt-
Landsiedel from the Technical University of Munich. The following information
has been summarized from [40]. The idea of adiabatic or energy recovering logic
is to not use a constant voltage supply, but instead use a pulsed power supply.
Moreover, adiabatic logic does not abruptly switch from 0 to Vdd, or vice versa, but
a voltage ramp is used to charge and recover the energy from the output. A slowly
varying voltage source requires less energy to charge a capacitance if its period is
longer than the time constant of the charging path. Furthermore, when the supply
voltage decreases, the output capacitance is discharged and its stored energy can be
recovered by the supply source.

Therefore, adiabatic logic circuits are operated with an oscillating power supply,
called the power-clock. Each power-clock cycle consists of four intervals, visualized
in Fig. 3.24a. There are four phases of the same power-clock, each shifted 90 ı.
Cascaded logic gates are powered by successive phases 	i of the power-clock.
Therefore, adiabatic logic is inherently pipelined. If at a certain location no logic
gate is necessary, buffers have to be inserted for synchronization reasons.

Two adiabatic logic families have been found to provide the best energy-
efficiency: Positive Feedback Adiabatic Logic (PFAL) and Efficient Charge Recov-
ery Logic (ECRL). Both exhibit a memory functionality, PFAL through a latch
element (Fig. 3.24b) and ECRL through a cross-coupled pMOS transistor pair
(Fig. 3.24c). According to the authors, the area consumption of adiabatic logic is
comparable to standard CMOS logic, but this is only true for complex functions
and not for basic functions with a few inputs due to the overhead of the memory
functionality.

In the evaluate (E) mode of a logic gate powered by 	0, the outputs are evaluated
from the stable input signals (Fig. 3.24a). These outputs are then kept stable for the
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Fig. 3.24 Adiabatic logic: (a) four phases of the power-clock, (b) PFAL inverter schematic and
(c) ECRL inverter schematic

subsequent gate in the following mode, i.e. the hold (H) mode. In the recovery (R)
mode, energy is recovered by the supply source. The wait (W) mode is inserted
for symmetry reasons, as it is easier to generate symmetric signals according to the
author.

Adiabatic logic is claimed to save energy compared to standard CMOS logic,
but only for moderate operating frequencies. Due to the fact that some energy
losses in adiabatic logic are frequency-dependent, there is an optimum frequency
for energy-efficiency. For example for a 130 nm CMOS technology, this is supposed
to lie around 100 MHz. As for standard CMOS logic, voltage scaling reduces the
energy of adiabatic logic. However, the expected energy gain of adiabatic logic
compared to standard CMOS logic reduces when lowering Vdd. Moreover, there
exists a functional supply limit for ECRL and PFAL. The minimum supply is
max.VT;nMOS; VT;pMOS/ for ECRL and 2 � VT;nMOS for PFAL. Below these supply
voltages, the circuits malfunction. More information about these lower bounds can
be found in [40].

Each adiabatic system consists of two main parts: the digital core design made
up of adiabatic gates and the generator of the power-clock signals. An efficient
generation of the four phases making up the power-clock is essential to get high
energy savings compared to standard CMOS logic with its fixed supply voltage.

Two measured datapath elements have been reported in a 130 nm CMOS
technology: an 8-bit ripple carry adder in [5] and a Finite Impulse Response (FIR)
filter in [40]. However, both chips have not been measured at frequencies beyond
20 MHz due to test setup limitations, making it difficult to claim that more energy
savings would be obtained at 100 MHz. Moreover, both have been measured at
quasi-nominal supplies: the adder at 1:2 V and the FIR was reported to function
down to 800 mV, which is not spectacularly low. The largest drawback of this
adiabatic logic is however that this research group has never measured a full
adiabatic system with the power-clock generation on-chip. Since this is essential
to evaluate the claimed energy savings, it is unclear if this adiabatic logic really
exhibits low-power potential.
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3.1.5.3 Dynamic Logic

As opposed to static logic where the output is always connected to one of the supply
rails through a low resistive path, dynamic circuits rely on temporary storage of
signal values on the capacitance of high-impedance circuit nodes [31]. A dynamic
circuit can be obtained by transforming the pMOS load of pseudo-nMOS logic to
a clocked pull-up pMOS transistor, as visible in Fig. 3.25. As a result, dynamic
operation has two modes, depending on the clock level [46]. When the clock is ‘0’,
the output is precharged to ‘1’. This is called the precharge mode. When the clock
is ‘1’, the clocked pMOS is turned off and the output may remain high or may be
discharged through the PDN, which is the evaluation mode. The clocked nMOS foot
transistor in Fig. 3.25 is optional, depending on whether the input is guaranteed to
produce ‘0’ during precharge mode.

Once the output is discharged in the evaluation mode, it cannot be charged again
until the next precharge mode. The inputs to the gate can thus make at most one
transition during evaluation [31]. Moreover, this must be a low-to-high transition.
Therefore, dynamic circuits cannot be cascaded as such, since if their outputs make
a transition, it will always be a high-to-low transition. By inserting an inverter
after every dynamic gate, this problem can be solved. This is called Domino logic.
Consequently, only non-inverting gates can be implemented in Domino logic.

Dynamic logic obtains a similar reduction in transistor count as pseudo-nMOS
logic, but avoids the high static power consumption. Furthermore, dynamic logic
provides high-speed operation for circuits which are operating at nominal supply
voltage. However, it has several disadvantages in ultra-low-voltage operation [45].
Because of the low supply level at which the output will be precharged, only a small
amount of charge is stored on the dynamic node. Therefore, this node becomes very
sensitive to noise and idle leakage. This is worsened by variations, when for example
the precharge pMOS transistor is weakened compared to the PDN. Robustness can
therefore not be guaranteed for dynamic circuits in ultra-low-voltage operation.

Sub-threshold dynamic logic, called Sub-Domino logic, has been proposed by
Soeleman et al. In [36], simulations in a 0:35 
m CMOS technology showed
that Sub-Domino logic was considerably faster and occupied smaller area than
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standard CMOS logic operating in the sub-threshold region. However, variations
have not been studied in this paper, while it is paramount to have a variation-
resilient circuit topology for ultra-low-voltage operation. Therefore, it is doubtful
that operating dynamic logic at ultra-low supply voltages will provide the required
robust functionality.

3.2 Chosen Circuit Topologies

This section discusses the chosen circuit topologies which are used in the ultra-low-
voltage prototypes of Chaps. 5 and 6.

3.2.1 Logic Gates

The topology used for logic gates is a crucial choice in ultra-low-voltage design
to ensure their efficient functionality. It is critical in terms of variation-resilience,
energy consumption and speed. From the extensive comparison carried out in
Sect. 3.1.4, TG logic has been chosen as preferred topology for logic gates operating
in the ultra-low-voltage region. The main reasons for this choice are the inherent
robustness of TG logic and its low contribution to leakage. The variation-resilience
of TG logic arises from the inclusion of both nMOS and pMOS transistors in each
conducting path. Statistically, the effect of variations on both transistors tends to be
compensated by the presence of the complementary transistor. The leakage power
consumption of TG logic is very low because it does not have direct leakage paths
from the supply to the ground.

Another advantage of TG logic is that it uses considerably smaller transistor
dimensions compared to standard CMOS logic while achieving better variation-
resilience. Moreover, upsizing is often necessary to reduce the sensitivity to
variations of ultra-low-voltage standard CMOS logic [22, 29]. These extra margins
are not necessary for TG logic. TG design also avoids pMOS stacking and does not
require body biasing.

To conclude, TG logic is the most attractive solution for ultra-low-voltage logic
gates taking variability into account. Consequently, TG logic is the building block
for all logic gates.

Figure 3.26 shows the schematic of the employed TG logic. With this generic
logic block, it is possible to construct all 2-input logic gates. Only the order of
the inputs needs to be changed to achieve a different logic functionality, as can
be seen in Fig. 3.26. For example, a 2-input OR gate requires two inputs A and B
and the supply voltage Vdd, while its differential equivalent, the NOR gate, has the
same inputs at the transistors’ gates, but the complementary inputs A and Vss at their
sources. In this manner, all 2-input logic gates can be constructed (OR, NOR, AND,
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Fig. 3.26 Preferred TG logic gate topology: (left) schematic of a generic logic gate and (right)
inputs required to implement the feasible logic functionality

NAND, XOR, XNOR), as well as the 3-input MUX and its differential equivalent.
Moreover, with TG logic non-inverted gates like AND and OR gates are possible,
which is not the case in standard CMOS logic.

In other words, the design and layout of these logic gates is simplified to the
design and layout of just one generic logic block. This modular design considerably
simplifies the design of a library of logic gates. The design of this generic block has
to be optimized only once for the specific technology at hand, using techniques such
as sizing for optimal noise margins and transistor stacking for leakage reduction.
The fact that all logic gates have the exact same layout is also beneficial for
mismatch.

TG logic requires differential input signals, but the pipelined architecture which
is used in the prototypes provides these signals in an efficient way, as will be
discussed in Chap. 4.

3.2.2 Inverter

Transmission gates are, unfortunately, not ideal switches because they have a series
resistance associated with them [31]. Such logic gates cannot be infinitely cascaded
since TG logic suffers from some signal loss at the output. By cascading too many
logic gates, the robustness can be deteriorated because of too large output signal
losses. It is thus necessary to regenerate intermediate signal levels. This regeneration
can be performed by inverters or memory elements, such as latches or flip-flops.
The inverter topology will be discussed in this section, while memory elements are
examined in Sect. 3.3.

Figure 3.27 shows the preferred inverter topology. It consists of a standard
CMOS inverter extended with nMOS stacking to relax pMOS sizing, as presented in
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Sect. 3.1.1.4. This type of inverter is preferred to a regular standard CMOS inverter
because of the reduced area and the increased variation-resilience.

Remember that the reasons to use nMOS stacking differ from TG logic to this
preferred inverter topology. In TG logic, the primary reason is the reduction of the
off -current Ioff;nMOS, whereas nMOS stacking is employed in the inverter primarily
to decrease the on-current Ion;nMOS.

3.3 Memory Elements

There are two important types of basic memory elements: a latch and a flip-
flop. Both can be used to store information and are controlled by a clock signal.
Figure 3.28 visualizes their functionality. Flip-flops are edge-triggered, i.e. when the
clock makes a low-to-high transition, the input is copied to the output. The output
is stored until the next rising clock edge. On the other hand, latches work in two
phases. When the clock is high, the latch is transparent (T) and the data at the input
propagates through to the output. When the clock is low, the latch is locked (L) and
the output retains the value it last had when transparent. A latch is therefore said
to be level-sensitive. The implementation of both elements in the ultra-low-voltage
region will now be discussed.
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Fig. 3.29 Generic schematic
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Both memory elements are clocked. As a result, when they are used in an
architecture, this architecture becomes pipelined. More information on pipelining
will be provided in Chap. 4.

3.3.1 Latch

In order to be able to store data, some form of feedback is necessary. Figure 3.29
shows a generic schematic of a latch with a single input and differential outputs.
The cross-coupled inverters provide the feedback functionality. As visible, one
of the cross-coupled inverters is a tristate inverter, which can be switched on
and off. Therefore, the cross-coupling can be turned off. This ratioless behavior
is important for robust ultra-low-voltage functionality of the latch. The feedback
loop could be implemented in a ratioed fashion as well. However, as already
discussed in Sect. 3.1.2, this is undesirable for ultra-low-voltage systems due to
their high sensitivity to variations. The interested reader is referred to [8] for a
more elaborate discussion on the unsuitability of ratioed latches for sub-threshold
operation. Because of the cross-coupled inverters, latches restore the signal levels of
their input signals, which is a beneficial characteristic in ultra-low-voltage design.

The clock signals of Fig. 3.28 will from now on be addressed as enable signals,
abbreviated to en. The latch in Fig. 3.29 consists of a regular inverter and two tristate
inverters, controlled by a differential enable signal. The latch functionality of the
circuit can easily be verified: in the transparent phase, when en is high, the input
tristate inverter as well as the regular inverter conduct the input to the output. The
feedback path is cut off through the other tristate inverter. In the locked phase, the
input tristate inverter is turned off, while the cross-coupled inverters store the data.

Two possible implementations of a tristate inverter are shown in Fig. 3.30: a
full-CMOS tristate inverter and a TG-based tristate inverter. In the full-CMOS
tristate inverter, the enable transistors are placed in the PUN and PDN of the
inverter. However, this introduces pMOS stacking and therefore excessive pMOS
sizes are required to ensure good performance in all process corners, as explained
in Sect. 3.1.1.3. On the other hand, the TG-based implementation is switched on
and off by a transmission gate. When the transmission gate is switched on, both the
nMOS and pMOS transistors are turned on. The worst corner for pMOS stacking
is the fnsp corner. When the PUN of the inverter is now conducting, the stronger
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Fig. 3.30 Schematics of (a) a full-CMOS tristate inverter and (b) a TG-based tristate inverter
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Fig. 3.31 Schematics of differential-output latches with (a) a single input and (b) differential
inputs

nMOS transistors of the transmission gate can compensate the weaker pMOS.
Therefore, excessive sizing for process corners is relaxed because the effect of
the pMOS stacking is reduced in the TG-based tristate inverter. As a result, the
TG-based tristate inverter is preferred for ultra-low-voltage operation because it
avoids pure pMOS stacking and hence occupies less area and is more variation-
resilient [32].

As explained in Sect. 3.2.1, TG logic requires differential input signals. An
attractive property of this latch is that it provides differential output signals in an
efficient way, since the complementary output signal is already available without
the need for extra circuitry.

In the prototypes which will be presented in Chaps. 5 and 6, two types of latches
have been used, as shown in Fig. 3.31. Both have differential outputs which serve
as input for the TG logic, but their input signals differ. Figure 3.31a shows a single-
input latch [32], while Fig. 3.31b shows a latch with differential inputs [34]. The
latter latch can be used when differential input signals are available, i.e. when all TG
logic is implemented differentially, whereas the single-input latch can only be used
in non-differential cases. In the latches, the same methodology as before has been
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used: the inverters are implemented as stacked nMOS inverters and the transmission
gates which serve as control switches have stacked nMOS transistors as well.

Note that the differential implementation of the latch has a few advantages over
the single-input one. First, the number of inverters can be reduced when going
from a single input to complementary inputs. This seems counterintuitive, but can
be explained by the fact that the inverter at the input is not necessary anymore,
since the outputs are still regenerated in both the transparent and the locked phase.
On the contrary, if the input inverter of the single-input latch would be removed,
out would not be amplified through an inverter in the transparent phase. Since the
inverters have a significantly higher contribution to leakage than the transmission
gate switches, minimizing the number of inverters while ensuring regeneration of
the signal levels minimizes leakage. Second, the full differential nature of the latch
adds to the variation-resilience of the total design. This is due to the fact that chances
are much lower that variations will compromise the correct interpretation of two
complementary inputs than of a single input.

3.3.2 Flip-Flop

By cascading two level-sensitive latches, one sensitive on the high level of the clock
and the other on the low level of the clock, an edge-triggered flip-flop is constructed.
The first latch is then called the master and the second the slave. If flip-flops are
used in the prototypes presented in this work, they all exhibit this master-slave
configuration. In literature, they are also called registers, but throughout this text,
the word ‘flip-flop’ will be used.

3.4 Sizing in Different Prototypes

To summarize, Table 3.3 provides the sizing of the basic building blocks which have
been discussed in this chapter for the four different prototypes. These prototypes will
be presented in Chaps. 5 and 6.

3.5 Conclusion

This chapter explored the design of gate-level building blocks that can ensure robust
operation in the ultra-low-voltage region. These basic building blocks will be used
to build the prototypes of Chaps. 5 and 6. The critical factor which was decisive in
the evaluation of the circuit topologies has been variation-resilience. As a result,
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Table 3.3 Sizing of the basic
building blocks in the four
prototypes

Prototype Adder MAC MAC JPEG

CMOS technology 90 nm 90 nm 40 nm 40 nm

Inverter Wp 6 6 5 5

Wn 1 1 1 1

Inverter latch Wp 6 9 10 10

Wn 1 1:5 2 2

TG logic Wp 1 2 2 2

Wn 2 2 1 1

TG latch Wp 1 1 2 2

Wn 2 2 1 1

preferred implementations for logic gates, inverters, latches and flip-flops have
been achieved. The following chapter will make use of these building blocks when
discussing the various architectural sub- and near-threshold trade-offs.
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Chapter 4
Architectural Design

After introducing the preferred gate-level building blocks for ultra-low-voltage
operation in Chap. 3, this chapter will explore various architectural options for the
prototypes of this book. By examining their benefits and drawbacks, recommenda-
tions will be provided for efficient and robust ultra-low-voltage functionality.

Section 4.1 will start this chapter with theoretical considerations on energy
consumption, specifically for transistors operating in the weak inversion region and
for circuits which are subjected to high variability.

Section 4.2 will explore architectural consequences of using TG logic. A focus
is given to the cascading of logic gates and how this can be implemented taking
into account the need for complementary input signals, as well as the necessary
regeneration of the voltage levels of the output signals. The advantages and
disadvantages of increasing the logic depth will be discussed [4]. To determine the
optimal logic depth for ultra-low-voltage operation, a test setup is proposed, and
its results are presented [3]. Furthermore, attention will be given to differential TG
logic and its consequences.

If the aforementioned regeneration is performed by clocked elements, pipelining
is introduced, which is the topic of Sect. 4.3. Various pipelining schemes will
be explored to assess their suitability for sub- or near-threshold designs. Several
parameters have a large influence on pipelined architectures, resulting in design con-
siderations which are often contradictory. To be able to provide recommendations
for the field of interest and possible applications of this book, these considerations
will therefore be evaluated carefully.

Furthermore, the design methodology which is based on the conclusions of both
this and the previous chapter will be presented in Sect. 4.4. The different steps which
are used to design and layout the prototypes of the subsequent chapters will be
discussed profoundly.

Finally, Sect. 4.5 will discuss the I/O circuits required for the measurement setup
of the prototypes.

© Springer International Publishing Switzerland 2015
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4.1 Theoretical Considerations

This section will explore theoretical considerations for ultra-low-voltage systems
with a focus on energy consumption. It will elaborate on how static and dynamic
energy relate to each other, as well as on minimizing total energy consumption.
The section will start with the nominal case, and will then extend the discussion to
systems in the presence of variations.

The definitions of dynamic energy consumption Edyn;1 and static energy con-
sumption Estat;1 for a single logic gate are the following:

Edyn;1 D C � V 2
dd (4.1)

Estat;1 D Ioff � Vdd � td (4.2)

where td is the delay which is defined by:

td D C � Vdd

Ion � Ioff
(4.3)

Assuming that Ion � Ioff provides an approximation for td:

td � C � Vdd

Ion
(4.4)

Evidently, this assumption of Ion being considerably higher than Ioff is true when
working in the nominal supply region, but what about the weak inversion region?
As discussed before, it is imperative to still have a reasonable Ion=Ioff ratio in
order to guarantee correct functionality for circuits which are operating at ultra-
low supply voltages. Otherwise, circuits will not exhibit correct behavior anymore
when subjected to the high variations which exist in the ultra-low-voltage region.
Section 2.3.1 proposed a minimum value of 50 for this current ratio. Consequently,
the assumption still holds since Ion is 50 times higher than Ioff, and Eq. (4.4) can
be used.

Inserting (4.4) in (4.2) gives:

Estat;1 D C � V 2
dd � Ioff

Ion
(4.5)

When these energy equations are extended to a digital system with N logic gates
and activity ˛, this gives:

Edyn D ˛ � N � C � V 2
dd (4.6)

Estat D N � C � V 2
dd � Ioff

Ion
(4.7)
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4.1.1 Energy Ratio

As discussed in Sect. 2.2.2, leakage plays a much bigger role in circuit functionality
in the weak inversion region than it does in the strong inversion region. Using the
derived equations, this can be theoretically studied by examining the ratio of Edyn

to Estat:

Edyn

Estat
D ˛ � N � C � V 2

dd

N � C � V 2
dd � Ioff

Ion

D ˛ � Ion

Ioff
(4.8)

This results in a surprisingly clean relation, with only a few parameters. However,
there is a way to define the Edyn=Estat ratio so that the current ratio is replaced by
technological parameters. Recall the derived Eq. (2.16):

Ion

Ioff
D exp

�
Vdd

n � Vth

�

By combining this with the definition of the sub-threshold slope SS of (2.19):

SS D n � Vth � ln.10/

This results in:

Ion

Ioff
D exp

�
Vdd � ln.10/

SS

�

D 10
Vdd
SS (4.9)

Using the resulting Eq. (4.9) leads to the following elegant relation:

Edyn

Estat
D ˛ � 10

Vdd
SS (4.10)

Hence, the manner how the dynamic energy relates to the static energy is defined
by the activity of the system, the supply voltage at which it is operating and the
sub-threshold slope.

Since SS is a technological parameter, it is fixed for a certain CMOS technology.
The lower the value of SS, the steeper the slope of Ids, and the higher the Ion=Ioff

ratio for a certain supply. A lower SS is thus more attractive. Recall that the
theoretical lower bound of SS is 60 mV=decade at room temperature. The fact that
a reduced SS is more beneficial can be derived from (4.10) as well: the static energy
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reduces compared to the dynamic energy at lower SS. However, when designing in
a certain technology, the SS is not a parameter which can be adjusted. What about
the other two parameters?

In this work, a certain system with a predefined architecture is assumed.
Hence, the activity is a given parameter. As a result, the supply voltage is key to
defining how the dynamic energy relates to the static energy consumption. This
theoretical derivation reveals that when lowering the supply, the static energy will
relatively become more important. In fact, the supply voltage completely defines the
Edyn=Estat ratio for a certain system, which will also be shown in the measurement
results of the prototypes of Chaps. 5 and 6.

4.1.2 Total Energy Consumption

The total energy consumption Etot is calculated by adding the dynamic and the static
components. Taking into account (4.6) and (4.7), Etot of a system becomes:

Etot D Edyn C Estat

D N � C � V 2
dd �

�
˛ C Ioff

Ion

�

D ˛ � N � C � V 2
dd �

�
1 C 1

˛
� Ioff

Ion

�
(4.11)

By using (4.9), (4.11) can be rewritten:

Etot D ˛ � N � C � V 2
dd �

�
1 C 1

˛
� 10

� Vdd
SS

�
(4.12)

Furthermore, (4.11) can be rewritten in another manner as well, by using the
currents for a total system instead of the currents of a single logic gate. These
currents Ion;tot and Ioff;tot are defined in a similar manner as the energy consumptions
previously:

Ion;tot D ˛ � N � Ion , Ion D Ion;tot

˛ � N
(4.13)

Ioff;tot D N � Ioff , Ioff D Ioff;tot

N
(4.14)

Given a certain system, the currents Ion;tot and Ioff;tot can be measured and therefore
provide the possibility of validating these theoretical considerations with empirical
data later on. Employing these currents results in the following equation:



4.1 Theoretical Considerations 89

Etot D ˛ � N � C � V 2
dd �

 

1 C 1

˛
�

Ioff;tot
N

Ion;tot
˛�N

!

D ˛ � N � C � V 2
dd �

�
1 C Ioff;tot

Ion;tot

�
(4.15)

When combining (4.12) and (4.15), an equation to calculate the activity ˛ can be
derived:

1

˛
� 10

� Vdd
SS D Ioff;tot

Ion;tot

m

˛ D Ion;tot

Ioff;tot
� 10

� Vdd
SS (4.16)

This derivation could lead one to believe that by using measurement results for a
certain system designed in a specific technology, the activity, generally a parameter
which is hard to quantify exactly, could be calculated using (4.16). Unfortunately,
this is not the case, since these measurements are performed in an actual system
which is subjected to variations, not in a system which exhibits purely nominal
behavior. Therefore, it is imperative to take variations into account when coupling
these theoretical considerations with measured data.

The question then is where the variability has been neglected so far, by assuming
nominal conditions. The delay definition which has been used up till now comprised
the delay of a single nominal gate. However, when determining the static energy
consumption of a system, this should be the worst-case delay of the slowest gate, as
this is the delay which defines the maximal clock frequency of the system:

td;worst-case D max
i

�
Ci

Ion;i

�
� Vdd (4.17)

Estat D N � max
i

�
Ci

Ion;i

�
� V 2

dd � Ioff (4.18)

The total energy consumption of (4.11) then becomes:

Etot D ˛ � N � C � V 2
dd C N � max

i

�
Ci

Ion;i

�
� V 2

dd � Ioff (4.19)

This can be reworked to:

Etot D ˛ � N � V 2
dd �

 

C C 1

˛
� max

i

�
Ci

Ion;i

�
� Ioff �

C
Ion

C
Ion

!
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D ˛ � N � C � V 2
dd �

0

B
@1 C 1

˛
�

max
i

�
Ci

Ion;i

�

C
Ion

� Ioff

Ion

1

C
A (4.20)

The ratio of the maximal over the nominal C
Ion

will from now on be addressed as the
variation factor Fv:

Fv D
max

i

�
Ci

Ion;i

�

C
Ion

(4.21)

This variation factor is expected to increase with reducing Vdd due to the higher
sensitivity of circuit parameters to variations at lower supply voltages. This will
be shown later as well but can already be seen by expanding Ion with its
definition (2.14):

Fv D
max

i

�
Ci

I0�exp
�

Vdd�VT;i
n�Vth

�
�

C

I0�exp
�

Vdd�VT
n�Vth

�
(4.22)

The absolute VT variation stays the same, but becomes relatively much more
important at a supply value near the value of VT. The factor Fv thus provides
a measure of the amount of variations that is affecting the timing of a system.
Equivalently, 1=Fv gives a measure of how well the delays of the N logic gates
of the system are balanced.

Continuing the calculations on (4.20) by again introducing Ion;tot and Ioff;tot

from (4.13) and (4.14) leads to:

Etot D ˛ � N � C � V 2
dd �

 

1 C 1

˛
� Fv �

Ioff;tot
N

Ion;tot
˛�N

!

D ˛ � N � C � V 2
dd �

�
1 C Fv � Ioff;tot

Ion;tot

�
(4.23)

Taking into account variations, (4.23) can now be combined with (4.12) without
any issues:

1

˛
� 10

� Vdd
SS D Fv � Ioff;tot

Ion;tot

m

Fv � ˛ D Ion;tot

Ioff;tot
� 10

� Vdd
SS (4.24)
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The right side of this equation consists of known parameters which are fixed by
technology or which can be measured. However, the two parameters on the left
side of the equation are unknown. Determining the activity factor ˛ of a system is
difficult, and the same holds for Fv. What can then be learned from this equation?
Since ˛ is constant when sweeping the supply voltage, it could be omitted when
normalizing Fv, since Fv;norm is displayed in an arbitrary unit in that case.

This leaves the equation to derive Fv;norm with only known parameters. The abso-
lute value of Fv;norm is then not useful anymore, but relatively it can provide insight
into the amount of variations. As a case study, the second and third prototype
of this book, which will be presented in Chap. 5, are used. These two prototypes
consist of the same Multiply-Accumulate Unit (MAC), but are processed in different
technologies, i.e. the 90 nm and the 40 nm CMOS technologies at hand. Since it
consists of the same system with identical architectures, their measurement results
can be compared in order to study the impact of technology scaling. Currently, the
interesting property of those measurements is that the activity of both systems is
equal. Therefore, the measured currents as function of Vdd can be used to interpret
Fv;norm.

Figure 4.1 shows the resulting calculated Fv;norm for both technologies. Note that
the normalization has been carried out at a supply voltage of 290 mV, which is the
highest supply voltage at which the two designs will be compared in Chap. 5. This
results in a somewhat skewed image, since the absolute value of Fv is not expected
to be equal at that point. However, the normalization has to be carried out at some
voltage, and the highest voltage is the most adequate, since the region of interest of
this book is located at the lower supply voltages. Moreover, it is the slope of Fv;norm

which is interesting to examine.
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Fig. 4.1 Normalized Fv for the measured MAC prototypes in the technologies at hand
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As visible, when reducing the supply voltage, Fv;norm increases more for the
40 nm MAC than for the 90 nm MAC. This indicates that the 40 nm version suffers
more from variability. Or, equivalently, that the logic gates of the 40 nm MAC are
less balanced for lower supplies than the ones of the 90 nm system.

Section 2.3.2 already explained that variability will increase with CMOS tech-
nology scaling. However, it remains difficult to observe the increased variability
in more advanced technologies during measurements. As will be seen later, the
minimum functional supply voltage of the 90 nm MAC is lower than the one of
the 40 nm MAC. This suggests that the variability is higher in the 40 nm case, as
they were designed with the same design methodology, but this is quite intuitive.
Figure 4.1 provides a better, mathematical method to observe this increased
variability. The theoretical derivation of this section is validated with measurement
results, which produce realistic results. These results clearly provide insight in the
phenomenon of increased variability. The remainder of this chapter will explore the
architectural design of digital systems from a circuit perspective.

4.2 Cascading Logic Gates

In Chap. 3, the preferred topology for logic gates operating at ultra-low supply
voltages has been discussed. In this section, the trade-offs that accompany the use
of Transmission Gate (TG) logic on architectural level will be discussed.

4.2.1 Concept

As explained in Sect. 3.2, TG logic suffers from some signal loss at the output
and therefore some form of regeneration of intermediate signal levels is necessary.
A possibility is to put a regeneration element after each TG logic gate, but of
course these elements contribute to the overall leakage power, dynamic energy
consumption and delay of the total system. It is more beneficial to cascade
multiple logic gates and only regenerate after a certain number of logic gates. The
amount of logic gates between two regeneration elements is called the logic depth.
Cascading logic gates has some benefits, but also some drawbacks. Both will now
be discussed.

Several options are possible to implement the regeneration elements, e.g. invert-
ers, latches and flip-flops. In this section, no specification of the used implementa-
tion is necessary and therefore the explanation will discuss these elements from a
generic perspective.

An important consequence of using TG logic is that cascading multiple gates has
a significant impact on the system’s architecture. As discussed in Sect. 3.2.1, TG
logic requires differential inputs. If a regeneration element is added behind every
TG logic gate, this element can provide the differential inputs for the subsequent
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Fig. 4.2 Basic structure of (a) single-ended TG logic and (b) cascaded differential TG logic, with
regeneration elements

logic gate, as visible in Fig. 4.2a. However, if there are multiple cascaded logic gates
before a regeneration element, the logic gates should be implemented differentially.
An example of two cascaded differential TG logic gates is shown in Fig. 4.2b. The
regeneration elements then still have to provide differential outputs, but also receive
differential inputs, which can be beneficial. For example, Sect. 3.3.1 discussed how
the fully differential implementation of the latch results in reduced leakage and
increased variation-resilience. More information on differential TG logic will be
provided in Sect. 4.2.3.

The main advantage of cascading logic gates is that the timing variations of these
gates are averaged. Assuming Gaussian distributions, the mean of the overall timing
variation �cascaded increases with the number of consecutive gates n, whereas the
standard deviation �cascaded only increases with the square root of the logic depth:

�cascaded D n � �single (4.25)

�cascaded D p
n � �single (4.26)

Therefore, by increasing the logic depth, averaging of timing variations is obtained.
As an example, Fig. 4.3 shows the CDF of the propagation delay of different logic
depths, i.e. no cascading (depth 1) and two cascaded gates (depth 2), obtained
with extensive MC simulations. The standard deviation �1 is 3:29 ns, whereas �2

is 5:28 ns. The standard deviation thus increases with a factor of 1:6, slightly higher
than the square root of 2, which is 1:41, but still significantly lower than 2. As
can be seen, the normal distributions fit the data sets reasonably well. However,
since the logic gates are operating in the weak inversion region, it is probable that
the propagation delay is not really normally distributed, which explains the factor
deviation from the square root. Nonetheless, increasing the logic depth in sub-
threshold designs proves to be valuable because an important degree of averaging is
still obtained [4].
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4.2.2 Trade-Off

While the main benefit of cascading logic gates is the introduced averaging of timing
variations, some other benefits also exist. The TG logic consumes considerably
smaller leakage power and dynamic energy than the regeneration elements. There-
fore, maximizing the logic depth while guaranteeing functionality is beneficial in
terms of energy consumption. In terms of area, TG logic is sized almost minimally,
whereas the regeneration elements require a much larger area.

However, Figs. 3.20 and 3.21 showed that signal losses are present in sub-
threshold logic gates. As a result, by cascading too many logic gates, the robustness
can be deteriorated because of too large output signal losses. Moreover, the
regeneration element before the cascade has to be able to drive all TGs. Increasing
the logic depth is not infinitely possible with TG logic operating at ultra-low supply
voltages. Taking intra-die variations into account, the logic depth is determined by
whether or not the regeneration element at the end of the cascade will be able to
regenerate the output signals correctly or if it will fail to do so.

Figure 4.4 shows the test setup used to quantify how many logic gates can
be cascaded without compromising functionality [3]. The inverter is used as
regeneration element, since both the latch and the flip-flop also make use of this
inverter. Figure 4.5 then provides the simulation results for logic depths from 1 to
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Fig. 4.5 Simulation results from the test setup in Fig. 4.4: CDF of the output voltage level of a
cascade of n logic gates Vin, compared to the switching point of the inverter VM and the inverter’s
output Vout, obtained with extensive MC simulations for Vdd D 150 mV

4 under intra-die variations. Since TG logic suffers significantly more from output
losses on logic high level (as shown in Fig. 3.21), the figures only display the most
pessimistic case where the output of the TG logic gates is high.

Signal losses do not necessarily pose a threat for functionality, as long as the
inverter is able to interpret the logic level correctly. Therefore, the spread of the input
voltage level Vin of the inverter (i.e. the output voltage level of the cascaded logic)
is compared to the spread of the switching point VM of the inverter (see Fig. 4.4). In
the case where the input should be a logic ‘1’ but the input voltage of the inverter
is lower than its switching voltage, the input is wrongly propagated. To evaluate the
chance of this worst-case scenario, a criterion with a yield of 1 wrong propagation
out of a billion propagations has been used. If for n logic gates, the chance on wrong
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propagation is smaller than 1 out of a billion, cascading n gates is considered to
not compromise robustness. This yield Y1=1billion is equal to .1 � normcdf .6// for a
single Gaussian distribution, thereby corresponding to 6�. But, for two uncorrelated
distributions, the yield Y1=1billion is equal to .1 � normcdf .4//2, hence corresponding
to 4� for each distribution. Therefore, both distributions of the output level of the
cascade Vin and the switching point VM of the inverter are evaluated at 4�: the
vertical lines on Fig. 4.5 indicate the values of � � 4� of Vin and � C 4� of
VM. If the two values coincide, a yield of 1 wrong propagation out of a billion
propagations is reached. If the first one is higher than the second, there is still
margin, as indicated on the figure.

To make sure the cascade of logic gates functions under all circumstances, the
simulation is carried out for the target minimum supply voltage of the building
blocks, i.e. 150 mV, which was the target Vdd;min of the second prototype. Figure 4.5
demonstrates that for logic depths of 1 and 2 there is still margin on the Y1=1billion-
criterion because �Vin �4�Vin > �VM C4�VM . Consequently, cascades of 1 or 2 logic
gates have a chance on wrong propagation that is smaller than 1 out of a billion. The
results also show that for cascades of 3 and 4 logic gates �Vin �4�Vin < �VM C4�VM .
Therefore, cascading more than 2 logic gates results in a deteriorated yield.

It can also be seen that the output of an inverter after a cascade of 4 logic
gates displays a higher spread than the spread of its input, thereby making it
highly discouraging to use such logic depth. To conclude, for a 150 mV supply, the
criterion indicates that for a cascade of 2 logic gates the trade-off between energy
consumption and guaranteed robustness is optimal. However, for a higher supply
voltage, the maximum logic depth to guarantee reliable operation also increases.
A reduction of the number of regeneration elements will thus be obtained by
redoing the analysis with a higher target supply voltage (e.g. 200 mV) to increase the
maximum logic depth. To summarize, depending on the technology at hand and the
target minimum supply of a design, performing this analysis results in clear design
decisions for the allowable amount of cascading.

Hence, there exists a trade-off to determine the optimal logic depth. One the one
hand, by cascading many logic gates, timing variations are averaged, which is very
beneficial because of the high timing variations when operating at ultra-low supply
voltages. On the other hand, it is imperative that robustness remains guaranteed and
that the overall signal loss is restricted by limiting the number of cascaded logic
gates.

4.2.3 Differential TG Logic

As explained earlier, implementing TG logic differentially allows cascading mul-
tiple logic gates. However, differential TG logic has other consequences as well.
Firstly, it improves gate reliability because two complementary outputs are available
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for interpretation by the regeneration elements, instead of a single output. Secondly,
it adds significantly to the variation-resilience of the total design. Figure 4.6
visualizes this effect. A single-ended XOR gate is compared to a differential
implementation of a XOR gate when applying intra-die variations. The percentage
variation of the propagation delay is considerably lower for the differential XOR
than for the single-ended version. As can be seen, this is especially true for very low
supply voltages.

Figure 4.6 also shows the difference in variation between both technologies
at hand. The increased variations when going to advanced nanometer CMOS
technologies (covered in Sect. 2.3.2) are clearly visible. Naturally, the differential
version is more variation-resilient in both cases.

Compared to standard CMOS logic, TG logic is much more suited to be
implemented differentially, since TG logic already requires complementary input
signals. Moreover, using differential logic has the advantage that complex gates
such as XOR and XNOR gates can be realized efficiently with a small number of
transistors. Of course, wiring complexity does increase with differential logic.

Constructing logic gates differentially does not necessarily increase total area or
energy consumption. This seems counterintuitive and is of course not generally true,
but in the case of the ultra-low-voltage prototypes of Chaps. 5 and 6 it is related to
the architectural and topology choices, as discussed in the previous chapter and in
this chapter. The differential implementation of the logic gates allows increasing
the logic depth and therefore decreasing the number of regeneration elements.
Since the area, leakage power and dynamic energy of the regeneration elements
are significantly higher than of a TG logic gate, using differential TG logic with
higher logic depth actually improves area density and energy figures.
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Table 4.1 Cascading options
used in the four prototypes

Prototype Adder MAC MAC JPEG

CMOS technology 90 nm 90 nm 40 nm 40 nm

Differential TG logic? ✗ ✓ ✓ ✓

Logic depth 1 2 2 3

4.2.4 Realization

The cascading options used in the different prototypes of this book are shown in
Table 4.1. The adder in the 90 nm CMOS technology has been implemented with
single-ended TG logic, and therefore only has a logic depth of 1.

To increase the logic depth of the MAC in the same 90 nm technology, differential
TG logic was used. Extensive MC simulations concluded that the optimal balance
for the cascading trade-off was a maximum number of 2 cascaded TG logic gates,
for a target minimum supply of 150 mV. Since the MAC in the 40 nm CMOS
technology was specifically designed to study the impact of CMOS technology
scaling, the same logic depth was used. Performing the simulation analysis for a
logic depth of 2 in the 40 nm technology showed that such a logic depth was feasible
for a supply voltage around 200 mV, which was satisfactory for the design.

The JPEG encoder in the 40 nm technology on the other hand was designed
to operate at a higher minimum supply. Therefore, the analysis to check whether
the output of a cascade of TG logic gates can still be interpreted correctly by the
following regeneration element resulted in an optimal balance for the trade-off with
a cascade of maximally 3 TG logic gates.

4.3 Pipelining

The required regeneration for TG logic can be performed by inverters, latches and
flip-flops. The latter two are clocked elements and were discussed in Sect. 3.3.
Thereby, when they are used in an architecture, this architecture becomes pipelined.
This section will discuss pipelining in general, as well as its consequences and the
design considerations which are important for ultra-low-voltage design.

4.3.1 Concept

A pipelined architecture is an architecture where the combinational logic is subdi-
vided into pipeline stages by inserting clocked memory elements in between those
stages, as can be seen in Fig. 4.7. Some important pipelining concepts are:
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Fig. 4.7 Overview of a pipelined architecture

• Pipeline stage: the system’s total combinational logic is divided into pipeline
stages. One pipeline stage consists of (cascaded) logic followed by a clocked
memory element.

• Pipeline stage length: the pipeline stage length is the length of a single pipeline
stage, and is determined by the logic depth of the combinational logic in that
stage.

• Pipeline depth: the pipeline depth is the number of pipeline stages in the total
pipeline. Given a specified datapath structure, the pipeline depth can be decreased
by increasing the pipeline stage length, and vice versa.

• Latency: the latency is the amount of time to perform a single computation.
• Throughput: throughput is the rate at which data can enter the pipeline, or in

other words, the number of computations that are completed in a certain span of
time, e.g. in a second.

Pipelining improves resource utilization because it allows more logic gates to
perform a useful computation at the same moment. It is a technique which improves
the overall processing performance of a certain system due to the simultaneous
execution of multiple computations.

By employing pipelining, the clock speed of the system, i.e. the throughput, can
be increased. However, the execution time of a stage increases slightly due to the
pipelining overhead, and thus the latency increases. To summarize, pipelining trades
latency for throughput. Both latency and throughput increase when introducing
pipelining. Therefore, pipelining works very effectively for throughput-constrained
designs, where a certain data rate is required, but not for latency-constrained
circuits, where a certain computation has to finish within a given time frame.
Many throughput-constrained scenarios exist, for example the signal processing
applications which are the focus of this book.

4.3.2 Benefits and Drawbacks

In the ultra-low-voltage context, pipelining can increase the throughput significantly
and therefore it can ensure a higher sub- or near-threshold speed performance. Due
to their inherently low logic speed, pipelining is very valuable for ultra-low-voltage
designs.
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By using pipelining, the clock period can be reduced as long as it is still equal or
larger than the delay of the slowest pipeline stage. Therefore, it is recommended to
carefully balance all the pipeline stages. This is even more important in ultra-low-
voltage designs because of the very high timing variations. The more equalized
the nominal stage delays are, the less impact these timing variations will have.
Of course, in the end, the period of the clock signal will still be determined by
the worst-case stage delay.

Naturally, introducing pipelining in a system adds to the complexity of a design.
However, when using TG logic, regeneration is always required after a certain
maximum logic depth. Therefore, not much extra effort is necessary to introduce
pipelining, while it exhibits some attractive benefits.

4.3.3 Pipelining Schemes

Pipelined architectures can be based on latches or flip-flops, resulting in two
different pipelining schemes. Recall that flip-flops are edge-triggered and latches
are level-sensitive. In a system using flip-flops, the input data must be ready on the
rising (or the falling) edge of the clock. If the data arrives late, the circuit produces
the wrong result. If the data arrives early, the time between arrival and propagation
goes unused [6]. In contrast, when a system uses latches, the data can arrive in the
entire time interval that the latch is transparent. The principal advantage of latches
over flip-flops is that the data is allowed to propagate through the latch as soon as it
arrives instead of waiting for a clock edge.

On the other hand, timing verification tools do not yet standardly support latches,
as they have more complicated timing restrictions due to e.g. time borrowing (which
will be explained later on). Therefore, in the standard digital design flow, flip-flops
are widely supported and flip-flop-based pipelining schemes are therefore the more
established option.

4.3.3.1 Non-Overlapping Clocks

Latch-based pipelines are usually controlled by non-overlapping clock signals to
avoid race conditions, i.e. to avoid that data can unwantedly propagate through
multiple successive latches during one clock phase. The non-overlapping clocks are
generated by the circuit depicted in Fig. 4.8. This Non-Overlapping Clock Generator
(NOCG) generates two output signals en_a and en_b which explicitly have a delay
tnon-overlap between their high phases. This delay is determined by the delay of the
NAND gate and by the delay of the inverters indicated by the gray rectangles:

tnon-overlap D tNAND C n � tINV (4.27)
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Fig. 4.8 Schematic of non-overlapping clock generator

Table 4.2 Non-overlapping
clock generator
implementations in the four
prototypes

Prototype Adder MAC MAC JPEG

CMOS technology 90 nm 90 nm 40 nm 40 nm

# of inverters n 0 4 6 6

By varying this amount of inverters, the parameter n in the equation changes and the
delay can be altered. As long as n remains even, the non-overlapping functionality
is guaranteed. In the figure, n is equal to 2. The delay tnon-overlap can thus be chosen
at design time according to the needs of the circuit and of the technology. Note that
the non-overlap time between the clock signals does not degrade performance of the
latch-based system, because data continues to propagate through the combinational
logic between the latches even while both clocks are low [6].

This NOCG has been used in the four prototypes, albeit with different values
of parameter n, as shown in Table 4.2. The difference between the MAC design
implementations is due to the increased variability in the 40 nm CMOS technology.
Important to note is that the NAND gates in the NOCG are implemented in standard
CMOS logic, since due to the NAND implementation with naturally stacked
nMOS transistors, the sizing of the pMOS transistors is rather modest. Moreover,
no differential signals are available, which makes TG logic unusable. On the
other hand, excessive pMOS sizing is required for the inverters, hence, they are
implemented as stacked nMOS inverters, as everywhere throughout the prototypes.

4.3.3.2 Time Borrowing

In latch-based pipelines, if the pipeline stages are not perfectly balanced, a slower
stage may borrow time from a faster stage, since data can propagate as soon as it
arrives in the transparent phase of the latch. Therefore, some stages can be longer
while other are shorter, and the latch-based system will tend to operate at the average
of the delays, while a flip-flop-based system would operate at the longest delay. This
ability of slow logic in one pipeline stage to use time nominally allocated to faster
logic in another stage is called time borrowing [1].

Figure 4.9 illustrates this concept, where the longer cycle opportunistically
borrows time from the next cycle. Moreover, time borrowing may operate over
multiple stages: it may continue indefinitely so long as the data never arrives so
late at a latch that its setup time is violated. The setup time correlates to the time
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Fig. 4.9 Concept of time
borrowing and its limitation

that the input data must have settled before the end of the transparent phase of the
latch, i.e. the falling edge of en_b in this case, so that the input is correctly captured.
The maximum amount of time tborrow which may be borrowed is close to half a clock
period Tc [6]:

tborrow � Tc

2
� �

tsetup C tnon-overlap
�

(4.28)

Hence, time borrowing is, aside from the clock period, limited by the setup time
of the latch and by the non-overlap time, as shown in Fig. 4.9. Although the non-
overlap time does not degrade the system’s performance, as mentioned earlier, it
does restrict the allowed amount of time borrowing.

Although time borrowing averages out the delay of an unbalanced pipeline, this
does not signify that intentionally designing an unbalanced pipeline is a good idea
in ultra-low-voltage designs, on the contrary. However, time borrowing does allow
to opportunistically borrow time whenever variable gate delays disturb the designed
balanced pipeline. Seeing the fact that timing variations of sub- and near-threshold
circuits are very high, time borrowing is a very beneficial concept. The following
analysis will support this claim.

To assess the effect that time borrowing has on the minimum clock period, an
analysis was performed on the critical path of a latch-based versus a flip-flop-based
pipeline. The test setup for this analysis is shown in Fig. 4.10. The parameters of the
test setup have been based on the 90 nm MAC design, to clarify the impact of time
borrowing on a specific design. Therefore, the logic depth of the pipeline stages in
the critical path is 2 for the latch-based pipeline, and a pipeline depth of 32 has been
employed. In order to achieve the same latency for the flip-flop-based equivalent,
the same amount of logic gates has been used, while the positive latches have been
replaced by flip-flops, and the negative latches by inverters. This effectively halves
the number of pipeline stages for the flip-flop-based system.
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Fig. 4.10 Analysis of timing constraints on a flip-flop-based critical path versus a latch-based
pipeline taking into account the effect of time borrowing, visualized for a latch-based pipeline
depth of eight

The timing constraints for the flip-flop-based pipeline are straightforward: every
stage must complete within one clock period, as visualized in Fig. 4.10:

tevery stage � Tc (4.29)

Due to the time borrowing of the latch-based pipeline, the timing constraints
become more complex. To slightly simplify the analysis, the maximum amount
of time borrowing is set to be half the clock period, which is an approximation
of (4.28):

tborrow � Tc

2
(4.30)

A single pipeline stage can then use up to a clock period for completion, when its
nominally allocated time and the maximum time borrowing are added:

tsingle stage � Tc

2
C tborrow

� Tc (4.31)

Since time borrowing can accumulate across multiple pipeline stages, the timing
constraints of multiple stages are added with the maximum amount of time
borrowing (D 0:5 � Tc) as well. In Fig. 4.10, the timing constraints for a latch-
based pipeline with a pipeline depth of 8 are visualized for every combination of
subsequent stages.

The latch-based critical path has to be completed within the same delay as the
flip-flop-based path, in order to adequately compare both. Therefore, time borrowing
cannot go beyond the last pipeline stage. The timing constraint of the last stage of a
critical path of N stages thus becomes:
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tlast stage � N

2
� Tc (4.32)

These timing constraints conditions are formally described in the following
equation:

8 n 2 f1; 2; � � � ; N g W 8 i 2 f0; 1; � � � ; N � ng W
n�1X

j D0

tiCj <
n C 1

2
� Tc (4.33)

where N is the pipeline depth, n is the length of the considered path and i indicates
the starting position of that path. The equation states that the sum of all pipeline
stage delays of a certain path must not be higher than .n � 0:5 C 0:5/ times the clock
period Tc.

Now that the formal descriptions of the timing constraints are established for
both latch-based and flip-flop-based pipelines, they can be calculated using Monte
Carlo (MC) simulations.

The clock period of a latch-based pipeline is determined through Eq. (4.33) by
performing MC simulations of the delay of the cascaded logic and of the latch.
The mean and the standard deviation of these delays are then combined using
Eqs. (4.25) and (4.26) to obtain the worst-case path delays. A 6� margin has
been used, corresponding to an error probability of less than 1 out of a billion.
Equation (4.33) is thus reworked to:

8 n 2 f1; 2; � � � ; N g W �n � �ps_latch C 6 � p
n � �ps_latch

� � 2

n C 1
< Tc (4.34)

where �ps_latch and �ps_latch are the mean delay and its standard deviation of a single
pipeline stage when using latches. To conclude, the highest number of the left side
of the equation sets the minimum clock period of the latch-based pipeline.

The minimum clock period of the flip-flop-based pipeline on the other hand is
easily determined by calculating:

Tc;min_flip-flop D �ps_flip-flop C 6 � �ps_flip-flop (4.35)

Figure 4.11 shows the result of this analysis. The percentage delay gain is the
relative amount by which the clock period can be reduced by using a latch-based
instead of a flip-flop-based pipeline. This delay gain is due to both the cascading of
gates and the time borrowing. As visible, time borrowing makes it possible to reduce
the clock period by 10:6 % at the nominal supply voltage of 1 V. This makes it an
interesting concept, but the real profit is obtained at ultra-low supply voltages. Here,
time borrowing really stands out due to the highly increased timing variability. For
example, at a supply of 200 mV, the delay gain becomes no less than 37.3 %.
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Fig. 4.11 Simulated gain in delay for a latch-based pipeline which allows time borrowing,
compared to a flip-flop-based system, as function of Vdd

4.3.3.3 Conclusion

To conclude, variability in sub-threshold circuits results in highly variable gate
delays, even when carefully balancing the pipeline. This makes a pipeline that
enables time borrowing preferable in the ultra-low-voltage region. Therefore, the
prototypes of this work use a pipeline based on level-sensitive latches instead of on
edge-triggered flip-flops.

Another advantage of a latch-based system, is that clock skew does not degrade
performance, as opposed to flip-flop-based systems [6]. Even when the clock signals
are skewed, the data can still arrive at the latches while they are transparent.
Therefore, latches are said to be skew-tolerant, as clock skew does not impose
a performance penalty. However, it does reduce the allowed amount of time
borrowing, as does the non-overlap time of the clock signals.

As mentioned earlier, unfortunately, timing verification tools do not yet stan-
dardly support latches. However, since the prototypes of this book are not designed
in the standard digital design flow, this did not pose a problem at design time.
More information on the employed design methodology for the prototypes will be
provided in Sect. 4.4.

4.3.4 Design Considerations

To conclude the discussion on pipelining, this section summarizes the pipelining
parameters which can be adjusted and the related design considerations.

Given a specified system, the two main parameters to determine are the pipeline
stage length and the pipeline depth. As mentioned before, the pipeline stage length
is related to the maximum logic depth. Using pipeline stage lengths beyond 1

TG logic gate implies that differential TG logic must be implemented. Counter-
intuitively, constructing logic gates differentially does not increase total area or
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energy consumption, because it allows increasing pipeline stage length and therefore
decreasing the number of latches. Since the area, leakage power and dynamic energy
of a latch are significantly higher than of a TG logic gate, using differential logic
results in a more area- and energy-efficient design. Moreover, it increases gate
reliability and the differential implementation of the latch adds to the total variation-
resilience as well.

It is advantageous to cascade as many TG logic gates as feasible, since timing
variations are then averaged. Considering the large timing variations due to working
in the ultra-low-voltage region, this averaging, combined with the latches’ time
borrowing capability, is very beneficial. The regeneration which is necessary after
every cascade of TG logic is performed by latches, because they allow the previously
mentioned concept of time borrowing.

However, note that it would also be possible to have a longer stage length than the
maximum logic depth, by introducing inverters between cascades instead of latches.
These inverters then serve as regeneration elements. The logic depth restriction is
thus not equal to a pipeline stage length restriction. This allows to adjust the second
parameter, the pipeline depth, according to the system’s need. For example, if the
goal is a predefined fixed performance, the pipeline depth and the stage length can
be balanced to achieve this.

Although adding two inverters on the complementary paths is an option, this
results in an almost as high leakage consumption as adding the differential latch
of Fig. 3.31b which consists of the same two inverters and four transmission gates.
Moreover, adding a differential latch increases the throughput of the total pipelined
system. Using the maximum logic depth as pipeline stage length and inserting
latches for all regeneration elements results in a deeply pipelined system.

In ultra-low-voltage designs, the inherently high circuit delay results in a
significant contribution of leakage to the total energy consumption. By using
deep pipelining with short pipeline stages, not only the throughput is enhanced,
but the leakage energy is also reduced considerably due to the smaller clock
period. Thereby, deep pipelining in ultra-low-voltage designs effectively shifts the
Minimum-Energy Point (MEP) to a lower supply voltage [2]. In turn, this decreases
the dynamic energy consumption. Both consequences of deep pipelining result in a
lower absolute value of the total energy consumption compared to a non-pipelined
system. Hence, the energy savings caused by deep pipelining outweigh the energy
overhead of the clocked latches. E.g. measurements of the impact of deep pipelining
in [2] revealed total energy savings of 30 % at 1:6 times higher performance.

To summarize, the combination of TG logic and latch-based deep pipelining
is employed in the four prototypes for optimal throughput, energy-efficiency and
variation-resilience.
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4.4 Design Methodology

The design methodology which was employed in the prototypes of Chaps. 5 and 6
is shown in Fig. 4.12. The upper part of the figure shows the different design steps,
while the lower part indicates how the layout was carried out.

4.4.1 Design

The architecture of the prototypes has first been implemented at high-level, using
MatlabTM and SimulinkTM. Then, the different low-level building blocks (which
were discussed in Chap. 3) were designed at transistor-level with the SpectreTM

simulator, taking into account all possible variations. Next, these building blocks

Fig. 4.12 Schematic overview of the employed design methodology
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were used to construct a netlist description of the entire system with an in-house
netlist generator. This in-house netlist generator uses MatlabTM code in combination
with SpectreTM code to efficiently generate large netlists. Then, the system and
its subblocks were exhaustively analyzed on functionality and on robustness.
This analysis has also been performed with SpectreTM simulations.

Iterations were often necessary to create a variation-resilient overall design.
An important side note is that circuit analysis was extensively carried out to
detect which parts of the system or which subcircuits were sensitive to variations.
Moreover, a sanity check was performed on all simulation results to check whether
or not the result was at all reliable, considering the inaccuracy of the transistor
models in the weak inversion region.

This method of designing allows to guarantee a variation-resilient design without
losing the energy gain which is obtained by operating circuits in the ultra-low-
voltage domain. Although sub-threshold circuits offer large energy savings, a pitfall
in such design is to tackle the increased variability by taking too many design
margins. In the end, the energy consumption could then be higher than what would
be accomplished by working at a slightly higher supply voltage and hence less
variations which require less design margins. With the proposed methodology,
design and/or timing margins were only added where really necessary.

4.4.2 Layout

Figure 4.12 shows the different layout steps as well. To acquire an as dense layout
as possible, the dedicated tool Datapath Generator (DPG) from RWTH Aachen
University [5] was used. DPG is most useful in performing place and route of big
structures that are semi-regular and thus are hardly impossible to layout manually
but that can still be structurally described without too much design effort. Moreover,
it is possible to iterate the layout in a very flexible and efficient manner. As inputs,
DPG requires a description of the system in structural VHDL, as well as a leaf-
cell library. This library contains the custom-made physical layouts of the different
gate-level building blocks that are used in the prototype.

In the four prototypes, the layout of the timing blocks has been carried out full-
custom, for reasons of irregularity. In the case of the JPEG encoder, the layout of the
lookup tables has also been performed manually. This was due to their regularity,
which allowed an optimized structure.

While DPG performs the place and route, the exact placement choices are
made by the designer in the system description. This description describes a
matrix in which a leaf cell is assigned to each element. Figure 4.13 shows the
systematical layout structure which was used for all the prototypes. The layout
contains alternating rows of (cascaded) logic and latches. The data flow goes from
top to bottom and follows the architectural block diagrams of the prototypes entirely,
ensuring minimal wire lengths for all signals. The layout of the timing and the clock
buffers is typically positioned at the left side of the block.
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Fig. 4.13 Layout structure
used with DPG in the four
prototypes

The custom layout of the leaf cells can be compared to the layout of standard
cells. Supply wires are connected by abutment between the different leaf cells.
In case of the latches, the same is true for the clock signals. Since the latches
required more area than the logic gates, their layout has been carried out first, to
optimize the width of such a latch leaf cell. The idea is to minimize the width
required for the latches to reduce the total horizontal wire length of the clock signals
as much as possible because it is important that all latches of a certain pipeline stage
receive the same clock with minimal clock skew. Taking into account the resulting
width constraint for the logic gates, their leaf cells were designed to acquire minimal
height, so as to minimize data wire length.

4.5 I/O Circuits

This section describes the measurement setup used for the four prototypes. I/O
circuits are added at the in- and outputs of the ultra-low-voltage system for two
reasons. First, they form the connection between the ultra-low-voltage system and
the outside world. Standard measurement equipment is not able to interpret signals
with such low voltage swing. The I/O circuits operate at a higher I/O supply, and
therefore facilitate communication with the measurement equipment. The second
task of this I/O circuitry is to allow at-speed functionality tests. In addition, these
at-speed test circuits also enable realistic energy measurements.

Figure 4.14 shows the different blocks of the I/O circuitry and their connections
with both the ultra-low-voltage system and the outside world. The shift registers
can function in serial or parallel mode, as indicated by the flag_parallel signal.
In the prototypes, the shift registers can store 8 different sets of in- and outputs.
In cooperation with the ultra-low-voltage system they function as follows. First,
the input data (coming from in-house developed software) is shifted serially into
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Fig. 4.14 Layout structure of connection between ultra-low-voltage system and I/O circuits used
in the four prototypes

the input shift register (flag_parallel D 0). This input data consists of 8 separate
input data sets. Then, the input and output shift registers are put into parallel mode
by switching the flag_parallel signal to 1. The 8 sets of data flow from the input
shift register through the ultra-low-voltage system. Its outputs are then stored into
the output shift register. Note that the parallel clock of the shift registers is a level-
shifted version of the clock of the ultra-low-voltage system, so that they operate at
the same rate. Afterwards, the flag_parallel signal is switched again, and the output
shift register is serially read out and interpreted by the software.

Since the shift registers are operating at the I/O supply, while the ultra-low-
voltage system is operating at a much lower supply voltage, level shifting between
these voltage levels is required. The speed of the level shifters is of crucial
importance, as they have to be as fast as the system. Moreover, they are required
to be very robust so that they are functional under all possible variations. The level
shifters at the input need to shift the level down from the I/O supply levels Vdd;I=O

and Vss;I=O to the ultra-low-voltage supply levels Vdd and Vss. This can be easily
performed by inverters which are supplied with the ultra-low-voltage supplies, as
shown in Fig. 4.15a.

The level shifters at the output are more complicated, as they need to boost the
level up. As the system itself is working at extremely low supply voltages, these level
shifters have to be able to sense a very small input swing and convert it correctly
to the high I/O output swing. Figure 4.15b shows the schematic of the output level
shifter. Regarding the sizing of the first block, the sizing of the nMOS transistor with
in as input signal is crucial to determine the high level of the int signal. In fact, the
other transistors can all have the same sizing P1, while P2 should be chosen so that
the output swing of int is as large as possible. The inverter at the end should then
be sized such that its switching point VM matches the mean of the output swing of
int, to guarantee as correct and robust interpretation of the output as possible under
variations.



4.6 Conclusion 111

Fig. 4.15 Schematics of
(a) level shifter down and
(b) level shifter up
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This combination of I/O circuitry will be successfully employed in the four
prototypes. It not only enables functionality tests of the ultra-low-voltage systems
at-speed with any arbitrary set of inputs, but it allows to perform realistic energy
measurements as well because the input shift register is cyclic. In parallel mode, the
inputs that are shifted out are shifted back in at the top. Hence, if the input shift
register is accessed more than eight times, the data is reused.

4.6 Conclusion

This chapter reached various conclusions on the architectural design of ultra-low-
voltage systems. Firstly, the energy consumption of a system has been studied from
a theoretical point of view. In the subsequent chapters, which will present the design
and the measurement results of the prototypes of this book, these theoretical findings
can be validated by experimental data.

Secondly, it was found that cascading logic gates has a number of advantages,
especially seeing the high sensitivity to variations in the ultra-low-voltage region.
The resulting averaging of variations shows promising results, especially when
cascading differential TG logic. This will be further investigated and analyzed in
Chap. 5.

Thirdly, this chapter examined pipelined architectures and came to the conclusion
of favoring latch-based pipelining over flip-flop-based pipelining for systems
operating at ultra-low supply voltages, because it allows time borrowing. This is
a very beneficial concept considering the high timing variability, as the simulation
analysis showed. In order to avoid race conditions, non-overlapping clock signals
shall be used in all the prototypes of this book. This chapter elaborated as well on
the benefits of deep pipelining for ultra-low-voltage designs.

Fourthly, the design methodology which is employed for the prototypes of
Chaps. 5 and 6 has been extensively presented.
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Finally, the I/O circuits which are placed around the ultra-low-voltage prototypes
to enable communication with the outside world and to perform measurements have
been discussed.
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Chapter 5
Datapath Blocks

This chapter presents the design of the first three ultra-low-voltage prototypes which
have been implemented in this book. These prototypes all consist of datapath blocks.
Their target was to be able to operate at ultra-low supply voltages, while achieving
high energy-efficiency, a speed of n � 10 MHz and a high yield through variation-
resilience. This chapter builds further upon the conclusions of the analyses of
different gate-level building blocks in Chap. 3 and of architectural design choices
in Chap. 4.

Section 5.1 discusses the design of the first prototype, which is a 32-bit
logarithmic adder fabricated in a 90 nm CMOS technology [8]. This prototype is
employed as a proof of concept to confirm the robust operation of TG logic and
latch-based deep pipelining in the ultra-low-voltage region. Extensive measurement
results evaluate their successful functionality and are compared to the state-of-the-
art.

Section 5.2 examines the ultra-low-voltage design of a 16-bit Multiply-
Accumulate Unit (MAC) [9]. This MAC has been fabricated in both the 90 nm
and the 40 nm CMOS technologies at hand, resulting in the second and the third
prototype. Gate-level and architectural improvements with respect to the design
of the adder are implemented and tested. An extensive comparison between the
measurement results of the MAC in both CMOS technologies allows studying
the impact of scaling on ultra-low-voltage designs [10], and to extend the scaling
analysis provided in Chap. 2.
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5.1 Adder

5.1.1 Proof of Concept

The first ultra-low-voltage prototype which has been implemented in this book is a
32-bit adder [8]. It has been fabricated in a 90 nm CMOS technology.

The research targets of this proof of concept are the following. Firstly, the chosen
circuit topologies of Sect. 3.2, i.e. TG logic and standard CMOS inverters with
nMOS stacking, are optimized for ultra-low-voltage operation and tested to confirm
their functionality. Secondly, the proposed latch-based deeply pipelined architecture
from Sect. 4.3 is implemented in the architecture of the adder and is also evaluated
during the measurements. Thirdly, an on-chip power gating scheme is employed to
reduce leakage in standby mode.

The aim of this design is to achieve very low energy consumption at MHz-
speed, while guaranteeing variation-resilience. The following sections will discuss
the architecture of the adder, the design for ultra-low-voltage operation, the
measurement results and will provide a state-of-the-art comparison.

5.1.2 Architecture

For addition of numbers with high number of bits, tree adders are a good option
since they make a trade-off between delay and energy or area. They are also called
logarithmic adders, since their delay is proportional to log2 .N /, with N the amount
of bits.

Common logarithmic adder topologies are the Brent-Kung [3] and Kogge-Stone
[7] topologies. Brent-Kung (BK) is characterized by its large number of logic
levels, while Kogge-Stone (KS) has a high number of wires. For this 32-bit adder
prototype, a Han-Carlson topology has been preferred, since it is a combination of
the previously mentioned topologies and therefore makes a compromise between
the number of pipeline stages and the number of wires. Figure 5.1 shows the block
diagram of the Han-Carlson adder. As can be seen, its first and last stage are BK
stages, while the intermediate stages come from KS.

Logarithmic adders make use of so-called generate and propagate logic. The
implementation of the different elements of the adder is shown in Fig. 5.2.

5.1.3 Ultra-Low-Voltage Design

This section provides the design details of the ultra-low-voltage adder, with respect
to the building blocks and architectural trade-offs which have been discussed in the
previous chapters.
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Fig. 5.1 Block diagram of the 32-bit Han-Carlson adder [8]
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Fig. 5.2 Implementation of adder elements: (a) P,G creation, (b) P,G operator, (c) G operator and
(d) sum generation

5.1.3.1 Architectural Design and Timing

In the design of the adder, pipeline stages with minimal length are employed, i.e.
each pipeline stage is composed of a single logic gate, and latches are inserted after
every logic gate. As can be seen in Fig. 5.2, the P,G creation and sum generation
elements require only one logic gate. Hence, these elements are implemented
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without difficulty in the first and last pipeline stages of the adder (see Fig. 5.1).
However, each P,G operator and G operator of the adder requires two consecutive
logic gates. Those operators are therefore split in two parts a and b, thereby
explaining the stage descriptions of the intermediate stages of the adder in Fig. 5.1.

The latch-based pipeline is controlled by non-overlapping clock signals to avoid
race conditions (refer also to Sect. 4.3.3 for an in-depth explanation). Because of the
very short pipeline stages, the adder is maximally pipelined, which should increase
the throughput significantly. Such deep pipelining also increases latency, but the
state-of-the-art comparison in Sect. 5.1.5 will show that the latency of this design is
still much lower than the one of the comparison point.

5.1.3.2 Gate-Level Building Blocks

Transmission Gate (TG) logic is used for the design of the logic gates. As visible in
Fig. 5.2, only a few different logic gates are required: AND, XOR and OR. Single-
ended TG logic is implemented, with a latch after every TG logic gate. Since no
differential input signals are available, the single-input latch (Fig. 3.31a) of Chap. 3
is employed. The latches provide differential output signals, which serve as inputs
for the TG logic. The sizing of the building blocks can be found in Sect. 3.4.

5.1.3.3 Power Gating

As the supply voltage lowers and the circuit operates more in the sub-threshold
region, leakage power becomes an important part of overall power consumption. To
overcome the idle leakage problem, an on-chip power gating scheme is employed
to reduce leakage in standby mode. When the adder is idle, the power supply
and ground of the adder are cut off by two power switches. Their implementation
can be seen in Fig. 5.3. In this 90 nm technology, it is possible to use transistors
from the high-performance process and from the low-leakage process on the same
design. As opposed to every other transistor used in the chip, transistors from the

Fig. 5.3 On-chip power
gating scheme and
decoupling capacitor of the
adder

Vdd,adder

enable_pg
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low-leakage process are used for the power gating, since these transistors allow a
much higher leakage reduction than transistors in the high-performance process of
the technology.

The sizing of the transistors in Fig. 5.3 is such that they can deliver the required
current necessary for the adder. The decoupling capacitance value is determined so
that all possible peak currents are managed.

5.1.4 Measurement Results

Figure 5.4 shows the chip micrograph of the 32-bit Han-Carlson adder, implemented
in a 90 nm CMOS technology. The active area of the adder is 650 � 50 
m2.

Measurement results of the adder as function of the supply voltage are given
in Fig. 5.5. A total of eight dies has been measured. All plots show the mean,
maximum and minimum values which were obtained from the different dies. All
values mentioned in the text are mean values.

The upper plot shows the obtained maximum clock frequencies per supply
voltage. The adder is fully functional down to a supply of 190 mV, thereby
confirming that the building blocks are operational in the sub-threshold region. This
low Vdd;min also proves that the design is variation-resilient, as otherwise it would not
be functional at such low supply voltages. At the minimal Vdd, the clock frequency
is 10 MHz.

The middle plot provides the measured energy consumption per operation when
the adder is operating at the clock frequencies of the upper plot. At the minimal
supply, the energy consumption per operation is 0:4 pJ at a 10 MHz clock frequency.
A performance of 30 MHz is obtained at a supply of 260 mV and an energy
consumption of 0:60 pJ per addition. Operational frequencies in the 10 to 100 MHz
range are achieved at an energy consumption per addition that is below 1 pJ.

Fig. 5.4 Chip micrograph of
the 32-bit Han-Carlson adder
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The energy consumption seems to increase approximately linearly with Vdd,
while the clock frequency increases roughly quadratically. An application requiring
higher performance can thus achieve this at a relatively low energy cost, which
demonstrates the versatility of this design.

The lower plot of Fig. 5.5 shows the measured contribution of the leakage
power to the total power consumption of the 32-bit adder as function of Vdd. The
total power consumption is measured during operation at the maximum operating
frequency for every supply voltage. The leakage power is measured when the adder
is idle. At a supply of 190 mV, the leakage power is 1:65 
W and leakage consumes
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Fig. 5.5 Measured clock frequency, energy consumption per operation and contribution of leakage
power to the total power consumption, as function of Vdd. Mean values are indicated in (bold),
surrounded by the maximal and minimal measured values out of eight dies
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42:6 % of the total power consumption. As can be seen in Fig. 5.5, the leakage
contribution becomes very high when going to ultra-low supply voltages.

The on-chip power gating scheme results in a measured standby leakage
reduction of approximately a factor 10, thereby proving its effectiveness.

5.1.5 State-of-the-Art Comparison

Table 5.1 compares this adder with the only other published sub-threshold adder.
It consists of a 32-bit Kogge-Stone adder [4], also fabricated in a 90 nm CMOS
technology. Seeing the similarities of both designs, they can be easily compared. The
table provides a comparison on throughput (T), latency (L), energy consumption per
operation and Energy-Delay Product (EDP). The EDP is the FOM that balances the
importance of both energy and performance.

As can be seen, this work outperforms the Kogge-Stone adder in both throughput
and latency at ultra-low supply voltages. While [4] operates in the kHz-range
in the sub-threshold region, this Han-Carlson adder functions in the MHz-range.
The referenced adder [4] focused on minimum energy operation and obtains a
lower energy consumption, while the adder design of this book achieves the
combination of both ultra-low-energy and MHz-performance, as is obvious from
the improvement of the EDP, which is 160 to 900 times lower than the EDP of [4].
At much higher supply voltages, [4] does reach MHz-performance, i.e. frequencies
above 10 MHz are achieved starting from a Vdd slightly below 600 mV at an energy
consumption around 0:25 pJ. This shows that for the next prototypes in this text it
would be recommended to decrease the amount of latches compared to the amount
of logic gates in order to reduce the total energy consumption.

Table 5.1 State-of-the-art ultra-low-voltage adder comparison [8]: both works are 32-
bit logarithmic adders in 90 nm CMOS technologies

[4]: Kogge-Stone This work: Han-Carlson

Vdd T L Energy EDP T L Energy EDP EDP
[mV] [Hz] [
s] [pJ] [pJ.
s] [Hz] [
s] [pJ] [pJ.
s] Factor

190 � � � � 9.5 M 1.47 0.408 0.043 �
250 7 k 143 0.145 20.7 24.8 M 0.57 0.569 0.023 900
300 25 k 40 0.100 4.0 52.5 M 0.27 0.739 0.014 285
330 50 k 20 0.095 1.9 74.6 M 0.19 0.868 0.012 160
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5.1.6 Conclusion

This section described the design of a 32-bit Han-Carlson adder in a 90 nm CMOS
technology. The measurement results of the adder have allowed to successfully
validate the gate-level building blocks and the architectural design choices of this
book for ultra-low-voltage operation. The employed techniques enabled operation
down to a supply of 190 mV. The measurements demonstrate that it is possible to
achieve MHz-speed combined with sub-pJ energy consumption. This work achieves
a significant improvement in EDP of up to a factor 900 compared to the state-of-
the-art in sub-threshold adder design. A simple on-chip power gating scheme was
effective to reduce standby leakage power.

The results of this adder were very promising and have been used as a basis to
build further upon for later designs, as will be discussed in the following section.

5.2 Multiply-Accumulate Unit

5.2.1 Proof of Concept

The second ultra-low-voltage prototype of this book consists of a 16-bit MAC [9].
It has been fabricated in the same 90 nm CMOS technology as the first prototype.
The MAC is considered as the basic building block of many DSP algorithms and
is thus very frequently used in Digital Signal Processor (DSP) designs. To illustrate
the efficacy of the proposed design strategy in this book, the MAC has been chosen
as a test case to prove that this strategy can be applied to all DSP blocks operating in
the ultra-low-voltage region. Moreover, it is a complex block that includes feedback.

Another aim of the 90 nm MAC has been to optimize some gate-level and
architectural design choices after measurements of the first prototype, i.e. the adder,
in the same 90 nm technology. Since the pipeline stage length is only 1 in the adder,
the clock frequency of the system is determined by the worst-case gate in terms
of timing. Because the timing variations are high in the ultra-low-voltage region,
the clock frequency is really dominated by those variations. Moreover, a latch was
inserted after every TG logic gate, which results in a large amount of latches. As
explained before, the area, leakage power and dynamic energy of those latches are
significantly higher than those of a TG logic gate.

Therefore, the decision was taken to increase the stage length which results
in averaging of timing variations of consecutive gates (as explained in detail in
Sect. 4.2). The worst-case timing of a pipeline stage then still determines the clock
frequency, but the impact of variations is reduced considerably due to averaging.
Additionally, increasing the stage length decreases the number of latches which
reduces the area and improves the energy consumption.

The third prototype has been implemented to study the effect of technology scal-
ing on ultra-low-voltage circuits. Therefore, the 16-bit MAC has been redesigned
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and fabricated in a 40 nm CMOS technology [10]. Until now, the impact of
CMOS technology scaling on circuits operating in the ultra-low-voltage region has
received little attention, limited to device-level studies and circuit-level simulations,
as discussed in Sect. 2.3. To fill the hiatus between simulations and measured,
confirmed results, the MAC has been designed, processed and measured in both
a 90 nm and a 40 nm CMOS technology.

The following sections will discuss the architecture of the MAC, the ultra-low-
voltage design choices, the measurement results and a state-of-the-art comparison.

5.2.2 Architecture

The implemented chip is not only able to perform Multiply-Accumulate operation,
but the system is expanded so that it can also operate in two other operation modes:
multiplier (MULT) and multiply-add (MADD) mode. The equation that represents
the operation of the system is out D A:B C C where A and B are N -bit binary
numbers and C is a 2N-bit number. The output out must be at least a 2N-bit number.
The usage of C changes for each operation:

• MAC operation: the input C is in fact the previous output outprev.
• MULT operation: C is changed to zero.
• MADD operation: C represents a third, 2N-bit input.

Standard MAC designs consist of a multiplier followed by an adder to perform
the accumulation, as visualized in Fig. 5.6. However, deep pipelining is not possible
with such a standard design, because the maximal pipeline depth is only 2. To allow
more pipelining, the structure of the MAC implementation has to be changed. Since
the basic form of multiplication can be reduced to the addition of partial products,
extending this addition step replaces the need for the separate accumulation step.
This can be seen in Fig. 5.7. The implemented multiplier is based on the Modified
Baugh-Wooley multiplier algorithm [5], which is an algorithm that allows efficient
multiplication of signed numbers.

This design thus consists of a multiplier which is extended with an interwoven
accumulation structure. Figure 5.8 shows a functional diagram of the implemented
MAC where the interwoven diagonal accumulation is clearly visible. This accu-
mulation is obtained through 32 dedicated feedback (FB) latches which perform

A [N-1:0]

P [2N-1:0]

+ outi [2N-1:0]

outi-1 [2N-1:0]

xB [N-1:0]

Fig. 5.6 Standard MAC implementation [10]
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Fig. 5.7 Modified Baugh-Wooley algorithm for 6-bit signed multiplication (in black), extended
with accumulation (in gray)

Fig. 5.8 Architecture of the
16-bit Multiply-accumulate
unit [10]

bit-by-bit feedback of the previous output. Not only does such an interwoven
implementation allow to efficiently pipeline the architecture, it also significantly
reduces the total delay for the multiply-accumulate operation to a delay slightly
higher than needed for multiplication only. Another advantage is the much higher
throughput that can be achieved through deep pipelining.

Figure 5.9 gives the detailed gate-level architecture of the MAC. The MAC is able
to work with two’s complement numbers. The implemented MAC operation consists
of 16-bit multiplication with 32-bit accumulation. On system level, the choice of
operation mode is performed through two configuration bits that direct three timing
control signals. Those timing signals are fed to the feedback latches which therefore
enable the operation in the different modes. Calculations in every mode take the
same amount of latency and there is no delay penalty for a multiply-add or multiply-
accumulate operation with respect to multiplication.
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Fig. 5.9 Block diagram of the 16-bit Multiply-accumulate unit [9, 10]

5.2.3 Ultra-Low-Voltage Design

This section explains in detail the architectural design and transistor-level imple-
mentation of the different logic components. The differences in implementation
between the 90 nm and 40 nm CMOS technologies are also addressed. In addition,
the implementation of the timing is described, with a specific focus on the different
design decisions necessary for both technologies. Note that in both technologies, all
transistors used in the chips are LVT devices, to be able to make a fair comparison.

5.2.3.1 Architectural Design

Increasing the pipeline stage length has the attractive properties of averaging
of variations and reducing the number of latches. However, TG logic requires
differential input signals. These could be provided by introducing inverters, but
this would result in a very large cost in leakage power and energy consumption,
and would counteract the reduced amount of latches. Another possibility is to
implement all logic gates differentially, which solves the issue and costs much less
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in terms of area and energy, in this specific configuration. Moreover, differential
implementation of logic improves the gate reliability and the variations on the
timing, as discussed in Sect. 4.2.3.

There are limitations to increasing the pipeline stage length as well: cascading
too many TG logic gates causes a signal loss which could compromise robust
behavior. Therefore, the maximum stage length is determined by whether or not
the latch can still interpret its input correctly, taking into account variations. In
the 90 nm technology, the maximum logic depth is determined to 2 for the target
minimum supply of the design, i.e. 150 mV. The same pipeline stage length is used
in the 40 nm version of the MAC, for comparison purposes. To conclude, although
the pipeline stage length is doubled with respect to the adder, the architecture of
the MAC is still deeply pipelined.

5.2.3.2 Gate-Level Building Blocks

Differential TG logic has been used for the logic gates in the MAC designs, which
significantly increases the variation-resilience. The sizing of the TG logic in both
technologies has been provided in Sect. 3.4. Compared to the adder, the width of the
pMOS transistors is doubled because the variations in voltage level of the output of
cascaded logic gates revealed to be much larger for high level than for low level.
Increasing WpMOS aids considerably to limit these variations on the logic high level.
Moreover, it increases the problematic Ion;pMOS=Ioff;nMOS ratio, which is beneficial.

The main logic elements for the MAC are the half and full adders. A half adder
(HA) can be easily implemented within the stage length boundaries (see Fig. 5.10a),
but for a full adder (FA), this is a challenge. When only using logic gates with two
inputs, the minimal logic gate depth of a FA is 3. Fortunately, one 3-input logic gate
is possible with a single TG logic block: a multiplexer. Therefore, it was possible to
satisfy the pipeline stage length boundary of 2 with the implementation of the FA,
as visible in Fig. 5.10b.

Fig. 5.10 Implementation of
MAC elements: (a) half adder
and (b) full adder

in1

carryoutsum
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in2 carryin
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a b



5.2 Multiply-Accumulate Unit 125

The latch that has been employed in the MAC is a fully differential latch, see
Fig. 3.31b for the implementation. This is possible because complementary input
signals are available from the differential TG logic. Due to the differential nature of
the latch, it exhibits improved robustness compared to a single-input latch, which
adds to the variation-resilience of the total design.

The transistor sizing of the latch is available in Sect. 3.4. The sizing of the
inverters was not chosen minimally for several reasons. In both technologies, MC
simulations showed that in some cases the output signal was not stable even though
the latch was locked. This can be explained by unwanted leakage paths through the
logic gates which were connected to the output of the latch and by the intra-die
variations which severely weakened one of the inverters in the cross-coupled part
of the latch. Normally, such cross-coupled inverters are advantageous because they
regenerate the input signals and really pull their levels to the supply rails, whereas
a single inverter would simply amplify the output signals. However, when one of
these cross-coupled inverters becomes too weak due to variations, the feedback in
the loop actually accelerates an unwanted bit flip. A solution for this problem is
upsizing the inverter, which increases the drive strength of the inverter and reduces
its sensitivity to variations.

Another reason was that it is imperative that the latch always interprets its input
signals correctly, under all possible variations. Upsizing helps again in this case
because of the decreased variability. The amount of upsizing was then determined
by calculating the probability of failure of a latch under variations: the distribution
of the output level of a signal that was propagated through a chain of TGs was
compared to the distribution of the offset voltage of the latch:

P.failure/ D
Z

x

P.levelout D x/ � P.Voffset > x/ � dx (5.1)

In the 90 nm technology, upsizing with a factor 1:5 proved to be sufficient, but due
to the increased variability, the 40 nm version needed a slightly higher factor of 2.

As explained in Sect. 5.2.2 on the MAC architecture, the feedback latches,
which are placed on the main diagonal of the MAC, enable operation in three
different modes of the MAC. Figure 5.11 shows the schematic of the FB latch.
The elements of the FB latch are identical to the ones of the regular latch, except
for the reset transistors. The reset is not performed by a single transistor at one side
of the cross-coupled inverters because this would lead to ratioed design, which is
to be avoided in sub-threshold circuits due to their high sensitivity to variations.
Therefore, the reset has to be performed at the two sides of the inverters without
cross-coupling them through the TGs.

A differential reset requires a pull-up transistor on one side and a pull-down
transistor on the other side, as can be seen in Fig. 5.11. An important consideration
is the leakage contribution of the reset mechanism, since the storage functionality
of the latch can be disturbed by this leakage. A minimal pMOS is therefore chosen
at both sides to reduce leakage, because such a minimal pMOS leaks significantly
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Fig. 5.11 Schematic of the feedback latch [10]

Fig. 5.12 Timing diagram of
the different operation modes
of the feedback latch [10]

less than a minimal nMOS transistor in both technologies (e.g. 12:6 times less at
Vdd D 150 mV in the 90 nm technology). Moreover, using two pMOS transistors
requires only a single reset signal, instead of two complementary signals, which
facilitates routing.

The timing configuration per operation mode of the FB latch can be seen in
Fig. 5.12:

• MAC mode: The clock signal en_MAC is configured to be complementary to
en_FB. The MAC input bits come from the previously calculated product outprev

used for accumulation and the MADD inputs bits are cut off (en_MADD=0). At
startup of the MAC mode, it is compulsory that the FB latches are reset to ensure
the first accumulation with zeros.

• MULT mode: The FB latches are permanently reset while all input bits are cut
off (en_MAC=0 and en_MADD=0), so that addition with 0 is ensured. The reset
mechanism is slightly complicated to remove any ratioed design: at startup, the
reset is pulled high, while en_FB is kept low. After a certain amount of time
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Fig. 5.13 Zoomed in part of the diagonal accumulation of the MAC, with the timing signals of
the throughput (T) and locked (L) phases of the latches and the feedback latch added according to
the row [10]

when it is sure that the reset node signal levels have settled, en_FB is pulled
high to establish the regeneration characteristic of the cross-coupled inverters
and ensure that signal levels are full-swing.

• MADD mode: Feedback is cut off (en_MAC=0) and a third 32-bit input C is
provided from the right side, as visible in Fig. 5.9. Due to the pipelining, these
MADD input bits need to be delayed by placing latches to ensure arrival to the FB
latches on the correct moment. To insert C, the signal en_MADD is permanently
high, while en_FB is always low.

When going to the 40 nm technology node, a change in the topology of the
FB latch was necessary: inverters were added at the MAC inputs, as can be seen
in Fig. 5.11. Although various measures were taken to cope with the increased
variations in the timing block (which will be addressed in the next section), in a few
rare cases of intra-die simulations a timing error still occurred. Figure 5.13 shows
the detailed configuration of the FB latch in the diagonal accumulation structure
of the MAC. The timing signals change according to the row because of the non-
overlapping clock signals en_a and en_b.

The situation where the problem occurred is the following for an uneven row: the
latch below has just locked and its output signals are full-swing, as wanted. Then,
the FB latch goes transparent and out of lock, but there is a slight 1 � 1 overlap
between en_MAC_b and en_FB_b, which is an invalid condition for the latch. If the
regular (REG) latch is accidentally weaker than the FB latch due to mismatch and
the bits saved in both are different, this 1 � 1 overlap can occur long enough so that
kickback takes place and the stored bit in the FB latch interferes with the stored
bit in the REG latch, causing it to flip. The most convenient solution to avoid this
unwanted kickback is to insert inverters between the outputs of the REG latch and
the inputs of the FB latch, hence the kickback will never be able to cause a bit flip
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in the locked REG latch. This increases the energy consumption of the FB latch,
but is necessary to reduce its variation sensitivity and to increase the total yield.
Moreover, for an N -bit MAC, only N feedback latches are required. In comparison
to the large amount of REG latches, this solution has only a very limited impact on
the total energy consumption.

5.2.3.3 Timing

This section will first discuss the general functionality of the timing of the MAC and
will then elaborate on the various technology differences in implementation.

Figure 5.14 shows the implementation of the timing used for the MAC. There are
three inputs for the timing: the input clock clock_in from which the non-overlapping
clocks are deduced, and the two previously mentioned configuration bits reset_in
and madd_in to determine the operation mode (explained in Table 5.2). The outputs
consist of the clock signals for the REG latches en_a and en_b, clock signals
en_MAC_a/b and en_FB_a/b for the FB latches, as well as the enable signal for
the MADD mode en_MADD and the reset signal reset.
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Fig. 5.14 Implementation of the timing [10]
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Table 5.2 Configuration bits
per operation mode [10]

Operation mode reset_in madd_in

MAC 0 0

MULT 1 0

MADD 0 1

The internal signals select_FB and resetdelayed are used to configure the timing
signals of the FB latch. The amount of delay that is inserted for resetdelayed is
determined by process corner simulations. As explained before, this inserted delay
needs to ensure that the signal levels of the reset nodes of the FB latch are
settled before establishing the cross-coupled connection. Therefore, the delay of
the inverter chain is determined to be higher than the maximal rise and fall time of
these nodes in all process corners.

The timing block functions at the same supply voltage Vdd as the MAC. The
logic gates used in the timing are implemented as standard CMOS logic gates and
not as TG logic gates because differential input signals were not available and only
a few logic gates were needed. More precisely, the NAND gate is implemented as
a regular standard CMOS NAND with appropriate (and therefore increased) sizing
of the pMOS, and the NOR gate is implemented using stacked nMOS transistors to
reduce the required pMOS sizing.

Some of the blocks of the timing are implemented differently in both technolo-
gies. This comes from the significant increase in variations in the 40 nm technology,
which introduced many extra challenges. The 90 nm technology was significantly
less sensitive to variations. Note that all inverters of which the sizing is not explicitly
mentioned in Fig. 5.14 were implemented minimally (a relative sizing of 1) in the
90 nm node, whereas in the 40 nm case they were implemented with a relative sizing
of 5 to reduce the sensitivity to variations. This upsizing is only used in the timing
block, the MAC implementation is sized as explained earlier.

The main considerations that had to be taken into account when designing the
timing were:

• Ensure the non-overlap time between the REG clock signals: The non-
overlap time between en_a and en_b is controlled by the non-overlapping clock
generator. The gray shaded area herein indicates the inverter chain which is
inserted to increase the non-overlap time of the clock signals. So that under
all variations there would never occur any overlap, a chain of 4 respectively 6

inverters was sufficient for 90 nm and 40 nm.
• Ensure the non-overlap time between the FB clock signals: In MAC mode,

the FB latches work as REG latches and therefore a non-overlap time between
en_MAC and en_FB is required. This is ensured by matching the paths of both
signals as good as possible, which was obtained by having the exact same amount
of logic gates and inverters in both paths. To reduce mismatch, the muxes in the
FB block are implemented as TG muxes. This was possible because only the
controlling signal of a TG mux needs to be differential.
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• Ensure the non-overlap time between the REG and the FB clock signals:
Since the FB latches work as regular latches in MAC mode, it is imperative that
there is no overlap between en_a/b and en_MAC_b/a (refer also to Fig. 5.13).
In the 90 nm technology, this proved to be not an issue. In the 40 nm node
however, matching of the paths was crucial to satisfy this requirement. A few
measures were taken to match the paths of the regular and the FB clock signals as
meticulous as possible. First of all, dummy inverters and muxes were inserted in
the regular path (Reg Block in Fig. 5.14) to match the delay of the same elements
in the FB Block. Additionally, buffer chain (BC) 2 of the FB Block needed to be
matched to BC 1 of Reg Block. Simply increasing the sizing of the buffers would
unnecessarily increase the energy consumption. Therefore, BC 2 was matched by
adding buffers that increased the fan-out of the previous buffer but that were not
present in the signal path, thus allowing to not increase the size of the following
buffer.

5.2.4 Measurement Results

Figure 5.15 shows the micrographs of both chips. The active area of the 90 nm
version is 310 � 225 
m2, while the 40 nm one is 153 � 153 
m2. This corresponds
to an area reduction of 66 %. According to the classical scaling law, a reduction
of around 80 % is expected, but this law does not apply anymore since the
transistor area and wiring pitch do not scale likewise in advanced nanometer CMOS

Fig. 5.15 Chip micrograph
of the 16-bit MACs: (a)
90 nm MAC [9] and (b)
40 nm MAC [10]
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Table 5.3 Comparison of measurement results of the 16-bit MAC in both
technologies [10]

CMOS Technology 90 nm 40 nm Difference

# of measured dies 34 20

Active area Œ
m2� 225 � 310 153 � 153 �66 %

Vdd;min [mV] 150 180 C20 %

Clock frequency [MHz]

@ Vdd;min 5:0 12:0

@ 190 mV 10:48 17:06 C63 %

@ 250 mV 31:88 53:48 C68 %

�=� @ 190–290 mV 16:77 % 11.93 % �29 %

Energy/operation [pJ]

@ Vdd;min 0:97 1:43

@ 190 mV (MEP) 0:87 1:32 C51 %

@ 250 mV 1:10 1:61 C46 %

�=� @ 190–290 mV 7:94 % 6.10 % �23 %

EDP ŒpJ: 
s�

@ 190 mV 0:088 0:079 �11 %

@ 250 mV 0:035 0:031 �14 %

Leakage power Œ
W�

@ 190 mV 3:90 14:18 C364 %

@ 250 mV 5:96 26:60 C447 %

technologies. Scaling according to transistor area results in a reduction of 50 %
and according to wiring pitch �44 %. To conclude, the 40 nm version has scaled
exceptionally well compared to the 90 nm version.

All measurement results provided below are for the MAC mode. Measurements
of the two other modes produce very similar results. To study the variation-resilience
of both designs, a significant number of dies was measured in both technologies: 34

dies for the 90 nm case and 20 for the 40 nm case. All important specifications of
the measurement results are summarized in Table 5.3.

Figure 5.16 provides the distribution of the measured minimal supply values of
both chips at which the dies were still functional. Measurement results show that
Vdd;min of the 90 nm MAC is 150 mV, and the 40 nm MAC is able to work down to
180 mV. The measurements thus demonstrate a very good match with the practical
Vdd;min values of 158 mV and 186 mV respectively, which were theoretically derived
in Sect. 2.3.1.

As derived from Fig. 5.16, the mean values of Vdd;min are 182 mV for the 90 nm
MAC (� D 19:7 mV) and 200 mV for the 40 nm version (� D 12:1 mV).

Figure 5.17 compares measurement results of the first and the second prototype
of this book. Since these were fabricated in the same technology, a frequency
comparison between the two designs provides meaningful insights in the impact
of the different optimized design decisions for the MAC design. Remember that
the main optimizations are the differential implementation of TG logic, the fully
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Fig. 5.17 Comparison of mean results of clock frequency measurements of multiple dies of the
first prototype (90 nm adder) and the second prototype (90 nm MAC), as function of Vdd

differential latch and the increased pipeline stage length from 1 to 2 logic gates,
which are all expected to drastically increase variation-resilience. First of all, this
is verified by the fact that the MAC is functional down to a significantly lower
Vdd;min of 150 mV, compared to the 190 mV of the adder, which can be attributed to
the enhanced variation-resilience. Second, the frequency comparison of Fig. 5.17
shows that for the same supply voltage, the MAC is able to operate at a clock
frequency equal or higher than the one of the adder. The impact of timing variations
is thus drastically reduced, because the clock frequency improves at the same supply
voltage, although the pipeline stage length is doubled in the MAC.

The remainder of this section will focus on the comparison of the measurement
results of both MACs in different technologies. The upper plot of Fig. 5.18 shows the
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measured maximum operating frequencies at which each die was able to function
correctly at a certain Vdd. At 190 mV, a mean clock frequency of 17:06 MHz is
obtained with the 40 nm MAC, which is 63 % higher than the mean frequency
of 10.48 MHz of the 90 nm MAC at that supply. For a supply ranging from 190

to 290 mV, the 40 nm MAC achieves a mean clock frequency improvement of
approximately 66 % over the 90 nm MAC. In the same supply range, the mean
variation �=� is 11.93 % for 40 nm and 16.77 % for 90 nm, thereby illustrating the
variation-resilience of both designs. To conclude, the 40 nm MAC is able to operate
significantly faster than the 90 nm MAC for the same supply voltages. Moreover, it
also achieves a better variation-resilience than the 90 nm MAC, with a reduction of
29 %. This can be explained by the fact that for the same Vdd, the 40 nm transistors
are further away from the sensitive sub-threshold region due to their lower VT.
Finally, these measurement results thus show that technology scaling is beneficial
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for sub- and near-threshold circuits in terms of clock frequency. Note also that the
expected decrease of delay is accomplished when going from 90 nm to the smaller
40 nm technology, as opposed to what the simulations suggested (recall Sect. 2.3.3).

The total energy consumption per MAC operation is shown in the lower plot
of Fig. 5.18. Extra on-chip circuitry makes it possible to do at-speed energy
consumption measurements while applying arbitrary inputs (recall Sect. 4.5). The
MEP of both designs coincides at 190 mV, where the 40 nm MAC consumes 1:32 pJ
per operation, which is an increase of 51 % compared to the 0:87 pJ of the 90 nm
MAC. For the 190 to 290 mV supply range, the energy consumption of the 40 nm
version is 46 % higher than the 90 nm MAC.

Whereas the variation-resilience still improves, unfortunately the energy con-
sumption deteriorates considerably. This total energy consumption consists of a
static and a dynamic component. The dynamic energy is expected to decrease with
scaling, and the static or leakage energy will increase. In this comparison, the
dynamic energy scaling does not completely follow the ideal scaling laws, as the
sizing of the basic building blocks (see Sect. 3.4) and the timing (see Sect. 5.2.3.3)
is changed. Moreover, in reality, technologies do not scale according to the ideal
scaling laws e.g. wire capacitances do not scale as well as transistor capacitances.
Regarding the leakage component, Fig. 5.19 provides the measured absolute leakage
power and relative contribution to the total power consumption as function of Vdd.
The increased total energy consumption can mainly be attributed to the increased
leakage. At a supply of 190 mV, the leakage contribution of the 90 nm MAC to
the total power consumption is 43 %, while the 40 nm MAC is dominated by a
leakage contribution of 63 % at that point. Moreover, not only the relative leakage
contribution increases, but the absolute leakage power increases drastically as well,
e.g. from 3:9 
W to 14:2 
W at 190 mV. The leakage component in the total
power consumption thus increases substantially for the same supply voltage, thereby
explaining the increased total energy consumption.

The question is now: is it advisable to go to advanced nanometer technologies for
ultra-low-voltage designs? From an area perspective, it certainly is. Furthermore, the
operating frequency increases drastically, but so does the energy consumption per
operation. To be able to make a fair comparison between these last two metrics, the
EDP is the adequate FOM. The EDP as function of the supply voltage is given in
Fig. 5.20. The EDP is calculated as the energy consumption per operation divided by
the clock frequency (or throughput) of the MAC. It is not calculated by multiplying
energy by the total latency, since the throughput is the metric that indicates the
number of inputs that can be calculated in a certain time period for pipelined
systems. In terms of EDP, the 40 nm design outperforms the 90 nm version, with
a reduction of 13 % for the 190 to 290 mV supply range.

To conclude, in an application where energy consumption is of vital importance
and speed is of much lower concern, the 90 nm version is the more suitable technol-
ogy of both, whereas from an area point of view, the 40 nm version is recommended.
From an EDP perspective, it depends on whether the ultra-low-voltage design is
used in an application or a larger system with a fixed supply voltage, where the
40 nm version performs better at a single given supply voltage, or whether the
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supply voltage can be freely chosen. In the latter case, it is possible to operate the
90 nm MAC at the same frequency and a slightly higher supply voltage as the 40 nm
version, while achieving a lower energy consumption and hence a lower EDP.

Previous work also predicted that the static energy increases dramatically with
technology scaling and that this trend can compromise scaling benefits. However,
the prediction of the technology node at which this compromising point will occur
differs. As stated in [2], the minimum energy consumption increases for the same
design when going from a 90 nm technology to a 45 nm node. In [1], it is found
that the static energy increase will specifically be dramatic at the 32 nm node and
that the benefit of scaling in terms of energy consumption will start to diminish
for 45=32 nm technology nodes and below. The authors of [11] stated that by
scaling technology from 0:25 
m to 65 nm, the energy consumption can be reduced
significantly, but that from an energy consumption point of view, there is no clear
benefit to use technologies smaller than 45=65 nm for ultra-low-power purposes.
The authors predict that the EDP will start to slowly increase at the 32 nm node.

With the measurement results of the MAC designs, it is possible to conclude
that, in terms of the energy-performance trade-off, ultra-low-voltage circuits should
be scaled down to advanced nanometer technologies, at least until the 40 nm node.
The benefits of further scaling depend on both the increased leakage, as well as the
increased variations. The domination of static leakage of ultra-low-voltage designs
in advanced nanometer technologies has consequences for the future of scaling.
If, for future technologies below 40 nm, the leakage becomes too high compared
to the increase in speed, there will not be any improvement in EDP at a given
supply anymore for ultra-low-voltage circuits. More precisely, there will come a
point in scaling when the gain of the decreased dynamic energy consumption will
be outweighed by the increase in static leakage and the increased variability. If the
advance in speed is not able to compensate this, the EDP will not reduce and there
will be nothing to gain from further scaling. In this 40 nm technology, the EDP
improves because the balance between speed gain, dynamic energy reduction and
static leakage increase is still positive.

5.2.5 State-of-the-Art Comparison

Table 5.4 provides a state-of-the-art-comparison of ultra-low-voltage MACs. Mak-
ing a comparison between this work and the only other published ultra-low-voltage
MAC [6] is difficult because it is not processed in the same CMOS technology and it
has a different bit length. As shown in the technical specs, the MAC in [6] has been
produced in a 0:14 
m CMOS technology. Therefore, the comparison is made with
the 90 nm version of the MAC since that is the one closest to the technology of the
referenced paper. The architecture differs as well: the referenced design consists of
an 8-bit sequential MAC, i.e. an 8-bit array multiplier followed by a standard 24-bit
ripple carry adder and accumulator.
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Table 5.4 State-of-the-art
ultra-low-voltage MAC
comparison [9]

This work [6]

Technical specs:

Bit length MAC 16-bit 8-bit

Technology node 90 nm 0:14
m

Architecture Pipelined, 8-bit Multiplier +

Interwoven 24-bit Adder

Measured results:

Vdd;min [mV] 150 175

Throughput [MHz] 5.0 0.166

Power [
W] 4.8 0.014

Energy [pJ] 0.96 0.084

EDP [pJ.
s] 0.193 0.508

Table 5.5 Transferred state-of-the-art ultra-low-voltage MAC comparison, to acquire equal bit
length and technology, for operation at Vdd;min [9]

Specifications This work [6]

@ Vdd;min 16-bit ! 8-bit 140 nm ! 90 nm Difference

Vdd [mV] 150 D 150 175 D 175 C17 %

Throughput [MHz] 5 D 5 0.166 �S 0.258 �95 %

Energy [pJ] 0.96 �4 0.24 0.084 �S 0.054 �78 %

EDP [pJ.
s] 0.193 �4 0.048 0.508 �S2 0.210 C438 %

S D 140 � 90 D 1:556

A comparison has been made on reported specifications at the minimal supply
voltages of both designs, shown in the measured results of Table 5.4. [6] is able to
operate at a minimal Vdd of 175 mV, while this work is functional down to 150 mV.
In order to get a meaningful comparison, the specifications have been reworked in
Table 5.5 to acquire equal bit length and technology. First, the measurement results
of this work have been transferred from a 16-bit to an 8-bit design. Second, the
results of [6] are ported from a 140 nm to a 90 nm CMOS technology in an optimistic
manner, without taking into account the increased leakage. This comparison shows
that while the referenced MAC reaches a smaller energy consumption, it also has
a significantly smaller operating frequency. Therefore, this work has a 4:38 times
better EDP for Vdd;min. To conclude, this design outperforms [6] in performance and
EDP.

5.2.6 Conclusion

This section described the design of a 16-bit MAC. The targets of the design of the
second and third prototype were twofold. First, improvements on both the architec-
tural design and the gate-level building blocks have been implemented in the design
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of the MAC to enhance the overall variation-resilience. These changes—differential
TG logic, fully differential latches and increased pipeline stage length—resulted
in an improved clock frequency, reduced minimal supply voltage and increased
variation-resilience, and were therefore successfully validated.

Second, the MAC has been used as a test vehicle to study the effects of CMOS
technology scaling. The design changes which were necessary for the technology
scaling have been extensively discussed. Afterwards, the measurement results have
been compared in detail in order to determine the benefits and disadvantages of
scaling of ultra-low-voltage circuits. The measurements demonstrate a drastically
improved operating frequency at the cost of a higher energy consumption, resulting
in a reduced EDP at a given supply voltage for the 40 nm MAC. Scaling to the
40 nm node is beneficial for ultra-low-voltage designs in terms of area, in terms of
operating frequency and EDP at a fixed Vdd, but not in terms of energy consumption.
It is shown that the effect of scaling on the EDP for such designs will be positive
as long as the static leakage is kept under control. Although advanced nanometer
CMOS technologies suffer from an increased variability, measurements show that
both MACs are still variation-resilient.

5.3 Conclusion

The design strategy and methodology which has been thoroughly discussed in the
previous chapters has been implemented in three different prototypes in this chapter.
Successful measurements of these prototypes have validated the proposed gate-level
building blocks and architecture. Extensive comparison between the results of the
three chips allowed to not only implement significant improvements, but also to
research the influence of CMOS technology scaling. The obtained insights will be
used for the design of the fourth and final prototype of this book in the following
chapter.
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Chapter 6
JPEG Encoder

This chapter presents the design and measurement results of the fourth and final
ultra-low-voltage prototype. Since signal processing applications are the focus of
this book, a JPEG encoder is chosen as a representative DSP block to validate the
design strategy which has been proposed in all the previous chapters. The purpose of
the JPEG encoder is to demonstrate that the proposed circuit and architectural tech-
niques are generally applicable in any large and complex ultra-low-voltage Digital
Signal Processor (DSP) design. The targets of this prototype remain unchanged:
operation at ultra-low supply voltages to enable a high energy-efficiency, operating
frequencies in the range of n � 10 MHz and high variation-resilience. The design
efforts which are made to accomplish these targets are profoundly discussed in this
chapter. The JPEG encoder is fabricated in a 40 nm CMOS technology [17].

Section 6.1 explains why the JPEG encoder is chosen as a proof of concept for
any large DSP block, while Sect. 6.2 provides an overview of the JPEG encoding
algorithm and the division of the various subblocks which realize this algorithm.
The general architectural and gate-level design choices for this ultra-low-voltage
prototype will be discussed in Sect. 6.3.

Section 6.4 covers the detailed design of the subblocks of the JPEG encoder, with
a focus on how the research targets—high energy-efficiency, speed and variation-
resilience—are achieved. The measurement results will be examined profoundly
in Sect. 6.5, whereas Sect. 6.6 provides an extensive state-of-the-art comparison
between all published ultra-low-voltage processors in advanced nanometer CMOS
technologies.

Provided that some initial design targets of this prototype are revisited, improve-
ments are possible in the lookup tables of this JPEG encoder. These will be
discussed in Sect. 6.7, where these tables are used as a case study to explore circuit
techniques for increasing their energy-efficiency [18]. Finally, Sect. 6.8 concludes
this chapter.

© Springer International Publishing Switzerland 2015
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6.1 Proof of Concept

The aim of this chapter is to design a complete, sufficiently large DSP block that
advances the state-of-the-art by not only reaching very low energy consumption, but
also clock frequencies of tens of MHz, while providing high variation-resilience.
Since a JPEG encoder is a representative DSP block, it serves as an interesting
design case to validate the proposed design strategy of this book for any DSP
application. The JPEG encoder consists of a large datapath, control logic and
requires memory. It is fabricated in a 40 nm CMOS technology [17].

The design of this fourth prototype builds further upon the insights acquired
when designing and measuring the three datapath prototypes of Chap. 5. Moreover,
this prototype reuses the adder and the MAC design, as will be discussed later.
Furthermore, the design strategy is expanded to control logic and memory as
well. A focus is given on how to implement this control logic and memory in
a highly energy-efficient manner for ultra-low-voltage operation. The intention of
this prototype has been to operate at a slightly higher supply than the previous
prototypes, in order to be able to have a longer pipeline stage length while
guaranteeing robustness.

6.2 JPEG Encoding Algorithm

Figure 6.1 visualizes the functionality of the JPEG encoder, as well as its main
building blocks. The implemented JPEG encoder is compliant with the baseline
sequential mode of the Joint Photographic Experts Group (JPEG) image compres-
sion standard [20]. In the JPEG algorithm, an image is split into blocks of 8 by 8

pixels. These pixels are represented by 8-bit integers.
The 8 � 8 blocks are then used as inputs for the first building block, which is

the two-dimensional Discrete Cosine Transform (DCT). This 2D-DCT transforms
the blocks of 8 � 8 pixels to the frequency domain. The upper left coefficient of the
DCT output is the DC frequency, while the 63 other coefficients are AC coefficients.
The AC frequencies in the upper left corner are the lower frequency values, while
the 63rd coefficient in the lower right corner is the highest frequency component.
The advantage of performing DCT is that most of the energy of the original block is
concentrated in the lower frequency components of the DCT output. Therefore, the
higher frequency components have very low values, equal to or slightly higher than
zero. As can be seen in Fig. 6.1, the 2D-DCT temporarily increases the number of
bits as the DCT coefficients are represented by 15-bit numbers.

The following building block is the so-called quantization, which defines the
amount of compression of the JPEG image. In the quantization, the block of DCT
coefficients is divided by a quantization matrix of 8 � 8 coefficients, which is stored
in the quantization table. Each DCT coefficient is scaled with a separate quantization
coefficient, because the sensitivity of the human eye differs for different frequencies,
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Fig. 6.1 Block diagram of the JPEG encoder

i.e. it is much more sensitive to low frequency components than it is to higher
frequency components. Larger values of quantization coefficients provide greater
compression. To summarize, this building block controls the compression rate and
thus the quality of the final image. After the quantization, the number of bits needed
to represent all possible values has reduced to 12-bit.

In the following step, the quantized 8 � 8 block is reordered. This happens in
a zigzag-order so as to group similar frequencies. This array of frequencies can
then be efficiently coded by the Huffman encoding. After the quantization, the
amount of zero values has increased considerably, especially in the higher frequency
components. Huffman encoding takes advantage of this by only coding non-zero
AC values and by simultaneously including the amount of preceding consecutive
zeros, which is called runlength, within this code. Huffman codes do not have a
predefined length, but rather variable lengths. These lengths are based upon the
estimated occurrence of the combination of a non-zero value and a certain runlength
of zeros. DC and AC frequencies are encoded separately, according to the codes
provided in the DC and AC Huffman tables, respectively.

To conclude, essential to know is whether a building block contains simply a
logic function or if it also needs memory. The 2D-DCT can be seen as a large and
complex datapath, while both the quantization and the zigzag & Huffman coding
blocks have relatively less logic but require stored data in lookup tables.
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6.3 Ultra-Low-Voltage Design

From an architectural point of view, the JPEG encoder has a latch-based pipelined
architecture, as do the three other prototypes. Deep pipelining is used in this proto-
type as well, although the pipeline stage length has been increased in comparison
with the MAC design in the same 40 nm CMOS technology. Since the 40 nm
MAC has been employed to study technology scaling, the pipeline stage length
had to remain equal to the 90 nm Multiply-Accumulate Unit (MAC) to allow a fair
comparison. Hence, the same pipeline stage length of 2 logic gates as the 90 nm
MAC was used.

The aim of the JPEG encoder was to increase the pipeline stage length in order
to cope with timing variations even more effectively. Performing the analysis of
Sect. 4.2.2 for the 40 nm technology at hand revealed that the maximum allowable
logic depth could be increased to three logic gates provided that the target supply
voltage also increased slightly. According to the simulation results of the analysis,
the target Vdd;min should be 230 mV. Therefore, this value has been used for the
functional verification simulations of the system and its subblocks. The measured
Vdd;min will turn out to be 210 mV, as will be shown later in the measurement results
of Sect. 6.5. To conclude, a maximal pipeline stage length of three consecutive logic
gates has been used for the design of the JPEG encoder.

From a gate-level perspective, the implementation choices of logic gates and
latches are the same as for the 40 nm MAC, as those were successfully validated
during measurements. Differential TG logic has been employed, and the sizing of
the logic gates and the latches is as discussed in Sect. 3.4. The latch has again been
implemented in a fully differential manner.

6.4 Implementation

In this section, the different building blocks will be discussed in detail. Note that this
entire JPEG encoder has been designed in a custom design flow with transistor-level
simulations.

6.4.1 Timing

The JPEG encoder consists of a latch-based pipelined architecture. The entire chip
functions in a single voltage and clock domain. The clock is distributed throughout
the chip by a clock tree. Non-overlapping clocks (en_a and en_b) are used to
avoid possible race conditions. The timing block in Fig. 6.1 thus consists of a Non-
Overlapping Clock Generator (NOCG) and the complete clock tree, as visualized
in Fig. 6.2.
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Fig. 6.2 Implementation of the timing of the JPEG encoder

The implementation of the NOCG has been discussed in Sect. 4.3.3. It is equal
to the one used in the 40 nm version of the MAC (as explained in the timing part
of Sect. 5.2.3), as this is the same technology and the measurements of that chip
verified successful functionality.

The clock tree is designed in a fully custom manner, using parasitic extractions
to determine wire capacitances. The NOCG is situated left to the JPEG encoder in
the middle of the layout. From there, the enable signals are distributed by the clock
tree to the rows of latches. Recall Fig. 4.13 which shows the systematical layout
structure employed for the prototypes: each latch in one row is clocked by the same
enable signal. Clock skew between latches of the same row is minimized because
enable signals of one row are delivered by the same buffer, as shown in Fig. 6.2.

The wire capacitance of a row has been combined with the capacitance of the
latches on that row to determine the total capacitance. Since the capacitance of the
latches is directly proportional to the amount of latches, the row with the highest
amount of latches has been used as reference case. A unit buffer of size 64 proved
to be sufficient to drive that worst-case row with a fan-out of 4. This unit buffer has
then been used in the entire clock tree. An optimization has been carried out for rows
which contained only a small amount of latches: the buffer is shared between two
rows in that case. Using this methodology, a clock tree of depth 6 has been obtained.
Further timing verification has been performed with transistor-level simulations.
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6.4.2 2D-DCT

Figure 6.3 shows the implementation of the 2D-DCT. The separability property
of the 2D-DCT allows the transform to be calculated one dimension at a time.
Therefore, the 2D-DCT is implemented as a sequence of two 1-dimensional DCTs
with a transpose matrix in between: the first 1D-DCT is calculated row-wise, and
the second in column-order.

The 1D-DCT algorithm is visualized in Fig. 6.4 and is based on the algorithm
proposed in [11]. It contains six calculation stages: 5 stages use addition or
subtraction and 1 stage requires multiplication. The 2D-DCT is deeply pipelined,
as explained before.

The implementation of the 1D-DCT is shown in Fig. 6.3. Each stage consists
of a control block, a register block, operand muxes and a 15-bit adder/subtracter
or multiplier. The register block has two columns: in the first column, the next
eight coefficients are serially clocked in, while the second column holds the
current eight coefficients for eight clock cycles to start the calculations required
for the eight coefficients in the subsequent stage.

The operand muxes fetch the correct operands for the calculation at hand, and
are controlled by the sel_mux signal from the Finite State Machine (FSM) in the
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control logic. The FSM also indicates through the sel_+/- signal whether an addition
(sel_+/- low) or a subtraction (sel_+/- high) is needed, when required. The 3-bit
counter keeps track of the calculation sequence and controls when to perform the
parallel shift from the first to the second column in the register block, as indicated
by the sel_parallel signal. The FSM uses the counter output to determine its current
state. The counters are continuously running, and are reset by an initial reset signal
which flows through the control logic and resets all counters at the moment of arrival
of the first useful data.

The 15-bit adder used in 5 of the stages is a modified version of the Han-Carlson
adder of Chap. 5. It is adapted to a 15-bit version with carry-in (for the subtraction)
and is implemented with differential TG logic and pipeline stages of length 3. The
implementation of the adder/subtracter is shown in Fig. 6.5. As mentioned before,
its operation is controlled by the sel_+/- signal from the FSM.

The 15-bit multiplier is a Modified Baugh-Wooley multiplier, based on the MAC
of Chap. 5, with similar implementation changes as the adder. As opposed to the
addition stages where the operands consist of two coefficients which change every
cycle, a certain coefficient is always multiplied with one of the fixed multiplier
factors m1W4 in stage 4. These multiplier factors come from a one-hot decoded
lookup table.

In all stages but stage 1, the 1D-DCT algorithm of Fig. 6.4 consists of less
than 8 calculations, since sometimes a subsequent coefficient is just a copy of
a current coefficient. An option would be to power gate the calculation unit at
that moment which would cost extra control logic and power gating transistors.
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A bypass path to transfer the coefficient to the next stage should then be inserted.
However, all this extra circuitry adds to leakage. It proved to be more energy-
efficient to use the already present adder/subtracter or multiplier without inserting
extra circuitry and complexity. The coefficient to copy is then simply added with 0

(output of the operand muxes is 0 when no coefficient is selected) or multiplied with
1 (implemented as an extra multiplier factor m0).

The transpose matrix (see Fig. 6.3) consists of two blocks of 8 � 8 registers
combined with a counter which provides a pulse when parallel shifting is needed.
The input data is serially read in row-order in the first block, then copied in parallel
to the second block from which it is serially read out in column-order. All individual
registers (abbreviated to R) mentioned in this design consist of two consecutive
latches (abbreviated to L), which are implemented as shown in Fig. 3.31b.

6.4.3 Quantization

Figure 6.6 provides the implementation of the quantization block. The quantization
is calculated by a 15-bit multiplier which is identical to the multipliers used in the
2D-DCT.

With the implemented 2D-DCT algorithm, it is necessary to scale the 2D-DCT
output by a scaling matrix. This is performed without introducing extra hardware,
as it is incorporated in the quantization by scaling the quantization coefficients in
advance. These scaled quantization coefficients are then stored in the quantization
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table. Since all multiplier factors will be accessed in cyclic order, the table is
efficiently accessed by a one-hot decoder instead of a regular decoder which would
require extra input and control logic. This one-hot decoder consists of a register
loop, where the first register R0 has a different implementation than the 63 other
registers to correctly synchronize the loop with the start_pulse signal. The one-hot
decoder is reset by a reset signal at startup and is synchronized by a start signal
which comes from the 2D-DCT at the moment of arrival of the first useful data.

6.4.4 Zigzag Matrix and Huffman Encoder

Figure 6.7 shows the different subblocks of the zigzag matrix and the Huffman
encoder. The zigzag matrix is implemented in a similar manner as the transpose
matrix, but the output of the second block is now serially shifted out in zigzag-
order (as visible in Fig. 6.1). The various subblocks of the Huffman encoder will
now be discussed in detail. The subblock division is loosely based on [11], but
the detailed implementation is very different and many optimizations have been
performed. In the following figures, the � symbol indicates a delay line of x latches
with x given as PP D x.

The output of the Huffman encoder consists of two words: hehufco, amplitudei.
The first word is the Huffman code to represent a coefficient and the second word
is the amplitude of that coefficient and is only included if the coefficient is not
equal to zero. Both have variable lengths, their bit lengths are therefore indicated by
the Huffman size symbol ehufsi and by the so-called magnitude category symbol,
respectively.
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Fig. 6.7 Implementation of the zigzag block and the Huffman encoder
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6.4.4.1 FSM

The FSM generates signals necessary for the Huffman algorithm, which are visible
as inputs for the Huffman calculator in Fig. 6.8. The is_dc and is_last_ac signals
indicate if the current value coming from the zigzag block (called value_zz) is
coefficient 0 or coefficient 63 of the block, respectively. Both signals can be
derived from the counter output of the zigzag matrix. The is_last_block signal
is a global signal which indicates if the current block is the last 8 � 8 block to
encode, a signal necessary for the upcoming valid checker block. Two reset signals,
i.e. reset_dc_prev_reg for Huffman calculator and reset_valid_checker for valid
checker, are derived from the reset signal of the zigzag counter.

6.4.4.2 Huffman Calculator

The Huffman calculator block performs calculations necessary for the encoding
further on, and realizes the different steps needed for DC or AC values, as required
by the JPEG standard [20]. Four different steps can be distinguished in the Huffman
calculator: store previous DC value, calculate DC difference, decrement negative
value and the category selection & zero runlength detector step. These will all be
discussed in detail.

While AC values are encoded as such, for DC values the difference between
the current DC value and the DC value of the previous block is encoded. Since
there is usually a strong correlation between the DC values of adjacent blocks and
DC values frequently contain a significant fraction of the total image energy, this
special treatment of DC values is expected to be worthwhile [20]. The previous DC
value thus needs to be stored, and the DC difference calculated, as visualized in
Fig. 6.8. Signal reset_dc_prev_reg from the FSM resets the register that holds the
previous DC value at startup to ensure first subtraction with 0. If the AC value or
the DC difference consists of a negative number (which can be derived from the
Most Significant Bit (MSB) of value), it needs to be decremented by 1, which is
also performed in the Huffman calculator. Because of this required decrementing
step of negative two’s complement numbers, positive and negative numbers will be
represented by their exact inverse binary format.

In the last step, the magnitude category for the calculated coefficient has to be
selected for both DC and AC coefficients. The category selection can be achieved
by a small combinational circuit instead of a large lookup table with decoder, as
suggested by [11]. The implementation of the category selection in the current JPEG
encoder only uses 2-input logic gates and is optimized to have a small pipeline depth
and to have an as low as possible amount of gates to reduce the energy consumption.

Figure 6.9 shows the category selection block which converts the 12-bit coeffi-
cient in four pipeline stages to the 4-bit category which represents the magnitude of
the coefficient. The XNOR gates in the light gray shaded area in the beginning make
use of the fact that positive and negative binary numbers are their exact inverse,
since the output of this XNOR step will be identical for a positive number x as
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Fig. 6.9 Implementation of the category selection block inside the Huffman calculator

for its negative equivalent �x. The dark gray shaded area represents in fact a very
long chain of AND gates, to systematically perform an AND operation on all output
bits of the XNOR step. This AND chain detects the position of the highest first
significant bit of the coefficient, which is important to determine the category of the
coefficient. However, a chain of ten AND gates becomes a long path. Therefore,
this has been optimized to the AND structure in the dark gray shaded area which
performs the same operation with significantly less delay at the penalty of a higher
gate count. The remaining logic gates of the category selection block are used to
detect the exact value of the coefficient.

Note that each pipeline stage in this specific block only contains a maximum
of two consecutive logic gates. The motivation for this is that the Zero RunLength
(ZRL) detector block in parallel requires four pipeline stages. For timing variability
reasons, it is thus better to balance the eight consecutive logic gates of the category
selection block in the same amount of pipeline stages as the ZRL detector, instead of
calculating them with maximum logic depth in a stage less. In Fig. 6.9, latches are
inserted at the intersections of signal lines and the dashed latch lines. In general,
when a block requires a certain pipeline depth, the pipeline stages of blocks in
parallel have been balanced as much as possible throughout the entire design.

The Huffman encoder aggregates zero coefficients into runs of zeros (called
runlength) to increase coding efficiency. A runlength is then combined with
the magnitude category of the non-zero coefficient which terminates the run to
determine the correct Huffman code [15]. The ZRL detector measures the runlength
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Fig. 6.10 Implementation of the ZRL detector block inside the Huffman calculator

by counting the number of zeros preceding a non-zero AC coefficient, as visible in
Fig. 6.10. This block also detects two special codes, i.e. ZRL (flag_zrl) and EOB
(flag_eob). The ZRL code is used for the rare case in which the run of zeros is very
long. ZRL codes a run of 16 zeros, while End-Of-Block (EOB) codes an end-of-
block condition which is inserted when the remaining AC coefficients are all 0. In
the rare case in which the 63rd coefficient is not 0, EOB is not coded.

The amplitude output of the Huffman calculator (Fig. 6.8) consists of 11-bit since
the MSB can be discarded after the step of decrementing negative values by 1.

6.4.4.3 Valid Checker

Only valid signals are Huffman encoded, i.e. DC, ZRL, EOB or non-zero AC
values. The zero-valued AC coefficients should therefore be removed from the
stream of coefficients. The valid checker block is shown in Fig. 6.11. It determines
whether a coefficient is valid. The load signal in this block is thus only set to high
whenever such a valid coefficient arrives. As can be seen in Fig. 6.10, part of the
load logic (signal load_reg_int) has been efficiently inserted in the ZRL detector in
the previous Huffman calculator block because an extra pipeline stage due to too
many cascaded gates could thereby be avoided.

The valid checker consists of a set of four consecutive registers in which only
valid coefficients are loaded. The registers save all necessary information for the
following table access block. The output valid signal is only set to high during 1

clock period, which explains the different implementation without feedback of the
4th valid register, compared to the other three valid registers.

As required by the Huffman encoding algorithm, no ZRL symbols may directly
precede an EOB symbol. Since the Huffman calculator will only add an EOB
symbol at the position of the last, 63rd coefficient, it is possible that a maximum of
3 ZRL symbols are directly preceding the EOB. Therefore, they should be removed,
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Fig. 6.12 Implementation of the ZRL modifier logic inside the valid checker

which is why there are four registers. The ZRL modifier logic performs this task, its
implementation is shown in Fig. 6.12. The ZRL modifier block ensures that a ZRL
signal is reset whenever there is an EOB symbol directly following one or more
consecutive ZRL symbols. It lets all other ZRL symbols pass. Because this logic
requires a pipeline depth of 2, the other register outputs need to be delayed as well,
as can be seen in Fig. 6.11.

The load signal will remain high when the last AC coefficient of the very last
8 � 8 block of the image arrives at the valid checker (load_lb), because otherwise
the valid data in registers 1�3 will never get clocked through. By using load_reg as
input signal for the 1st valid register, the output valid signal will only remain high
until the last AC coefficient is clocked through. The reset_valid_checker signal from
the FSM resets the valid and load_lb registers at startup.

6.4.4.4 Table Access

Figure 6.13 visualizes the implementation of the table access block. Its task is to
retrieve the correct ehufco and ehufsi codes from the DC and AC Huffman tables.
In the DC case, only the 4-bit category is needed, while for the AC case, both
the category and the 4-bit runlength are necessary to determine the correct codes.
Regular decoders are used to fetch data from the DC and AC tables. To minimize the
switching energy of the tables, the input of their decoders is gated when the table is
not accessed. The input gating is performed by adding logic gates which ensure that
a non-existent entry of the decoders is then accessed by cat_dc or the combination
of cat_ac and rl_ac.
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Fig. 6.13 Implementation of the table access block of the Huffman encoder

Table 6.1 JPEG lookup
table specifications

# Entries # Bits/entry

Quantization table 64 12

DC Huffman table 12 20

AC Huffman table 162 20

6.4.5 Lookup Tables

There are three lookup tables used in the entire JPEG encoder: the quantization, DC
and AC Huffman tables. The specifications of the different tables can be found in
Table 6.1. Figure 6.14 shows the table implementation: a table consists of a decoder,
a register matrix and entry selectors. As mentioned before, the Huffman tables use
a full address decoder for which they receive an address from the Huffman encoder,
while the quantization table can be implemented with an energy-efficient one-hot
decoder. The output of the decoders consists of n word lines wli which are used as
inputs for the entry selectors. Latches are inserted at the word line outputs of the full
address decoders, to limit the number of required latches in the entry selectors inside
the register matrix. These extra latches are not necessary for the one-hot decoder
because it consists solely of a register loop.

The tables are implemented as register matrices. They are not implemented as
SRAM memories because the energy consumption of SRAMs is dominated by
standby leakage, rather than by dynamic energy. This stands in contrast to the
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Fig. 6.14 Implementation of the lookup tables

main argument for working in the ultra-low-voltage region, which is reducing the
dynamic energy consumption. The most limiting factor of sub- or near-threshold
SRAM is that its speed is very low [4], and would be, in fact, too low for this
design, as will be seen from the measurement results later in Sect. 6.5. This is
the primary reason why register matrices, which do enable sufficient speed at the
same supply voltage of this design, are used. Moreover, for the required number
of bits, the peripheral area and energy overhead of SRAM would be too high.
Furthermore, standard SRAM requires ratioed logic, which is undesirable due to
the high sensitivity to variations of ultra-low-voltage circuits. If a second voltage
domain would be allowed, lookup table improvements would be possible, as will be
discussed in Sect. 6.7.

The register matrix is serially written at startup and is from then on only accessed
for reading words. At startup, the data is serially clocked in into the register matrix,
as visible in Fig. 6.14. After startup, the slave (S) latch of the table registers stores
the data, while the master (M) latch is only necessary during the serial clocking in.
To significantly reduce the leakage of the register matrices, the master latches are
therefore power gated. Their ground supply is the same as the overall ground Vss,
but their power supply Vdd;master is a separate supply which is pulled to ground after
startup.

The implementation of the table registers is also shown in Fig. 6.14. The latches
have the same fully differential topology as all the latches in this design. However,
the table registers are different compared to the other registers: inverters are added
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Fig. 6.15 Visualization of sneak leakage path problem with table register. Inverters are added at
the outputs of the slave latch to overcome this

at both complementary outputs of the slave latch. Because of the large load for
the word lines, both in terms of capacitance due to the high amount of logic gates
attached to them and in terms of wire capacitance, they were buffered in the decoder.
However, when applying intra-die variations through MC simulations, in a few cases
the data stored in the slave latches became compromised, as visualized in Fig. 6.15.
This problem was due to the fact that the complementary word line signals were
sometimes not perfectly differential due to mismatch. While this does not pose a
problem in a regular setting without buffers since all logic gates are slow at ultra-low
supply voltages, the buffers make the transition edges much sharper and therefore
enlarge the very small 1 � 1 overlap of the wl signals. In that case, sneak leakage
paths in the AND gates in the entry selectors can compromise the outputs of the
slave latch and even its saved state if that latch is weakened by intra-die variations.
When one of their output levels is severely corrupted, the cross-coupled inverters
will at some point flip and the table register will lose its saved value. Since the
weakened slave latch is in lock, the cross-coupled inverters aggravate the situation
considerably by suddenly flipping state.

One option to resolve this issue would be to lower the mismatch by upsizing
the buffers and the latch before them in the decoder. However, the entire decoder
(i.e. the logic and latches) would hence need to be upsized to be able to drive these
upsized buffers. This brings a large cost in energy consumption, both in leakage
and in dynamic energy. Therefore, inverters are added at the output signals of
the slave latch so that even if the sneak leakage paths would interfere with the
output of the inverters, the table register would never lose its saved data. Extensive
MC simulations confirmed that this last option solved the issue. Because the data
in the tables does not change anymore after startup, these inverters only add to
leakage and do not consume switching energy during JPEG encoding operation.
Moreover, the added leakage of the extra inverters is also partially compensated
from 2 to 1:5 times more leakage by downsizing the inverters in the slave latch
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(WnMOS D Wmin and WpMOS D 5 � Wmin) because their necessary drive current
was reduced. To conclude, the implementation with extra inverters is necessary to
guarantee correct functionality.

The entry selector (see Fig. 6.14) has AND gates in its first stage, while the
remaining stages are used to perform an n-input OR operation, implemented with
a tree of 2-input OR gates. If the number of inputs is not a power of 2, a tree
equalization technique is employed to guarantee a symmetrical OR tree: few dummy
OR gates are inserted to ensure equal path delay.

Note that both the decoder and the entry selectors are implemented using the
same methodology as the rest of the JPEG encoder, i.e. they are pipelined and a
pipeline stage has maximally three consecutive Transmission Gate (TG) logic gates.
However, because of the long wires in the entry selectors, the delay of those pipeline
stages must be simulated so that it does not exceed the delay of a regular pipeline
stage. Through parasitic extractions, the wire capacitances are determined. These
are incorporated in a delay check method which compares both delays and adjusts
a certain pipeline stage or inserts buffers where necessary.

6.5 Measurement Results

The JPEG encoder is fabricated in a 40 nm CMOS technology. To prove that the
chip is fully functional, a raw micrograph of a die was taken. This image was split
into 8 � 8 blocks and these were fed as an input to the chip. The chip then JPEG
encoded the raw image. Figure 6.16 thus shows a JPEG image of the chip which
was encoded through the chip itself.

Figure 6.16 also highlights the various building blocks and their respective active
areas. The total active area of the JPEG encoder is 0:557 mm2. The dense layout of
the JPEG encoder is carried out using DPG, as explained in Sect. 4.4.2. An exception
is the layout of the three tables, which was done manually because their regularity
allowed an optimized structure. Table 6.2 gives the pipeline depths of the different
subblocks, as well as the total pipeline depth of the JPEG encoder.

Measurements on the JPEG encoder were performed on a total of 26 dies, in order
to be able to adequately study the variations. Figure 6.17 provides the distribution
of the measured minimal supply values at which the dies were still functional.
Measurement results show that the Vdd;min of the JPEG encoder is 210 mV, which
is lower than the expected 230 mV, as discussed before in Sect. 6.3. However, the
mean value � of Vdd;min out of the 26 dies is 232 mV with a standard deviation � of
12:2 mV.

The upper plot of Fig. 6.18 shows a boxplot of the measured maximum operating
frequency as function of Vdd. At the minimal supply of 210 mV, a clock frequency
of 5 MHz is achieved, as visible in Fig. 6.19, which zooms in on the ultra-low-
voltage region. The targeted speed of at least tens of MHz has thus been obtained.
Frequencies of up to 275 MHz are possible with supplies from 210 to 550 mV.
Frequencies of 25, 50 or 100 MHz are achieved at supplies of 300, 350 and 410 mV,
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Fig. 6.16 Encoded JPEG
image of the chip. Die size is
1:2 � 2:5 mm2 [17]

Table 6.2 Overview of
pipeline depths of different
subblocks of the JPEG
encoder [17]

Pipeline depth

2D-DCT 458

Quantization 22

Zigzag 130

Huffman coding 36

Total JPEG encoder 646

respectively. In the visible supply range of Fig. 6.18, the percentage variation �=�

in operating frequency of the 26 measured dies is only 8.6 %.
The upper plot of Fig. 6.18 shows the measured energy consumption per pixel

as function of Vdd. Overall, the JPEG encoder achieves an energy consumption of
less than 50 pJ=pixel for clock frequencies below 275 MHz. The MEP occurs at a
supply of 330 mV. The chip then consumes 29:01 pJ=pixel at an operating frequency
of 41 MHz (see Fig. 6.19). Naturally, the highest energy-efficiency is obtained at
the Minimum-Energy Point (MEP), but interesting is that the region around the
MEP is quite flat. For supplies from 290 to 350 mV, the energy consumption stays
below 30 pJ. Depending on the desired operating frequency, a high energy-efficiency
can thus still be obtained in a relatively large region around the MEP. Across the
depicted supply range in Fig. 6.18, the percentage variation in energy consumption
per pixel is 5.4 %, demonstrating the variation-resilience of the total design.
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Fig. 6.17 Distribution of the minimal functional supply voltage Vdd;min of the 26 measured dies

The division of the total energy consumption at the MEP is provided in Fig. 6.20,
as well as the contribution of leakage to the different subblocks. The timing block,
which consist of the non-overlapping clock generator and the clock tree, consumes
58:8 % of the energy. The three other building blocks combined consume less
than half of the total energy. The contribution of leakage to each block’s energy
consumption can be seen as well. Although design effort was made to reduce
the leakage of the tables as much as possible, it is apparent that the quantization
and zigzag & Huffman blocks have a much higher percentage of leakage than the
2D-DCT does.

This can also be seen in Fig. 6.21, which visualizes the contribution of leakage
to the total energy as function of Vdd for the different subblocks, as well as for
the entire JPEG encoder. The timing block has the lowest percentage of leakage,
because the switching energy of the clock tree is very high. At the MEP, leakage
accounts for 40 % of the total energy. Observe that the register tables contribute
significantly to leakage, as the quantization and zigzag & Huffman blocks have a
much higher contribution of leakage than the 2D-DCT, which does not contain a
table. Section 6.7 will elaborate on which measures could be taken in the future to
reduce the leakage of the lookup tables.

Figure 6.22 presents a boxplot of the measured EDP as function of Vdd. At the
MEP, the Energy-Delay Product (EDP) is 0:716 pJ:�s.

6.6 State-of-the-Art Comparison

Table 6.3 provides a state-of-the-art comparison between this work and the only
other published ultra-low-voltage JPEG encoder [16], which was fabricated in a
65 nm CMOS technology. In [16], the 2D-DCT and quantization are joined in
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Fig. 6.18 Boxplot of the measured maximum clock frequency and energy consumption per
operation as function of Vdd

a so-called engine and such an engine is operating at 1 voltage domain, while
the Huffman encoder is operating in a 2nd higher voltage domain. The pipelined
architecture consists of four parallel engines and a single Huffman encoder which
runs at 4� the engine clock.

This work is able to function at a minimum supply of 210 mV, while [16] is
only able to reach a Vdd;min of 400 mV in the engine. At 400 mV, the engines are
able to operate at a clock frequency of 2:5 MHz and the Huffman encoder runs
at 10 MHz at 600 mV. This work achieves a throughput frequency of 5 MHz at
the minimum supply, and 41 MHz at the MEP, significantly outperforming the
throughput numbers of [16]. Unfortunately, a direct comparison between the energy
consumptions cannot be made, because [16] only provides the average energy
consumption per pipeline stage. Since the total number of pipeline stages is not
mentioned in [16], it is not possible to calculate and compare the total energy
consumption, nor the EDP.
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Fig. 6.19 Zoomed-in boxplot of the measured maximum clock frequency as function of Vdd

Fig. 6.20 Energy division at
the MEP (Vdd D 330 mV).
The contribution of leakage to
each different subblock is
indicated with a white circle
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Nonetheless, because the performed design efforts of the JPEG encoder are
generally applicable to achieve a high energy-efficiency and variation-resilience
for ultra-low-voltage designs, an as extensive state-of-the-art comparison of such
designs as possible is provided next. Although energy consumptions of different
large ultra-low-voltage designs are difficult to compare, their reported operating
frequencies can be compared. Hence, this allows a much broader state-of-the-art
comparison. Therefore, Fig. 6.23 shows a comprehensive state-of-the-art frequency
comparison among all previously published designs (to the author’s knowledge)
fabricated in a 65 nm CMOS technology or smaller, which were able to function at
a supply voltage of 500 mV or lower. The present work exceeds the speed perfor-
mance of previous ultra-low-voltage designs in advanced nanometer technologies.
Only [7] achieve a similar frequency.

The measurements of the JPEG encoder have been carried out at room tem-
perature. The results of Fig. 6.23 are all measured operating frequencies at room
temperature as well, except for the results of [9], which were obtained at 50 ıC.
As demonstrated in Fig. 2.12, the delay of an ultra-low-voltage circuit decreases at
higher temperatures. Therefore, the reported frequencies of [9] are somewhat biased
since they are expected to become lower at room temperature.
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Fig. 6.22 Boxplot of the measured EDP as function of Vdd

To verify that this JPEG encoder achieves state-of-the-art variation-resilience,
Table 6.4 compares the results of this work for both frequency and energy to
the designs of Fig. 6.23 that reported variation numbers, at the reported supplies.
Unfortunately, only three of those references report these variation numbers.
References [7, 12, 13] all consist of 65 nm CMOS technologies, while this work has
been designed in a 40 nm CMOS technology which is expected to have increased
variability.
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Table 6.3 State-of-the-art comparison of ultra-low-voltage JPEG encoders [17]

This work [16]

CMOS technology 40 nm 65 nm

Active area [mm2] 0.557 1.960

Vdd;min [mV] 210 400 (engine)/600 (Huffman)

Voltage @ MEP [mV] 330 400=600

Frequency @ MEP [MHz] 41.0 2:5=10:0

Energy/cycle @ MEP � [pJ] 0.045 3.0 (for four engines) + 1.8

Energy/block @ MEP [pJ] 1,857 –

Energy/pixel @ MEP [pJ] 29.01 –

EDP @ MEP [pJ.
s] 0.716 –
�This is design-dependent, but it is the only energy figure provided in [16]

Table 6.4 State-of-the-art
comparison of reported
variation numbers of CMOS
designs from Fig. 6.23. The
relative variation percentage
�=� of frequency and energy
is compared at the same Vdd

Vdd �=� References & technology This work

[7], 65 nm

300 mV Frequency 7 % 10.5 %

Energy 2 % 7.2 %

[13], 65 nm [12], 65 nm

500 mV Frequency 7.5 % 13.3 % 5.4 %

Energy – 9.0 % 2.4 %

6.7 Lookup Table Improvements

In Figs. 6.20 and 6.21, it can be seen that a large portion of the used energy is
caused not by active switching but rather by leakage. The quantization and the
zigzag & Huffman encoder blocks both have a share of leakage energy of 60 %
or more, even at the highest speed. These are the two blocks that contain lookup
tables. These tables have, due to their nature, a very low activity. Nevertheless, they
are designed using the same methodology as the rest of the JPEG encoder, resulting
in very large register banks. Reducing the leakage energy of these circuits is thus
of crucial importance to reach an even more energy-efficient design. As explained
earlier, register tables have been used to be able to operate in a single supply and
clock domain, because an SRAM operating at such low supply voltages does not
reach sufficient speed to allow this.

The solution lies in revisiting the reasoning that led to the adoption of near-
threshold design [18]. As explained in Chap. 1, ultra-low-voltage design is attractive
for systems with high activities, where reducing dynamic energy has a significant
impact on the total energy consumption. This can be achieved by decreasing the
supply voltage as much as possible. By using LVT transistors, the lowest delay at
a certain supply voltage is achieved. To reach sufficient speed, LVT transistors are
the most attractive to use for ultra-low-voltage designs, as discussed in Sect. 2.4.
However, in the case of the lookup tables of this JPEG encoder, and of memories in
general, not dynamic energy but leakage is dominant. The most effective manner to
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Fig. 6.23 State-of-the-art frequency comparison among all other previously published ultra-low-
voltage designs in advanced nanometer CMOS technologies. All frequencies were measured at
room temperature, except for those of [9] which were measured at 50 ıC. The lower plot is the
logarithmic version, to better visualize the smaller frequencies

reduce leakage is to use HVT transistors. The supply voltage Vdd can then be altered
to achieve an energy-efficient memory at the wanted speed.

To illustrate this, Fig. 6.24 shows the mean leakage, the worst-case read current
and the stability of a classic 6T-SRAM cell as function of the supply voltage for
three different VT-options of transistors. It is clear that for the same read current
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Fig. 6.24 6T SRAM cell parameters as function of supply and threshold voltage [18]

(and thus speed), increasing both VT and Vdd is beneficial both for leakage and for
stability [19]. As an example, one can compare a cell of LVT transistors operating at
a supply of 500 mV with a HVT cell at 700 mV. This has the following results: the
leakage (lower plot) is reduced significantly, while a higher speed (middle plot) can
be obtained at a higher stability (upper plot). To conclude, energy-efficient design
is not simply equal to ultra-low-voltage design because activity plays an important
role. In the case of SRAM, the energy-efficiency is higher with a higher supply
voltage Vdd;high and with HVT devices for the cells.

Aside from combining higher supply voltages with HVT transistors for the
memory cells, other circuit techniques can be used to reduce the active energy or
leakage power of a memory as well. For instance, word lines can be divided into
local word lines [21], that only activate the word to be read or written. This highly
reduces wasteful activity. Furthermore, most active energy in a memory is used by
the data transfers on the bit lines. These bit lines are highly capacitive due to the
large number of connected cells. Dividing these bit lines in local bit lines connected
to a single global bit line reduces this load significantly [8]. The energy use on
these lines can be further reduced by using low swing signals. When employing the
memory in a near-threshold design, the supply of the near-threshold circuit might
be reused for this.
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Fig. 6.25 Proposed
architecture of an SRAM
lookup table [18]
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Although energy-efficient SRAM design is not a topic of this book, it is
interesting to observe what impact it would have to substitute the register tables
which are operating at the same supply voltage as the rest of the JPEG encoder
by an energy-efficient SRAM functioning at a higher supply Vdd;high. This supply
voltage would then be chosen to achieve the same speed as the JPEG encoder.
As a case study, the design of the AC Huffman table with 162 words of 20-bit is
considered. With only 3; 240 bits, this is a very small memory. 6T SRAM cells with
HVT transistors can be used with a matrix voltage Vdd;high of 700 mV. This results
in a read current sufficiently high to reach the 41 MHz MEP speed and in sufficient
stability (see Fig. 6.24).

Figure 6.25 shows the proposed architecture of the AC Huffman table. To shorten
the bit lines, each row contains two words. The decoder is placed in the middle of
the matrix. Bit lines can be divided in ten blocks of eight words and a single extra
word. As these tables are not written much, the local bit lines can be connected with
the global bit line with a simple pass transistor. The 330 mV Vdd supply of the JPEG
encoder is then used as a low swing voltage for read operation. Writing is done with
full swing signaling, but this has no influence on energy as it is only done during
startup.

The most active part, i.e. the decoder, has Vdd as supply (indicated by the
dashed borders) and is implemented using the same design style as the rest of the
JPEG encoder. Level shifters are used to shift the output of the decoder to Vdd;high

(indicated by the solid borders). As Vdd is used as the low swing voltage on the bit
lines, these have the same logic levels as the JPEG encoder. No sense amplifiers or
level shifters are needed after the matrix and the output can simply be captured by
latches working at Vdd.

It is clear that when allowing a second, higher supply voltage in the JPEG
encoder, superior memory architectures (such as Fig. 6.25) could be employed,
yielding large reductions in terms of area and leakage. For example, the cell area and
the cell leakage power then both decrease significantly from 13:505 to 0:475 
m2

and from 6:86 to 1:73 nW, respectively. An SRAM implementation at a higher
supply voltage and the same speed could result in a more energy-efficient design,
provided that the energy cost of the supply generation would not be too high.
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6.8 Conclusion

This chapter concluded the presentation of the different prototypes realized in this
book. As a fourth and final prototype, a full JPEG encoder has been implemented
in a 40 nm CMOS technology. This design incorporated both the gate-level and
architecture-level strategy discussed in Chaps. 3 and 4 as well as the insights which
were obtained during the design and measurements of the previous three prototypes
of Chap. 5. Throughout the entire JPEG encoder, increasing energy-efficiency has
been the key factor for all design decisions, as extensively discussed in this chapter.
The chip achieved state-of-the-art speed and energy numbers for ultra-low-voltage
operation, and demonstrated a high variation-resilience. To conclude, the described
design efforts are thus effectively validated and it is shown that they are generally
applicable for any ultra-low-voltage DSP design.
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Chapter 7
Conclusion

The aim of this book was to develop circuit and architectural techniques to
design ultra-low-voltage digital circuits with high energy-efficiency in CMOS
technologies. Another essential target of this research has been to design circuits
which are able to operate at frequencies of n � 10 MHz. Furthermore, it is found
to be imperative to achieve a high variation-resilience of these circuits in order
to guarantee a high yield. Techniques on how to achieve these goals have been
demonstrated throughout the book.

This chapter will provide an extensive conclusion of this research. It includes an
overview of the conclusions which were reached in Sect. 7.1, while the obtained
results of the prototypes are situated in the current state-of-the-art in literature
in Sect. 7.2. Section 7.3 presents the main contributions of this research. Finally,
Sect. 7.4 concludes this book by a look at future perspectives for follow-up research.

7.1 General Conclusions

A summary of the conclusions of the different chapters in this book is now given, to
recapitulate the insights which have been gained throughout this work.

Chapter 1 introduced the topic of this research in a larger context: why
is today’s society craving for more energy-efficient electronic devices and how
can ultra-low-voltage digital circuits provide an answer to this need for ever
increasing energy-efficiency? A brief history of scaling in general and of ultra-
low-voltage digital research specifically has been given in this chapter. Different
mechanisms play a role in the power and energy consumption of a system. Detailed
insight in these mechanisms is therefore necessary to be able to realize highly
energy-efficient systems. Furthermore, the range of applications which can greatly
benefit from ultra-low-voltage operation is discussed: it consists of applications
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which are severely energy-constrained but have less stringent speed performance
requirements. Lastly, an overview of the current state-of-the-art in literature is
provided, so as to show the readers which improvements are still necessary to
increase the industrial relevance of ultra-low-voltage research.

Chapter 2 focused on device-level behavior of transistors operating at ultra-
low supply voltages by studying the fundamentals of sub-threshold operation.
The exponential behavior of those transistors introduces quite some challenges to
ultra-low-voltage design. All important challenges are discussed extensively: the
inherently low to moderate performance of ultra-low-voltage circuits, the reduced
current ratios which pose a threat to reliable functionality, the exponential sensitivity
to both inter- and intra-die variations which compromises yield, as well as the impact
of temperature on such circuits. It is essential to find solutions to cope with all these
challenges to be able to successfully design ultra-low-voltage systems.

The two CMOS technologies which are used throughout this research are
explored, as well as the impact of scaling on circuits operating in the ultra-
low-voltage region. An equation to calculate the theoretical minimum as well
as a practical minimum supply voltage for a specific technology is proposed.
Furthermore, after thorough analysis, this chapter recommended the use of LVT
transistors in the high-performance process of CMOS technologies, the reason being
that these devices offer the highest available current for a certain supply voltage.
Therefore, a maximal sub-threshold speed can be guaranteed.

Chapter 3 went a step higher on the abstraction level ladder by examining which
circuit topologies are most adequate to use at ultra-low supply voltages. The choice
of topology is based on various metrics, such as variation-resilience, delay, leakage
power, total energy consumption, etc. An elaborate comparison between a number
of topologies was therefore made, varying from very common logic families to
much more exotic circuit topologies. As a result, preferred implementations for
logic gates, inverters, latches and flip-flops have been proposed. Transmission Gate
(TG) logic extended with nMOS stacking has been chosen as preferred topology
for logic gates. Inverters are implemented as stacked nMOS inverters throughout
this work. Different ratioless implementations of latches are investigated, which
are used later on in the developed prototypes. Finally, the sizing of the gate-level
building blocks which was used in these prototypes is summarized.

Chapter 4 analyzed various architecture-level dilemmas. It started with theoret-
ical considerations on energy consumption, which were validated by experimental
data and which provided more insight in the different mechanisms that influence the
total energy consumption. The chapter continued with exploring the architectural
consequences of using TG logic, especially when cascading multiple logic gates.
The advantages and disadvantages of this cascading have been discussed, and an
analysis which can be used to optimize the resulting trade-off has been presented.
By cascading multiple logic gates, averaging of timing variations is obtained, which
is very beneficial because of the high timing variations when operating at ultra-low
supply voltages. Moreover, it was shown that the use of differential TG logic adds
significantly to the variation-resilience of the system as well.
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Subsequently, various pipelining schemes have been explored to assess their
suitability for ultra-low-voltage designs. The conclusion was reached that latch-
based pipelining is favorable over flip-flop-based pipelining due to the fact that it
allows time borrowing. This time borrowing provided an extra measure to cope
with the previously mentioned high timing variability. A simulation analysis was
performed to study and quantify the effect of time borrowing. As a result, it has been
shown that time borrowing is especially beneficial at ultra-low supply voltages and
that the clock period can be drastically reduced by using a latch-based instead of a
flip-flop-based pipeline. Furthermore, the chapter explained why deep pipelining is
advantageous for ultra-low-voltage systems. To conclude, the design methodology
which is employed for the different prototypes of this research was discussed
profoundly.

Chapter 5 implements this design methodology in the first three ultra-low-
voltage prototypes which have been implemented in this book. These three pro-
totypes all consist of datapath blocks. Each design had different research purposes.
The target of the first prototype, which was a 32-bit logarithmic adder fabricated in
a 90 nm CMOS technology, was to confirm the robust operation of TG logic and
latch-based deep pipelining in the ultra-low-voltage region. Measurement results
have validated the proposed gate-level building blocks and architectural decisions.

From the experience of this first design, a second, more complex, prototype
has been designed in the same technology: a 16-bit multiply-accumulate unit. The
main changes which were executed are the use of differential TG logic, cascading
multiple logic gates and using fully differential latches. Moreover, the MAC is a
considerably larger datapath block which requires feedback. Measurements proved
that these gate-level and architectural alterations with respect to the adder have
improved the operating frequency, the energy consumption and the overall variation-
resilience.

The aim of the third prototype was to study the influence of CMOS technology
scaling. In order to perform this study, the 16-bit Multiply-Accumulate Unit (MAC)
was redesigned in a 40 nm CMOS technology. The measurement results of the two
MACs were extensively compared to reach conclusions on how technology scaling
affects ultra-low-voltage systems. The scaling analysis of Chap. 2 has thus been
extended with the analysis of this chapter which is based on the actual design and
measurements of a large ultra-low-voltage circuit.

Chapter 6 then completed this research by presenting the fourth and final ultra-
low-voltage prototype, which is a full JPEG encoder in the same 40 nm CMOS
technology. The JPEG encoder has been chosen as a representative DSP block
with which it is possible to demonstrate that the proposed design methodology
is generally applicable in any large and complex ultra-low-voltage Digital Signal
Processor (DSP) design. It has been designed by combining the theoretical stud-
ies, the gate-level explorations and the architecture-level investigations with the
obtained insights from the designs of the previous three prototypes. The JPEG
algorithm is explained to fully understand how the implementation of the different
subblocks is necessary for correct JPEG encoding functionality. The design details
of these subblocks are extensively covered, and the measures taken to increase



174 7 Conclusion

energy-efficiency are presented. The book concludes with the successful measure-
ments of this JPEG encoder which validate the proposed design methodology for
any DSP design. Furthermore, improvements which could be implemented to reduce
the leakage in the lookup tables and to increase their energy-efficiency are explored.

7.2 State-of-the-Art Comparison

This section will situate the obtained results of the different prototypes presented
in this book in the current state-of-the-art literature, which was discussed in
the beginning of this work in Sect. 1.5. Recall that two of the prototypes (the
adder and the first version of the MAC) have been processed in a 90 nm CMOS
technology, while the other two prototypes (the second version of the MAC and
the JPEG encoder) have been fabricated in a 40 nm CMOS technology. In the
Chaps. 5 and 6 which discussed these specific designs, the measurement results
have been extensively compared to the most similar state-of-the-art designs. This
section, on the other hand, will give a much more general overview by comparing
the obtained results with all published measurement results of substantial digital
circuits operating at supply voltages below 500 mV in CMOS technologies. An
extensive table containing the details and the measured operating points of these
papers can be found in Appendix A. The measurement data of the prototypes is
added in diamond-shaped markers to the figures which were presented in Sect. 1.5.

Figure 7.1a shows the minimal functional supply voltage Vdd;min as function of
CMOS technology. As discussed before, Vdd;min gives an idea of how variation-
resilient a design is, since variability plays a larger role at lower supply voltages.
It is therefore an interesting measure to compare various designs. However, since
variability is very technology-dependent, Vdd;min values should be compared within
a specific technology node only. As can be seen in Fig. 7.1a, the four prototypes
achieve the lowest Vdd;min values of their technology nodes: the MAC is able to
operate until the lowest Vdd;min of 150 mV in the 90 nm technology node and the
lowest Vdd;min of 180 mV in the 40 nm node.

Figure 7.1b provides an overview of the supply voltages at which the MEP of the
designs occurred. As already explained in Sect. 1.5, no pattern can be distinguished
from this graph. It is apparent that the MEP occurs at very low supply voltages,
however at which exact Vdd;MEP it occurs is not so important.

A frequency comparison of all 40 nm and 90 nm published designs is shown in
Fig. 7.2. The 90 nm prototypes of this work outperform the other publications in
90 nm CMOS technologies. For the 40 nm technologies, the MAC and the JPEG
encoder perform similarly or better than the current state-of-the-art designs.

An overview of all frequency measurement points which were given in the
publications of Appendix A is displayed in Fig. 7.3. The graph shows the results
of all CMOS technology nodes in which designs have been fabricated. The
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Fig. 7.1 Key voltages as function of CMOS technology node, with marker size proportional to
population size: (a) minimal functional supply voltage Vdd;min and (b) supply voltage at which the
MEP occurs Vdd;MEP. A division is made between designs which use body biasing and those which
do not. The diamond-shaped markers indicate the voltages of the four prototypes presented in this
book

diamond-shaped markers indicate measurement results of the four prototypes. One
of the aims of this book was to achieve operating frequencies well within the
MHz-range to increase the industrial relevance of ultra-low-voltage digital circuits.
Various techniques have been presented to not only increase the nominal speed
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Fig. 7.2 Frequency as function of Vdd for all provided measurement points of the publications of
Appendix A in specific technology nodes, including the mean measured operating frequencies of
the four prototypes: (a) 90 nm CMOS and (b) 40 nm CMOS

of such circuits, but to cope with timing variations as well. As can be seen, the
speed results of the presented prototypes are among the highest ever published. This
has been established without compromising the energy-efficiency of the designs, as
already extensively discussed and compared with similar designs in Chaps. 5 and 6.
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Fig. 7.3 Frequency as function of Vdd for all provided measurement points of the publications of
Appendix A, for designs in all CMOS technology nodes. The diamond-shaped markers indicate
values of the four prototypes presented in this book

7.3 Main Contributions

This work has realized the following contributions to the domain of energy-efficient,
ultra-low-voltage digital circuit design:

• A comprehensive design methodology has been developed, covering all aspects
of digital design: from gate-level design (e.g. the proposed use of differential
TG logic with transistor stacking and differential ratioless latches with stacked
nMOS inverters) up to architecture-level design (e.g. deep latch-based pipelin-
ing). This design strategy is generally applicable for all types of signal processing
applications, as shown by the diverse prototypes implemented in the course of
this research.

• Four innovative prototypes have been designed, fabricated and successfully
measured in two CMOS technologies. These prototypes are functional at the
lowest Vdd;min values published of their technology nodes, when compared with
state-of-the-art literature.

• The key target of ultra-low-voltage design, i.e. the energy-efficiency, of the
prototypes has been validated by the measurement results and the state-of-the-
art comparisons with similar designs.

• In order to increase the industrial relevance of ultra-low-voltage designs, rela-
tively high speed performances well within the MHz range are required. All the
presented prototypes achieve operating frequencies of n � 10 MHz, which are
among the highest published to date.

• A high yield is imperative to make the use of ultra-low-voltage circuits reliable,
as these circuits are very sensitive to variations. This can be accomplished by
guaranteeing a high variation-resilience of such circuits. However, this can only
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be achieved by careful consideration of the impact of variations on all abstraction
levels of digital design. This has been carried out in this research as follows:
TG logic was preferred since it is inherently more robust than other circuit
topologies, differential logic and latches have been shown to add to the total
variation-resilience of a system, cascading of logic gates has been implemented
so as to obtain averaging of the high timing variations, and latch-based pipelining
has been employed because it allows time borrowing. The variation-resilience of
the prototypes has been thoroughly demonstrated by the measurements.

• The proposed design methodology has not only been shown to deliver excellent
results for the datapath and the control unit of a processor, but was also used
to develop the implementation of the register tables of the JPEG encoder. Since
the design target was to operate all subblocks of the JPEG encoder at the same
supply voltage, the lookup tables were required to not only be functional at such
low supplies, but to function at the same speed as the rest of the system as well.
This has been accomplished by implementing them as register tables which were
optimized for ultra-low-voltage operation with the same design methodology.

• The effects of technology scaling on ultra-low-voltage systems have been
examined by using the MAC as a test vehicle. To the author’s knowledge, this is
the first time that measurement results of a full ultra-low-voltage digital system
implemented in different CMOS technology nodes were presented to investigate
the impact of scaling.

• Throughout this book, several theoretical and simulation analyses have been
developed: a practical expression which estimates the minimum feasible supply
voltage that can be expected for digital circuits in a certain CMOS technology
node was proposed, a theoretical derivation of a variation factor was validated
with measurement results, a simulation method to derive the maximally feasible
logic depth has been developed and a simulation analysis has been established
which quantifies the positive effect of time borrowing on the minimum clock
period of a system.

7.4 Suggestions for Future Work

This research has concentrated on establishing and validating a complete ultra-
low-voltage design methodology, all the way from transistor-level circuits up to
architecture-level decisions. By using such a global design approach, it was possible
to meet the goals of this work. In that sense, this book has paved the way for even
more in-depth research, since many improvements can still be performed. Several
suggestions for future work to accomplish these improvements are therefore listed
below.
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7.4.1 Energy-Efficient SRAM

The lookup tables in the JPEG encoder have been implemented as register tables
which were able to operate at the same supply voltage and speed of the rest of the
JPEG encoder. However, their contribution to leakage is quite high, as has been
observed during measurements. Another possibility would be to use an energy-
efficient SRAM, which, due to the fact that it is dominated by static energy, should
be operated at a second, higher supply voltage. This could result in a significant
improvement in leakage reduction. A case study has been explored regarding the
inclusion of such an energy-efficient SRAM, which was extensively discussed in
Sect. 6.7. Ideally, an on-chip implementation could be used to confirm the promising
results of this simulated case study.

7.4.2 Other Technologies

The research presented in this work has been carried out for bulk CMOS tech-
nologies. Recently, several new process technologies have been developed, of
which fully depleted SOI seems to be the most promising for ultra-low-voltage
digital research. Its most important advantages include the near-ideal sub-threshold
slope of its transistors, the reduced leakage and the decreased variability. These
advantages are especially beneficial for advanced nanometer technologies with
channel lengths below 40 nm. This is due to the increased leakage and variability
which become specifically concerning for ultra-low-voltage designs below the
40 nm node. Promising results have already been established in e.g. Reyserhove
et al [1], where body biasing has been utilized to adapt the Minimum-Energy Point
(MEP) of the circuit to the desired workload. Although in this book, body biasing
was shown to be an inefficient method for bulk CMOS technologies, it could play an
interesting role in fully depleted SOI technologies, but this requires more research.

7.4.3 Standard Digital Design Flow

As explained in this book, the four prototypes have not been designed in the
standard digital design flow. To make the proposed design methodology of this work
attractive for industrial partners, it is imperative that it is incorporated in the standard
design flow. Porting the layout generation to standard cell place and route tools
should not pose a problem, as it was already generated by an automatic tool which
used custom-made ‘standard cells’ for the gate-level building blocks. However,
including the design strategy in digital synthesis might cause some larger issues.
For example, timing verification tools do not yet standardly support latches, whereas
this work has extensively demonstrated the advantages of latch-based pipelining for
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ultra-low-voltage systems. Therefore, extra research is necessary in this field to be
able to demonstrate a functional system designed with the standard design flow.

7.4.4 Inter-Die Variations

Although the techniques proposed in this paper can cope with inter-die variations in
the sense that they can guarantee robust functionality of the circuits in all process
corners, global speed shifts due to process variations can currently not be avoided.
From a commercial point of view, many systems have to be able to always function
at the same speed, regardless of the circumstances. This could be realized by
building a system that monitors the current speed of a system and adjusts the supply
voltage accordingly to guarantee a certain, fixed performance.

7.4.5 Temperature-Dependence

The temperature-dependence of circuits operating at ultra-low supply voltages in
environments around room temperature is rather limited, as discussed in Sect. 2.2.4.
However, in broader temperature ranges, especially for temperatures below 0ıC,
the impact of temperature increases considerably and can have a detrimental effect
on the functionality of ultra-low-voltage circuits. Therefore, it would be interesting
to perform more research toward this temperature-dependence, for example by
performing measurements on all dies at various fixed temperatures.

7.4.6 Efficient DC-DC Converter

Until now, this research has been conducted for stand-alone ultra-low-voltage
circuits. If these blocks would be used in a much larger system, this system would
likely make use of different voltage domains. Only the blocks which would really
benefit from ultra-low-voltage operation would be functioning at such an ultra-low
supply voltage. To avoid compromising the energy savings which are introduced
by ultra-low-voltage operation, an efficient DC-DC converter that provides this low
supply would need to be implemented in such a system.

Reference

1. Reyserhove H, Reynders N, Dehaene W (2014) Ultra-low voltage datapath blocks in 28 nm
UTBB FD-SOI. In: Proceedings of the IEEE Asian solid-state circuits conference (A-SSCC),
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Appendix A
Current State-of-the-Art in Literature

This appendix provides an overview of the current state-of-the-art in literature on
ultra-low-voltage digital circuit design in CMOS technologies. A subset of papers
will be discussed.

The criteria for selection are the following:

• It must consist of a substantial digital circuit which has been fabricated and mea-
sured. Very simple digital circuits, such as a single logic gate or a ring oscillator,
have been discarded. The implementations of the papers are included in the table,
and range from adders and multipliers to full DSPs and microcontrollers.

• The designs must be fabricated in bulk CMOS technologies.
• The designs must be able to operate at ultra-low supply voltages. The requirement

which has been used for this appendix is that they should be able to function at
supply voltages below 500 mV.

Table A.1 contains all relevant details of the 41 selected papers and their
measured operating points at supply voltages equal to or below 500 mV:

• The year in which the paper was published.
• Paper reference.
• A short description of the design.
• In which CMOS technology the design has been fabricated.
• Whether body biasing was employed or not.
• The following measured operating points:

– At the minimal functional supply voltage Vdd;min.
– At the MEP (if provided).
– Any other operating points (if provided).

All reported operating points were measured at room temperatures, except for
the ones of papers 12, 21 and 22 (indicated by �), which were measured at 50 ıC.
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