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Preface

Starting from the development of transistor technology to laser technology, the field
of solid state devices and their circuit applications has advanced rapidly. The silicon
bipolar junction transistor was first applied to low frequency circuits. The subsequent
advances in materials science made it possible to fabricate compound semiconductor
transistors capable of operating at microwave frequencies and high speeds. This pre-
sented the capability of applications in both analogue and digital circuits. At the same
time, the wide choice of high performance semiconductor materials also enabled the
development of optoelectronic devices such as lasers and light-emitting diodes. The
communications industry continues to grow and diversify, thus necessitating the design
of circuits which will satisfy the requirements of mobile telephones which are becom-
ing more and more sophisticated in their performance. Circuit design has applications
in other areas such as optical communications.

This book focusses on high-speed electronics and optoelectronics where the devices
operate at frequencies ≥1 GHz. It is presented in two parts with devices being dis-
cussed in the first part and the circuit applications in the second part. In Part One,
semiconductor devices fabricated in a variety of material systems – Si, III–V compound
semiconductors and SiGe – are presented. We discuss the concepts and the fundamen-
tal principles of operation. We do not attempt to present the latest results as they will
already be obsolete by the time the book is published. It is assumed that the reader has
had a course in fundamental solid state physics.

Chapter 1 reviews semiconductor materials and physics. For the reader who is famil-
iar with the topics, this chapter will be a brief review. If not, the reader can go to the
references section to get a detailed coverage of the topics. Semiconductor materials are
described followed by brief discussions of crystal structure and bonding. The section
on quantum mechanics is intended to present only the important concepts and is not
a comprehensive treatment of the subject. Semiconductor properties are described fol-
lowed by types of semiconductors. Semiconductor junctions are treated in detail as they
are the basis of the devices to be treated in subsequent chapters.

Chapter 2 presents high-frequency/high-speed electronic devices starting with the
MESFET, which was the first transistor to operate at microwave frequencies. The devel-
opment of the high electron mobility transistor (HEMT) represented a major advance in
technology and is presented here in detail. The recent application of MOSFETs to radio
frequency has been successful and the properties are covered in detail. Finally, bipolar
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viii Preface

and heterojunction bipolar transistors (HBTs) are described. Models for the transistors
are presented and their method of implementation is described.

Chapter 3 presents the optimisation and parameter extraction of the circuit models of
the electronic devices. The simulated annealing algorithm is discussed followed by the
application of neural networks to circuit modelling. The genetic algorithm is defined
and its application to optimisation is shown. Parameter extraction methods are given for
circuit models using semi-analytical methods and basic expressions are derived.

Chapter 4 deals with various optical sources such as light-emitting diodes and lasers,
giving details of their physical properties and their modes of operation. The discussion
of emitters is followed by an extensive coverage of a variety of photodetectors.

In Part Two of the book, we discuss analogue circuits at the gate level. We will
assume that the reader has a background (at the undergraduate level) in fundamental
analogue circuit theory. Chapter 5 (Part Two of the book) deals with the components of
high-speed analogue circuits. After a review of scattering parameter theory, the power
and noise relations for two-port networks are discussed. Transistor amplifiers are cov-
ered in detail, showing the application of the devices described in Chapter 2. This is
followed by a discussion of oscillators and mixers for high-speed circuits. Important
passive components of high-speed circuits complete this chapter.

We have a layered approach to each chapter in the book. There is an executive
summary at the beginning of each chapter. This will make the book valuable also for
technical managers who may not want to go through the chapter content in detail. We
have extensive problems at the end of each chapter, which will give the student appli-
cations of the theory. This book should be useful to research engineers and graduate
students. Results from various research papers are presented, many of which are only
available in journals which are referenced extensively. However, the reader need not
go to the original papers as the results are given in sufficient detail to give a good
understanding of the material.
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Devices
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1 Review of semiconductor materials
and physics

1.1 Executive summary

Semiconductor devices are fabricated using specific materials that offer the desired
physical properties. There are three classes of solid state materials: insulators, semi-
conductors and conductors. This distinction is based on the electrical conductivity of
these materials with insulators having the lowest and conductors having the highest con-
ductivity. Semiconductors fall in between and their conductivity is affected by several
factors such as temperature, the incidence of light, the application of a magnetic field
and impurities. This versatility makes semiconductors very important in electronics and
optoelectronics applications.

Semiconductors themselves are divided into two classes: elemental and compound.
Each type has distinctive physical properties which are exploited in device design. Typ-
ical elemental semiconductor device materials are silicon and germanium; examples of
compound semiconductors are GaAs, InP, AlGaAs and SiGe. The single crystal struc-
ture of these materials is that of a periodic lattice and this determines the properties
of the semiconductors. Silicon has the diamond crystal structure and the compound
semiconductors have the zincblende lattice structure. The bonding between atoms in a
crystal of the semiconductors is termed covalent bonding, where electrons are shared
between atoms. Fundamental principles of quantum mechanics are applied to determine
the energy band structure of the semiconductor.

The basic device physics involves the description of the energy band structure, the
density of states, the carrier concentration and the definition of donors and acceptors.
Semiconductors are categorised as direct or indirect depending on the bandgap. The
absorption mechanism is described and radiation and recombination processes impor-
tant to device performance are detailed. The two carrier transport processes are drift
and diffusion. The currents due to these transport processes are expressed in terms of
the applied electric field, the carrier mobility and the carrier concentration. The junction
formed by p-type semiconductor (excess holes) and n-type semiconductor (excess elec-
trons) is described and the characteristics of such a junction are given. The important
Schottky diode, a junction formed by a metal and a semiconductor layer (n-doped in
this case) is characterised.

Heterostructures formed by dissimilar semiconductors are important in device design.
The properties of heterojunctions of semiconductor materials are presented. Silicon–
germanium heterojunctions are of particular interest as high performance electronic
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4 High-Speed Electronics and Optoelectronics

Table 1.1 Portion of the periodic table showing semiconductor
material elements

Period Group III Group IV Group V

2 B C N
Boron Carbon Nitrogen

3 Al Si P
Aluminium Silicon Phosphorus

4 Ga Ge As
Gallium Germanium Arsenic

5 In Sn Sb
Indium Tin Antimony

Table 1.2 Elemental and binary compound semiconductors

Elements IV–IV Binary compounds III–V Binary compounds

Si Silicon SiC Silicon carbide AlAs Aluminium arsenide
Ge Germanium SiGe Silicon germanium AlP Aluminium phosphide

AlSb Aluminium antimonide
BN Boron nitride
GaAs Gallium arsenide
GaN Gallium nitride
GaSb Gallium antimonide
InAs Indium arsenide
InP Indium phosphide
InSb Indium antimonide

Table 1.3 Ternary and quaternary semiconductors

Ternary compounds Quaternary compounds

AlxGa1−xAs AlxGa1−xAsySb1−y
Aluminium gallium arsenide Aluminium gallium arsenic antimonide
GaAs1−xPx GaxIn1−xAs1−yPy
Gallium arsenic phosphide Gallium indium arsenic phosphide

devices have been designed using this material alloy. This chapter gives a detailed
discussion of these heterojunctions.

1.2 Semiconductor materials

Materials used for semiconductors fall into two categories: elemental semiconductors
and compound semiconductors. Table 1.1 shows the section in the periodic table which
has the semiconductor elements and Table 1.2 lists examples for elemental and binary
compound semiconductors. Some ternary and quaternary semiconductors are listed in
Table 1.3.
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Review of semiconductor materials and physics 5

1.3 Types of solids

There are three types of solids: crystalline, polycrystalline and amorphous. The arrange-
ment of atoms is periodic in three dimensions in a crystalline solid with forces binding
the atoms together. This periodicity exists over the entire crystal and it will appear the
same regardless of the region where the crystal is viewed. If the periodicity of the atoms
occurs over a small region of the solid and changes in different regions of the solid, the
solid is termed to be polycrystalline. Atoms in amorphous solids exhibit no periodicity.
Figure 1.1 shows the three different types of solids.

1.4 Crystal structure

Semiconductor materials such as Si, Ge and GaAs that are to be used for devices are
crystalline, that is, a single crystal. This periodic arrangement of atoms in a crystal is
termed a lattice and the distance between the atoms is the lattice constant. The unit
cell is a fundamental unit in the crystal and a repetition of the unit cell generates the
entire lattice. The unit cell is not unique and can be chosen in various ways as shown
in Figure 1.2(a). This is a two-dimensional representation of the crystal lattice. The
entire lattice can be constructed by translations of any of the three unit cells in two
coordinate directions. The primitive unit cell is the smallest unit cell. A generalised
primitive three-dimensional unit cell is shown in Figure 1.2(b). The coordinate direc-
tions are a,b,c. In cubic structures, these would be the rectangular coordinates. The
basic cubic crystal structures are (a) the simple cubic, (b) the body-centred cubic and

(a) Crystalline (b) Polycrystalline (c) Amorphous

Fig. 1.1 Schematic arrangement of atoms in solids.

(a) Two-dimensional lattice –
      shaded areas show possible unit cells

(b) Generalised primitive unit cell

b

a

c

Fig. 1.2 Unit cells.
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6 High-Speed Electronics and Optoelectronics

(a) Simple cubic (b) Body-centred cubic (c) Face-centred cubic

Fig. 1.3 Types of cubic lattices.

a

(a) (b)

Ga

aAs

Fig. 1.4 (a) Diamond lattice and (b) Zincblende lattice. (S. M. Sze, Semiconductor Devices: Physics and
Technology, John Wiley & Sons, 1985). Reprinted with permission of John Wiley & Sons, Inc.

(c) the face-centred cubic shown in Figure 1.3. The simple cubic lattice has an atom
at each corner of the cube, where the length of a side of the cube is a, the lattice con-
stant. The body-centred cubic lattice (BCC) has an additional atom in the centre of the
cube and the face-centred cubic lattice (FCC) has an additional atom in the centre of
each face of the cube. The two most important semiconductor crystal structures are the
diamond lattice structure and the zincblende structure. Silicon and germanium have the
diamond lattice structure and most of the binary compound semiconductors such as
GaAs have the zincblende lattice structure. The only difference between the diamond
and the zincblende structures is that the latter has two different types of atoms as seen
in Figure 1.4. The diamond structure consists of two inter-penetrating FCC sublattices
of atoms. The second FCC cube is shifted by one-fourth of the body diagonal, which
is the longest diagonal. In the zincblende structure of GaAs, one sublattice has gallium
atoms and the other has arsenic atoms.

1.5 Crystal directions and planes

Crystals are of finite size and hence have surfaces. It is necessary to define the planes at
the crystal surfaces and the crystallographic directions, both of which determine the
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Review of semiconductor materials and physics 7

z

2a

y

4a

3a
x

Fig. 1.5 Representation of plane with Miller indices [6, 5, 8].

x

y

z

[436]

Fig. 1.6 Representation of direction with Miller indices [6, 5, 8].

properties of semiconductor devices. The rectangular coordinate system defines the
cubic crystal and the plane surfaces and directions are described by a set of indices
called the Miller indices. Planes are described by the indices (h,k,l) and the directions
perpendicular to these planes are described by the same indices [hkl].

Example: Find the Miller indices of the plane which makes intercepts 3a,4a,2a along
the coordinate axes in a cubic crystal, where a is the lattice constant. Draw the direction
vector with the same Miller indices.

Solution: The intercepts are 3, 4 and 2. The reciprocals are 1/3, 1/4 and 1/2. Multipli-
cation by the lowest common denominator, which is 12, yields (4,3,6). These are the
Miller indices which define the plane shown in Figure 1.5. It can be shown that parallel
planes are described by the same Miller indices.

The Miller indices of the direction are given as [436]. The intercepts on the three coor-
dinate axes are 3, 4 and 2. The direction vector is drawn and seen to be perpendicular to
the planes shown in Figure 1.6.

The basic planes in cubic crystals are shown in Figure 1.7. It is also important to
describe specific directions in a crystal in addition to the planes. As in the case of the
crystal plane, a crystal direction is also described by three integers which are the com-
ponents of a vector drawn in the particular crystal direction. The crystal planes and
directions of most interest are shown in Figure 1.8. The [hkl] direction is perpendicular
to the (hkl) plane.
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8 High-Speed Electronics and Optoelectronics

Fig. 1.7 Basic crystal planes.

(a) (100) plane
      [100] direction

(b) (110) plane
      [110] direction

(c) (111) plane
      [111] direction

[100]

x

y

z

[110]

x

y

z

[111]

x

y

z

Fig. 1.8 Important crystal planes and directions.

1.6 Atomic bonding

Atoms are held together by bonding forces to form solids. When the attractive and
repulsive forces are equivalent, the atoms are in equilibrium and maintain the spacing
characterised by the lattice constant, a. There are different bonding classifications which
are described by the dominant force of attraction. When one of the atoms gives up an
electron in the outer shell to another atom, positive and negative ions are produced.
There is a Coulomb interaction force of attraction between them. This is termed ionic
bonding. At equilibrium, the forces of attraction and repulsion are equivalent. Sodium
chloride (NaCl) and Potassium chloride (KCl) are examples of ionic bonding after the
formation of the Na+ and Cl− ions.

1.6.1 Covalent bonding

This type of bonding results when electrons are shared by neighbouring atoms. The
hydrogen atom is the simplest example of covalent bonding. Each of the two electrons
bonds with the other to complete the lowest energy shell as shown in Figure 1.9.

Each atom in a diamond or zincblende lattice has four nearest neighbours. Each atom
has four electrons in the outer orbit. These are the valence electrons and each atom
shares these valence electrons with its four neighbours. The interaction between the
shared electrons results in bonding forces which are quantum mechanical in nature. In
other words, each electron pair constitutes a covalent bond. Elements in group IV such
as Si and Ge have four valence electrons as shown in the references [8, 14, 15]. These
are available for bonding as seen in Figure 1.10. Compound semiconductors such as
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(a) Valence electrons (b) Covalent bonding

H2

Fig. 1.9 Covalent bonding in hydrogen.

Si Si Si Si

Si Si

Si Si

(a) Silicon atoms with four valence electrons (b) Covalent bonding

Fig. 1.10 Covalent bonding in silicon.

GaAs exhibit both covalent as well as ionic bonding. This is due to the fact that Ga and
As occur in two different groups in the periodic table and hence there is a transfer of
charge resulting in some ionic bonding.

1.7 Atomic physics

The theories of atomic physics were based on experimental observations. These theories
subsequently explained the experiments and led to the understanding of atoms in matter.

1.7.1 The photoelectric effect

The measurements of Planck on a heated sample of material indicated that energy is
radiated in discrete units called quanta as shown in Equation (1.1).

E = hν, (1.1)

where h (Planck’s constant) = 6.63×10−34 J · s and ν is the frequency of the radiation.
Heinrich Hertz discovered the photoelectric effect in 1887. The experiments performed
by Philipp Lenard, a former student of Hertz, showed that if light shines on a metal
surface in vacuum, some of the electrons receive enough energy so that they are emit-
ted from the surface into the vacuum. They were interpreted by Albert Einstein, who
received the Nobel Prize for his work in 1921. This is termed the photoelectric effect and
the maximum energy is a function of the frequency of the incident light. The quantised
units of light energy are called photons.
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10 High-Speed Electronics and Optoelectronics

Based on further experimental observations of Davisson and Germer (USA) and
Thompson (UK) on the diffraction of electrons by the atoms in a crystal, de Broglie
related the wavelength of a particle of momentum p = mv, where m is the mass of the
particle as seen in Equation (1.2):

λ = h

p
= h

mv
. (1.2)

1.7.2 The Bohr model of the atom

A model of the atom was first proposed by Bohr. In his model, the electrons move in
stable circular orbits about the nucleus and the electron may move to an orbit of higher
or lower energy. The electron would either gain energy or lose energy by the absorption
or emission of a photon of energy hν. Bohr further proposed that the angular momentum
of the electron moving in a circular orbit was an integral multiple of Planck’s constant
as seen in Equation (1.3).

p
θ
= nh

2π
= nh̄, n = 1, 2, 3, ... (1.3)

The hydrogen atom with one electron and the nucleus illustrates this concept in a simple
manner as seen in Figure 1.11.

Assuming that the electron of mass m rotates in a stable orbit of radius r with velocity
v, the angular momentum is written in Equation (1.4):

p
θ
= mvr = nh̄. (1.4)

The electrostatic force between the charge on the nucleus and the charge on the electron
must be equal to the centripetal force for the electron to remain in stable orbits. This
yields the expression in Equation (1.5) for the energy of the electron [15]:

En = − mq4

2(4πε0)2n2h̄2
. (1.5)

+q

–q

r

Fig. 1.11 Bohr model of the hydrogen atom.
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2 3 4 n = 51

Fig. 1.12 Electron orbits in Bohr model (not to scale).

The electron orbits in the Bohr model are shown in Figure 1.12.

1.8 The de Broglie relation

The initial theoretical and experimental results of Planck, Einstein and Bohr laid the
foundation for the development of quantum mechanics. It was de Broglie, however,
who first postulated that if waves were seen to behave as particles then it could be that
particles might behave like waves.

In the Bohr formulation, the electron which travels in a circular orbit of radius r is
assumed to behave like a wave with a wavelength λ. It travels in a circular path equal
in length to the circumference 2πr , which will be an integral number of wavelengths so
that

nλ = 2πr. (1.6)

The Bohr formulation yielded the linear velocity of the electron to be

v = q2

4πε0nh̄
. (1.7)

Using this velocity relation, the wavelength can be written as

λ = h

mv
= h

p
, (1.8)

where p is the linear momentum of the electron. Thus, de Broglie postulated that the
relationship between the wavelength and the linear momentum p of a particle is given
by Equation (1.2).

p = h

λ
= h

2π

2π

λ
= h̄k. (1.9)
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12 High-Speed Electronics and Optoelectronics

This is the de Broglie relationship. For free electrons, the energy–momentum relation-
ship is as follows:

E = mv2

2
= p2

2m
; p = √

2m E . (1.10)

Hence, the experiments of Davisson and Germer and of Thompson were verified by the
de Broglie relationship.

1.9 Quantum mechanics

Newtonian mechanics can be used to describe physical behaviour that is macroscopic.
Typical examples of this are planetary motion, the classical electromagnetic fields
and fluid motion. The motion of electrons and the interaction of electrons in atoms
in semiconductor materials cannot, however, be described thus since we are dealing
with microscopic behaviour. This physical behaviour on the atomic scale can only
be described by quantum mechanics rather than Newtonian mechanics. Quantum or
wave mechanics had as its basis the physical understanding developed by Planck and
de Broglie. The classical laws of the conservation of energy, momentum and angular
momentum are also assumed to be valid in quantum mechanics. Hence, the physics
involved in the interaction between atoms can be described mathematically by quantum
mechanics.

1.9.1 Probability and the uncertainty principle

When the motion of the particle is microscopic, the parameters cannot be described
exactly but rather in terms of average (expectation) values. Hence we have, for example,
the expectation values of position, momentum and energy of an electron. So, we have a
probabilistic rather than an exact description of the particle behaviour. There is, thus, an
inherent uncertainty in the position and momentum of the particle. This was formulated
by Heisenberg and is termed the Heisenberg uncertainty principle. The uncertainty in
the measurement of the position and momentum of particle motion is given as

(�x)(�px) ≥ h̄. (1.11)

The uncertainty in energy is related to the time at which the energy was measured and
is given by

(�E)(�t) ≥ h̄. (1.12)

These equations show that the simultaneous measurements of position and momen-
tum on the one hand and energy and time on the other hand cannot be performed with
arbitrary accuracy.

It follows that we can only determine the probability of finding an electron in a certain
position or having a certain momentum. This leads to the definition of a probability
density function. The probability of finding a particle in a range, say, from x to x + dx
is given by
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Table 1.4 Classical variables and quantum operators

Classical variable Quantum operator

x x
f (x) f (x)
Momentum p(x) h̄

j
∂
∂x

Kinetic energy p2

2m
−h̄2

2m
∂2

∂x2

Potential energy V V
Total energy E −h̄

j
∂
∂t

∫ ∞

−∞
P(x)dx = 1, (1.13)

where P(x) is a normalised function. The average value of a function x is defined as

〈 f (x)〉 =
∫ ∞

−∞
f (x)P(x)dx = 1. (1.14)

The correspondence between classical and quantum mechanical quantities is shown in
Table 1.4.

The basic principles of quantum mechanics will now be reviewed. Each particle in
a physical system is described by a wave function �(x, y, z, t). The function and its
space derivatives are continuous, finite and single-valued.

The probability of finding a particle with wave function � in the volume dxdydz is
�∗�dxdydz. Then we have the following definition for three-dimensional space:∫ ∞

−∞
�∗�dxdydz = 1. (1.15)

The expectation value of any physical quantity X can be written as

< X > =
∫ ∞

−∞
�∗ Xoper�dxdydz, (1.16)

where Xoper is the operator corresponding to the variable X .
The classical equation for energy conservation is Kinetic energy + Potential energy =

Total energy:

p2

2m
+ V = E . (1.17)

1.9.2 The wave equation

We obtain the quantum mechanical energy equation by substituting the corresponding
operators which operate on the one-dimensional wave function �(x, t):

−h̄2

2m

∂2�(x, t)

∂x2
+ V (x)�(x, t) = E�(x, t) = −h̄

j

∂�(x, t)

∂t
. (1.18)
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Fig. 1.13 Infinite potential well, width = 2a.

This is the one-dimensional Schrödinger wave equation. The three-dimensional wave
equation is

−h̄2

2m
∇2� + V (x)� = E� = −h̄

j

∂�

∂t
. (1.19)

The wave equation is applied to the solution of various physical problems. The problem
of the infinite potential well provides an understanding of the method of solution and an
insight into the discrete energies of a single electron [14, 15].

This basic physical concept is important since quantum wells can be fabricated using
semiconductor structures for devices. A general solution of the one-dimensional wave
equation can be written as follows:

�(x, t) = ψ(x) exp

(− j Et

h̄

)
. (1.20)

We consider the infinite quantum well of width 2a with zero potential outside the well
as shown in Figure 1.13.

On solving the one-dimensional wave function, we obtain n solutions and the discrete
energy levels are given by [14, 15],

En = π2h̄2n2

8m0a2
, (1.21)

where m0 is the rest mass of the electron and a is the lattice constant of the crystal.
The one-dimensional problem of a particle in a finite potential well can also be solved
and the allowed energies of the particle determined [10]. The phenomenon of tunnelling
wherein an electron with energy E tunnels through a potential barrier with barrier height
V0 greater than E is also explained by quantum mechanics. Classically, the electron
would not be able to show this behaviour. If we have a potential barrier of width a, the
one-dimensional Schrödinger equation can be solved in the three regions I, II and III as
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Fig. 1.14 Potential barrier.

shown in Figure 1.14. There are three regions for the problem. Regions I and III have
zero potential. Say region II has a potential V0, then the solutions in the three regions
are given by:

Region I : ψ(x) = A exp( jkx) + B exp(− jkx); k2 = 2m E

h̄2
(1.22)

Region II : ψ(x) = C exp(−αx) + D exp(+αx); α2 = 2m(V0 − E)

h̄2
(1.23)

Region III : ψ(x) = F exp( jkx); k2 = 2m E

h̄2
. (1.24)

Using the conditions that the wave function and its derivatives are continuous at the
boundaries, x = 0 and x = a, the tunnelling probability is of the form:

T =
∣∣∣∣ F

A

∣∣∣∣2

= 4

4cosh2(αd) + (
α
k − k

α

)2
sinh2(αd)

. (1.25)

Boundary conditions are matched at the two boundaries and T , the tunnelling probabil-
ity is determined.

The method of solution is the same regardless of the shape of the barrier. Triangu-
lar and trapezoidal barriers have a simple geometry and hence give us exact solutions.
When the barriers are of arbitrary shape, the tunnelling probability is solved using the
Wentzel–Kramers–Brillouin (WKB) approximation:

T ∼= exp

[
−2

∫ d2

d1

| f (x) | dx

]
(1.26)

with

f (x) = 2m0

h̄2
[V (x) − E], (1.27)

where V (x) is the arbitrary potential. The limits of the integral d1 to d2 represent the
classically forbidden region, where the potential energy is larger than the total particle
energy.
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1.10 Statistical mechanics

1.10.1 The free electron

When the three-dimensional Schrödinger equation is solved, the general solution gives
the wave function for the electron in motion in a region of zero potential. The
behaviour of electrons in semiconductor crystals can be assumed to be like that of so-
called free electrons under certain conditions, hence the importance of this result. The
time-independent wave function solution is given by

ψ(r) = A exp(k · r), (1.28)

where A is a complex quantity and is the amplitude, k is the wave vector and r
is the three-dimensional space vector. This results in energies of the same form as
Equation (1.21).

1.10.2 Fermi–Dirac distribution

The Fermi–Dirac distribution function f (E) gives the probability that states with energy
E are occupied by particles [10]:

f (E) = 1

1 + exp
(

E−EF
kT

) , (1.29)

EF represents the Fermi energy where f(E) becomes equal to 1/2.

1.11 Electrons in a semiconductor

Since semiconductors have periodic lattice structures, the electrons are subjected to
a periodic potential. Hence the Schrödinger equation must be solved for a periodic
potential [10]. The Bloch theorem states that the one-dimensional wave function for
an electron in a periodic potential is given by

ψ(x) = Vk(x) exp( jkx), (1.30)

where Vk(x) is a periodic potential with the same periodicity as the semiconductor
crystal with lattice constant a such that

Vk(x) = Vk(x + na), (1.31)

where n is an integer.

1.12 The Kronig–Penney model

An important model for the band structure is the Kronig–Penney model (Figure 1.15).
The one-dimensional periodic potential is given by

V (x) = 0, 0 ≤ x ≤ a (1.32)

V (x) = V0, −b ≤ x ≤ 0 (1.33)
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Fig. 1.15 Periodic potential for Kronig–Penney model.

The periodicity distance is d = a + b. The wave equation is solved in the three regions
and the continuity conditions for the wave function and its derivatives are applied. The
non-trivial solutions are obtained when the electron energy is less than and greater than
the potential V0 [10, 14]. The transcendental equation to be solved is

cos kxd = cos aα cosh bδ − α2 − δ2

2αδ
sin aα sinh bδ, 0 < E < V0 (1.34)

cos kxd = cos aα cos bδ − α2 + δ2

2αδ
sin aα sin bδ, E > V0 (1.35)

with

α =
√

2m0 E

h̄2
, β =

√
2m0(E − V0)

h̄2
, δ =

√
2m0(V0 − E)

h̄2
. (1.36)

The solution of the equation gives the energy E. The allowed energy bands are sepa-
rated by band gaps with no allowed energies. It follows that there are forbidden energy
regions for an electron which is subjected to a periodic potential in a semiconductor
crystal.

1.12.1 Effective mass

When the centre of mass of a classical particle moves with a velocity v, we define
a phase velocity. If we have a packet of travelling waves with a centre frequency
ω and a wavenumber k, we have the classical dispersion relation for the group
velocity:

vg = dω

dk
. (1.37)

In the quantum mechanical formulation, the wavepacket is the analogue of the classical
particle in a given region of space. This wavepacket consists of constant-energy wave
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function solutions and a centre energy is defined. Hence the wavepacket group velocity
in the quantum-mechanical formulation can be written as in Equation (1.20):

vg = 1

h̄

d E

dk
. (1.38)

Using the force–momentum relations, we define the effective mass of an electron in a
crystal as

m∗ =
(

1

h̄2

d2 E

dk2

)−1

. (1.39)

Section 1.14.1 defines heavy and light holes corresponding to wide and narrow bands
respectively.

1.12.2 Carriers in semiconductors

The two types of carriers in semiconductors are the conduction band electrons and the
valence band holes. The electrons occupy the conduction band when the temperature is
raised above 0 K. The unoccupied states in the valence band are holes and are defined
to have a positive charge with the same magnitude as the electronic charge. Hence, we
consider electrons in determining the conduction band properties and holes in deter-
mining the valence band properties. The band structures of several semiconductors are
given by Pierret, and Streetman and Banerjee [10, 15] and others.

1.13 Semiconductors in equilibrium

1.13.1 Intrinsic semiconductors

A semiconductor is described as being intrinsic when there are no impurities and no
defects in the crystal. The concentration of electrons in the conduction band is equal
to the concentration of holes in the valence band. At 0 K, the electrons occupy all the
available energy states in the valence band and all the states in the conduction band
are empty. This follows from the fact that at 0 K, each electron is in the lowest possi-
ble energy state. As the temperature is increased the electrons are excited due to the
acquired thermal energy and move into the conduction band leaving behind holes in the
valence band. Therefore, the equilibrium concentration of electrons in the conduction
band n0 is equal to the equilibrium concentration of holes in the valence band p0 in
intrinsic semiconductors [2, 15]:

n0 = p0 = ni, (1.40)

where ni is simply referred to as the intrinsic concentration of holes and electrons.

1.13.2 Extrinsic semiconductors

When impurity atoms are added to the intrinsic semiconductor such that the electron
concentration is no longer equal to the hole concentration, it becomes an extrinsic
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Fig. 1.16 Band diagram.

semiconductor and n0 �= p0. Thus the doping of a semiconductor with impurities can
produce excess electrons or holes. These atoms can be either donors or acceptors. If the
dopant produces an excess of electrons, the dopant is referred to as a donor, the semi-
conductor becomes n-type material with n > p and the current is predominantly due to
the negatively charged electrons. If, on the other hand, the dopant generates holes, the
dopant is referred to as an acceptor, the result is a p-type semiconductor with p > n
and the current is predominantly due to the positively charged holes. Note that the hole
charge has the same magnitude as the electronic charge [2, 8, 15].

1.13.3 Semiconductor band diagrams

The band diagrams for p- and n-type semiconductors at thermal equilibrium are given in
Figure 1.16. The bottom of the conduction band is Ec, the top of the valence band is Ev,
the intrinsic energy level is at mid-band and is denoted by Ei and the Fermi level is EF.

1.13.4 Electron and hole distribution

The distribution of electrons in the conduction band and holes in the valence band is
obtained using the Fermi–Dirac probability function. The electron distribution in the
conduction band is written as

n(E) = gc(E) f (E), (1.41)

where gc(E) is the density of quantum states in the conduction band and f (E) is the
Fermi–Dirac probability function given in Equation (1.29). The hole distribution in the
valence band can be written in a similar way:

p(E) = gv(E)[1 − f (E)]. (1.42)

The density of states functions are written as

gc(E) = m∗
n

√
2m∗

n(E − Ec)

π2h̄3
, E ≥ Ec (1.43)

gv(E) =
m∗

p

√
2m∗

p(Ev − E)

π2h̄3
, E ≤ Ev. (1.44)

The equilibrium concentration of electrons can now be written as

n0 =
∫ ∞

Ec

n(E)dE, (1.45)
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where n(E) is given by Equation (1.41). Similarly, the equilibrium hole concentration
is written as

p0 =
∫ Ev

−∞
p(E)dE, (1.46)

where p(E) is given by Equation (1.42). The equilibrium electron and hole concentra-
tions in the conduction and valence bands respectively are written as

n0 = Nc exp

(−(Ec − EF)

kT

)
(1.47)

p0 = Nv exp

(−(EF − Ev)

kT

)
, (1.48)

where Nc and Nv are the effective density of states functions in the conduction and
valence bands respectively.

Nc = 2

(
2πm∗

nkT

h2

)3/2

(1.49)

Nv = 2

(
2πm∗

pkT

h2

)3/2

. (1.50)

The intrinsic carrier concentration ni is given by

n2
i = n0 p0. (1.51)

By substitution of Equations (1.47) and (1.48), we can write the intrinsic concentra-
tion as

n2
i = Nc Nv exp

(−(Ec − Ev)

kT

)
(1.52)

= Nc Nv exp
−Eg

kT
, (1.53)

where Eg is the bandgap energy.

1.14 Direct and indirect semiconductors

When light illuminates a semiconductor, and the photon energy is equal to or larger than
the band gap, the light is absorbed, and creates hole–electron pairs. These holes and
electrons are equal in number to maintain charge neutrality, and since they are not in
equilibrium, in due course they recombine; this recombination may be radiative or non-
radiative. Radiative recombination, when a photon is emitted usually at the bandgap
energy, only occurs in direct bandgap material, whereas non-radiative recombination
may occur in both direct and indirect bandgap semiconductors. In indirect semicon-
ductors, this non-radiative recombination requires a phonon to mediate the process.
Non-radiative processes in direct bandgap material are usually through traps or due
to surface recombination. The direct or indirect band gap defines whether the lowest
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position of the conduction band aligns with the maximum of the valence band along
momentum space, where the effective momentum value k is equal to zero.

Direct bandgap semiconductors are capable of photon emission, by radiative recom-
bination, but indirect semiconductors have a low probability of radiative recombination.
However, indirect bandgap semiconductors may have isoelectronic impurity states
which are direct, and therefore the recombination from these states may also be radia-
tive. GaP, which is an indirect gap semiconductor, may be doped with zinc oxide or
nitrogen to produce these states, and the widely used green or red light–emitting diodes
are examples of this emission.

1.14.1 Absorption processes

Considering Figure 1.17, we note that three different valence bands are shown. Equa-
tion (1.39) had linked the carrier mobility the second derivative of energy with respect
to k. It is then easy to understand why the band with less curvature at k = 0 (V1) is
called the “heavy hole band”, while the one which is more strongly bent (V2) is called
“light hole band”. In most bulk semiconductors, the light and heavy hole bands con-
cide at k = 0 – they are degenerate. The band V3 is called the “split-off band”. Note

V2

V2 V3

V1

V3

V1

0.67eV

L X

0.80eV 2.5eV

1.12eV

Γ7

π
a [111]

Γ8

Γ6

λ

λ

Γ

L XΓ

2π
a

[100]k [000] π
a [111] 2π

a
[100]k [000]

Fig. 1.17 Band diagram of bulk Ge (left) and Si (right). Note that the minimum of the conduction band is
not aligned with maximum of the valence band at k = 0, indicating that these are indirect
semiconductors. S. Wang, Fundamentals of Semiconductor Theory and Device Physics, 1st
Edition, pp. 233–234, c©1989. Reprinted by permission of Pearson Education, Inc., Upper
Saddle River, NJ.
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Fig. 1.18 Band diagram of bulk GaAs. Note that the minimum of the conduction band is aligned with
maximum of the valence band at k = 0, indicating that this is a direct gap semiconductor.
S. Wang, Fundamentals of Semiconductor Theory and Device Physics, 1st Edition, pp. 233–234,
c©1989. Reprinted by permission of Pearson Education Inc., Upper Saddle River, NJ.

that in each of these cases, the minimum of the conduction band is not aligned with
the maximum of the valence band where k = 0, which implies that these are indirect
semiconductors. In Figure 1.18, the band diagram of the direct semiconductor GaAs is
shown; here the conduction band minimum is along the k = 0 axis and aligned with the
maximum of the valence band. Note the degenerate valence band of heavy holes and
light holes and the split-off band.

Photo-excitation of semiconductors with photons energies equal to or greater than
the bandgap energy of the material results in absorption, which in turn causes the
creation of hole–electron pairs for each photon. The major source of absorption in
semiconductors is the valence band to conduction band transition. In the case of direct
semiconductors, the transition occurs when the photon energy is at the bandgap value
or larger and results in the transition of an electron in the valence band to the conduc-
tion band. In indirect semiconductors, the absorption has to be mediated by phonons. In
addition to the band to band absorption, transitions take place from acceptor to donor
levels, from acceptor to conduction band, valence to donor level, all of which result
in absorption below the bandgap energy. Figure 1.19 shows schematically the band
to band transition for the direct gap semiconductor, and in Figure 1.20, the phonon-
mediated transition. The conduction band to valence band and impurity band to impurity
band transitions are shown schematically in Figure 1.21. Not shown in this figure are
the impurity band to conduction and valence band transitions, all of which lead to
absorption and emission of the appropriate photon energies.
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Fig. 1.19 Schematic diagram of the conduction and valence bands of a direct semiconductor and the
transitions.
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Fig. 1.20 Schematic diagram of the indirect semiconductor and the phonon-mediated transitions.
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Fig. 1.21 Transitions possible with a semiconductor with impurity donor and acceptor bands: conduction
band to valence band and impurity band to impurity band are illustrated. Others, conduction
band to impurity band and valence band to impurity band have not been shown.
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The absorption rate of the band to band transitions, for both the direct and indirect
transitions may be calculated using quantum theory, but is not included here.

Free carrier absorption also occurs in most semiconductors as the carrier density is
always non-zero. The absorption of a photon by a carrier within a band results in the
carrier having a larger energy. The absorption coefficient is proportional to the carrier
density [3]. This effect is important in the design of waveguide devices, where typically
this may result in absorption of the order of 1 dB cm−1 when the carrier densities are
high in the 1018 cm−3 region.

1.14.2 Exciton absorption

In pure semiconductors, the absorbed photon with bandgap energy or larger may create
excitons, which are electron–hole pairs that are bound, and in the binding process give
up the binding energy. The binding energy of these excitons is of the order of about
4.5 meV, and at low temperatures, an excitonic absorption peak is seen a little below
the band to band absorption energy. At room temperature, this peak is not seen in bulk
material, because the thermal broadening due to optical phonons is comparable, and
the excitons that are created dissociate very rapidly. In quantum wells, however, the
excitons remain extant at room temperature due to enhanced binding energies, which are
typically two or three times that of the thermal broadening energy. Thus, the absorption
characteristics of the material with quantum wells also show the excitonic absorption
in addition to the usual band to band absorption. When a transverse electric field is
applied to the quantum well, the absorption edge shifts to a longer wavelength. A simple
explanation of this phenomenon is shown in Figure 1.22, where the schematic wave
functions of the electron and hole in the quantum well are shown. When the transverse
field is applied, then the quantum well bands tilt, and the resulting gap between the
electron–hole wave functions decreases, which results in the absorption edge moving to
a smaller energy and thus a longer wavelength.

Ec

Ec

E

Ev

Ev

Eg EgEg

Fig. 1.22 A schematic diagram of the wave functions in a quantum well, and the effect of applying a field
across the well, resulting in tilting of the wells. This so-called Quantum Confined Stark Effect
reduces the effective band gap of the material.
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Fig. 1.23 Absorption coefficient for various semiconductors (M. Shur, Physics of Semiconductor Devices,
Prentice Hall, 1990 c©Prentice Hall).

Other absorption mechanisms are due to valence to impurity band, impurity band
to other impurity band or impurity band to conduction band transition, intraband
absorption between different levels in the same band, and free carrier absorption.

The absorption spectra of different semiconductors is summarised in Figure 1.23.

1.15 Recombination and radiation in semiconductors

The absorption of photons by the semiconductor results in the generation of elec-
trons and holes, which disturbs the equilibrium status of the semiconductor. Electrical
injection also results in this non-equilibrium of an excess of electrons in the conduc-
tion band and an equal number of holes in the valence band. These recombine, both
non-radiatively and radiatively, the latter in direct gap semiconductors. In general, the
radiative transitions are dominated by the conduction band to valence band emission
and therefore define the energy of the emitted photons. Other recombination processes
include exciton recombination, donor to acceptor and other impurity recombinations.
The radiation spectrum from recombination is generally shifted to lower energy from
the absorption spectrum, and this is termed the Stokes or the Franck–Condon shift due
to imperfections in materials or interfaces.
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In general the excess electrons and holes decay at some rate, resulting in the density
varying as exp(−t/τ), where τ is defined as the lifetime of the carriers. The decay of
these carriers results in transfer of energy to the lattice in the form of phonons for the
non-radiative decay and transfer of energy to photons for radiative decay.

The corresponding lifetimes are labelled as τnr and τr for the non-radiative and radia-
tive decay, respectively, and the corresponding non-radiative and radiative rates are Rnr

and Rr, respectively. Thus, the total lifetime constant τ is given as:

1

τ
= 1

τnr
+ 1

τr
. (1.54)

The corresponding total spontaneous rate of recombination is given by

Rspon = Rnr + Rr. (1.55)

Devices such as the light-emitting diode (LED) largely depend on spontaneous emis-
sion, and in this case the internal quantum efficiency is given by

ηinternal = Rr

Rnr + Rr
. (1.56)

The exponential decay rate of the excess carriers is inversely proportional to recombi-
nation rate, and if the excess of electron is �n, then the recombination rates Rr and Rnr

are given by the expressions: Rr = �n/τr and Rnr = �n/τnr. Then internal quantum
efficiency may also be written as

ηinternal =
1
τr

1
τr

+ 1
τnr

= 1

1 + τr
τnr

= τnr

τr + τnr
. (1.57)

The total spontaneous recombination rate is given by the equation:

Rtotal = A�n + B�n2 + C�n3. (1.58)

The first term is the Shockley–Read–Hall recombination due to defects and traps, the
second is the spontaneous emission due to radiative transition, and the third is the Auger
recombination term. Auger recombination is non-radiative, occurs at high injection
levels, and is a three-particle process. It becomes important in ternary and quater-
nary compounds of InP-based materials, and is evident in the long wavelength laser
structures.

1.15.1 Spontaneous and stimulated emission

The radiative recombination process discussed above occurs spontaneously, and this
is used in traditional LED structures. In lasers, stimulated emission is the source of
light, and in this section the relationship between absorption, spontaneous emission and
stimulated emission, first outlined by Einstein in 1917, is discussed. The derivations
given here follow the approach outlined by Casey and Panish [4] and Agrawal [1].

It can be shown that the blackbody radiation law is given by

P(E) = 8πn 3 E2

h3c3(eE/kT − 1)
, (1.59)
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Fig. 1.24 Transitions from level E1 to E2 for absorption and from E2 to E1 for emission, F1 and F2 are
the electron and hole quasi-Fermi levels respectively.

where n is the index of the material under consideration, h is Planck’s constant, c is the
speed of light in vacuum, E is the energy given by hν, ν is the frequency and k is
Boltzmann’s constant. This is the expression for the energy density blackbody radiation
P(E), and is in thermal equilibrium, when the input radiation is equal to the outgoing
radiation.

For a semiconductor, consider the transitions from the conduction band to the valence
band and also the reverse. The energy levels in each of these bands have to obey the
Pauli exclusion principle, which implies only two carriers at each level. Thus, the band
is a series of levels, as shown in Figure 1.24, and the transition energy for an electron
from a level E1 in the valence band to a level E2 in the conduction band requires that an
incident photon has energy given by hν = E2 − E1. Let the probability of this transition
taking place be given by B12, and let f1 be the probability that an electron exists at level
E1 and (1− f2) be the probability that a vacancy occurs at level E2. Also assume that the
radiation density of photon energy incident on the semiconductor is given by P(E21).
Then the upward transition rate is given by

r12 = B12 f1(1 − f2)P(E21). (1.60)

Note that f1 and f2 take the form of the Fermi–Dirac distribution

fi = 1

e(Ei−Fi)/kT + 1
, (1.61)

where Fi is the corresponding quasi-Fermi level, k is Boltzmann’s constant and T the
temperature in Kelvin.

Similarly, the downward transition rate, now called the stimulated transition, is
given as

r21(stim) = B21 f2(1 − f1)P(E21), (1.62)

where B21 is the transition probability, f2 is the probability that an electron is present
at E2 and (1 − f1) is the probability that there is vacancy at E1.

Finally, there is the spontaneous transition from E2 to E1, without any incident
radiation involved, given by

r21(spon) = A21 f2(1 − f1). (1.63)
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In thermal equilibrium, the input radiation is equal to the output, the Fermi levels F1 =
F2, and hence

r12 = r21(spon) + r21(stim). (1.64)

Equating, simplifying and noting that P(E21) is the blackbody radiation term,

P(E21) = 8πn3 E2

h3c3(eE21/kT − 1)
(1.65)

= A21 f2(1 − f1)

B12 f1(1 − f2) − B21 f2(1 − f1)
(1.66)

= A21

B12eE21/kT − B21
. (1.67)

Equating Equations (1.65) and (1.67) and separating them into temperature-dependent
and temperature-independent terms give the following results:

A21 = 8πn 3 E2

h3c3
B21 (1.68)

and

B21 = B12. (1.69)

These are Einstein’s coefficients and their relationships with each other.
The condition under which stimulated emission dominates is an interesting one. This

requires a non-equilibrium condition in which the presence of incident radiation is
required. This results in the population densities in the conduction and valence bands to
be different from the equilibrium condition. For stimulated emission to dominate, the
stimulated emission rate, r21(stim), needs to exceed the absorption rate r12. Substituting
from Equations (1.60) and (1.62),

B21 f2(1 − f1)P(E21) > B12 f1(1 − f2)P(E21). (1.70)

Since B21 = B12, this equation becomes

f2(1 − f1) > f1(1 − f2). (1.71)

Substituting for f1 and f2 from Equation 1.61, this equation becomes

e(F2−F1)/kT > e(E2−E1)/kT (1.72)

or

F2 − F1 > E2 − E1. (1.73)

This implies that the difference in the quasi-Fermi levels is greater than the emission
energy of the photon. If the emission is at bandgap energy, then the difference between
quasi-Fermi levels needs to be greater than the bandgap energy Eg.
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1.16 Carrier transport in semiconductors

Drift and diffusion are the two mechanisms whereby carriers are transported in semi-
conductors such that there is current flow. It will be assumed that thermal equilibrium
will not be disturbed during these processes [2, 8, 10, 15].

1.16.1 Drift current

When an external electric field is applied to a semiconductor, it produces a force that will
accelerate the electrons and holes in opposite directions as long as there are available
energy states in the conduction and valence bands. The net drift of charge will produce
a current which is the drift current. If the electric field is denoted as E , the drift current
densities for electrons and holes are written as

Jn(drift) = qnvndr = qμnnE (1.74)

Jp(drift) = qpvpdr = qμpnE, (1.75)

where q is the charge on a particle (electron or hole), J is the surface density of current,
vndr and vpdr are the drift velocities of electrons and holes, respectively, and μ is the
mobility.

1.16.2 Diffusion current

Electrons flow from a region of higher concentration to a region of lower concentration,
producing a flux of electrons and an electron diffusion current which is in the opposite
direction to the flux. The hole flow is such that the hole flux and the hole diffusion
current are in the same direction since the holes are positively charged. The diffusion
current densities for electrons and holes are given by

Jndiff = q Dn
dn

dx
(1.76)

Jpdiff = −q Dp
dp

dx
, (1.77)

where Dn and Dp are the electron and hole diffusion coefficients respectively. The
diffusion coefficient is related to the mobility μ by the Einstein relation:

D = μkT

q
. (1.78)

Hence,
Dn

μn
= Dp

μp
= kT

q
. (1.79)

Adding Equations (1.74)–(1.77),

J = (qμnn + qμp p)E + q Dn
dn

dx
− q Dp

dp

dx
. (1.80)
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1.17 p–n junction

When a junction is formed by a p-type and an n-type semiconductor, holes move from
the p to the n side across the metallurgical junction and electrons move in the opposite
direction. There are concentration gradients of electrons and holes giving rise to diffu-
sion. Furthermore, when the electrons leave the n region, positively ionised donor atoms
remain behind and, similarly, negatively ionised acceptor atoms remain in the p region.
These ionised donors and acceptors reside on both sides of the metallurgical junction
and are not mobile. The length of this region increases as the diffusion continues. The
resultant electric field is directed from the positive charge to the negative charge. This
field builds up in such a way as to oppose the diffusion of the carriers in both directions
across the junction. An equilibrium condition is reached and there is no net flow of cur-
rent across the junction. The ionised region on both sides of the metallurgical junction
is called the depletion or space charge region. The p–n junction is seen in Figure 1.25.
The band diagram and space charge distribution of a p–n homojunction are shown in
Figure 1.26. The general form of Poisson’s equation for an abrupt junction where there
is an abrupt change in the doping concentration is

dE
dx

= q

εs
(p − n + ND − NA), (1.81)

where p is the hole concentration, n is the electron concentration and ND and NA are
the ionised donor and acceptor concentrations respectively. If the metallurgical junction
is the origin, the depletion region on the p side extends to −xp and on the n side to xn.
Poisson’s equation is written for the depletion regions on either side of the metallurgical
junction as

dE
dx

= − q

εs
NA, −xp < x ≤ 0 (1.82)

dE
dx

= q

εs
ND, 0 < x ≤ xn, (1.83)

where εs is the permittivity of the semiconductor material. The regions outside the
depletion region are neutral regions and hence the electric field is zero. Equations (1.82)
and (1.83) are solved using the boundary condition on the electric field to get

0
x

xn–xp

p n
Depletion region

+
+
+
+

+ + +
+ + +

+ + +
+ + +

– – – –
– – ––
– – –
– – – –

–

Fig. 1.25 p–n junction at equilibrium.
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ρ(x)

qND

xn

–xp
x

–qNA

Fig. 1.26 p–n junction without externally applied voltage – band diagram (centre) and space charge
distribution (bottom).

E = −q NA

εs
(x + xp), −xp < x ≤ 0 (1.84)

E = q ND

εs
(x − xn), 0 < x ≤ xn. (1.85)

The potential is related to the electric field by the equation

E = −dV

dx
. (1.86)

Integrating Equations (1.84) and (1.85)

V (x) = q NA

2εs
(x + xp)

2, −xp < x ≤ 0 (1.87)

V (x) = −q ND

2εs
(x − xn)

2, 0 < x ≤ xn. (1.88)
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1.17.1 The built-in potential

The built-in potential on the p side of the junction is the potential difference across the
depletion region. It is determined similarly on the n side.

Vbip = q NA

2εs
x2

p (1.89)

Vbin = q ND

2εs
x2

n . (1.90)

The total built-in potential across the junction is

Vbi = (Vbip + Vbin) (1.91)

= q

2εs
[NAx2

p + NDx2
n ]. (1.92)

The continuity of the electric field across the junction at x = 0 requires that

NAxp = NDxn. (1.93)

It is assumed that the dopants are fully ionised and the total ionised positive charge
per unit area on the n side is equal to the total ionised negative charge per unit area on
the p side. At thermal equilibrium, there is no net current flow and hence the drift and
diffusion currents are equal. The electron current is

Jn = 0 (1.94)

= Jndrift + Jndiff (1.95)

= qμnnE + q Dn
dn

dx
. (1.96)

The hole current is written as

Jp = 0 (1.97)

= Jpdrift + Jpdiff (1.98)

= qμp pE − q Dp
dp

dx
. (1.99)

When the net hole current is zero, and with the electric field equal to the gradient of the
potential, it may be shown that

Vbi = kT

q
ln

NAND

n2
i

. (1.100)

It has been assumed that there is full ionisation of the dopant impurity levels such that
the majority carrier concentrations are the doping concentrations and the equilibrium
concentrations are related by

n0 p0 = n2
i . (1.101)

1.17.2 The depletion layer width

The widths of the depletion layer in the p- and n-type semiconductors may be calculated.
The maximum electric field occurs at the metallurgical junction, x = 0. This is given by

εsEmax = q NDxn = q NAxp. (1.102)
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Using the Equations (1.92) and (1.93) with

| Vbi | = Emax

2
[xn + xp] (1.103)

W = xn + xp (1.104)

=
√

2εs

q

(
1

ND
+ 1

NA

)
| Vbi |. (1.105)

1.17.3 The depletion capacitance

The depletion capacitance is the capacitance at the p–n junction. The depletion layer is
modelled as a parallel plate capacitor. The capacitance is written as

Cj = εs A

W
, (1.106)

where A is the area of the p–n junction and W is the depletion layer width given by
Equation (1.105). The junction capacitance is given by

C = A

√
qεs NA ND

2Vbi(NA + ND)
. (1.107)

1.17.4 p–n junction under bias

At thermal equilibrium, the total electrostatic potential across the p–n junction is the
built-in potential,Vbi, and the potential difference between the p and n regions is qVbi.
If now a voltage VA is applied with the positive terminal connected to the p side and the
negative to the n side, the junction is forward-biased and the total electrostatic potential
across the junction is Vbi − VA, resulting in a reduction of the depletion layer width.
A potential barrier was formed at thermal equilibrium restricting the motion of the
majority carriers. The application of the forward bias reduces the height of the bar-
rier. If, on the other hand, a voltage is applied with the positive terminal connected to
the n side and the negative terminal to the p side, the electrostatic potential across the
junction is Vbi − (−VA) and the height of the barrier is increased with the reverse bias.
The depletion widths and the energy band diagrams are shown in the figure. The width
of the depletion layer is given by

W =
√

2εs

q

(
ND + NA

NA ND

)
(Vbi ∓ VA). (1.108)

1.17.5 Current–voltage characteristics

The total current density in a p–n junction is given as:

J = q

[
Dnnp0

Ln
+ Dp pn0

Lp

] [
exp

(
qVA

kT

)
− 1

]
, (1.109)
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where

Ln = √
Dnτn (1.110)

Lp = √
Dpτp (1.111)

np0 = n2
i

NA
(1.112)

pn0 = n2
i

ND
. (1.113)

The current density expression now reduces to

J = J0

[
exp

(
qVA

kT

)
− 1

]
(1.114)

where

J0 = qn2
i

[√
Dn

τn

1

NA
+

√
Dp

τp

1

ND

]
, (1.115)

where Dn and Dp are the Einstein coefficients for electrons and holes and τn and τp are
the electron and hole lifetimes.

1.18 Schottky diode

Another important type of semiconductor junction is the Schottky diode, a metal–
semiconductor junction.

Its band diagram is shown in Figure 1.27, assuming that the semiconductor layer
is n-doped, that the doping concentration is constant throughout the layer (homoge-
neous doping), and that the Boltzmann approximation for the Fermi distribution is

Metal

Evac

ϕm

EF

ϕb

n-semiconductor

Vbi

χn

kT ln
NC

ND

EC

EVρ = qND

y = y0

Fig. 1.27 Band diagram of a Schottky contact on a homogeneously n-doped semiconductor layer, without
an externally applied voltage. The bottom graph shows schematically the extension of the space
charge region.
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valid. We see that under ideal circumstances, the Schottky barrier height ϕb is the
difference between the metal work function ϕm and the electron affinity χn. In prac-
tice, however, the effective Schottky barrier height ϕb is also influenced by states at the
metal–semiconductor interface and shows only a small dependence on the metal work
function. On GaAs, ϕb ≈ 0.8 eV.

The built-in voltage can be easily calculated:

Vbi = ϕb − kT ln
NC

ND
, (1.116)

where NC is the density of states in the conduction band and ND the semiconductor
doping concentration.

The Schottky barrier ϕb causes a depletion of the semiconductor layer immedi-
ately adjacent to the metal–semiconductor interface. Devoid of electrons, the positively
charged ionised donors remain and form a space charge region with a space charge den-
sity ρ = q ND. It is indicated in the bottom graph of Figure 1.27 – we make the usual
‘box shape’ assumption for the space charge region, i.e. we assume the space charge
concentration to be constant throughout until y = y0, then ending abruptly.

For a homogeneously doped semiconductor with a permittivity of εs and a doping
concentration of ND,

y0 =
√

2εsVbi

q ND
(1.117)

without any externally applied voltage.

1.19 Heterostructures

The ability to mix semiconductors of different chemical composition in a single
crystal gives an important degree of freedom in device design. The combination
of semiconductor materials of different stoichiometry in a single crystal is called a
heterostructure.

Of foremost interest is the ability to change the energetic width of the forbidden gap –
the bandgap energy, or band gap in short. This is shown in Figure 1.28 for some popular
atomic and binary semiconductor materials. We note that changing the stoichiometry
not only modifies the bandgap energy, but also the lattice constant, which can be under-
stood as an average distance between the atoms in the crystal. This change in lattice
constant is a major complication when designing devices, but we will exclude it for
now by considering the material system (Al,Ga)As, where the lattice constant is almost
independent of stoichiometry.

The ability to change bandgap through stoichiometry opens up several interesting
design options.

• We may, for example, introduce a built-in electric field for one carrier species, but not
for the other – schematically shown in Figure 1.29. This is a p-type semiconductor
which has a smaller bandgap on the left-hand side (Eg,I) than on the right-hand side.
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Fig. 1.28 Bandgap energy and lattice constant for several popular semiconductor materials.

EC

EV

Eg,1

Eg,2

EF

Fig. 1.29 Hypothetical band diagram of a p-doped graded heterostructure.

This could be done by starting with GaAs and gradually increasing the aluminium
content while progressing to the right. Due to the p-type doping, the valence band
stays approximately equidistant to the Fermi energy EF (neglecting the change in
the valence band density of states NV), which is constant in thermodynamic equilib-
rium.1 Due to the change in bandgap energy, the conduction band energy will change
strongly and provide a built-in drift field for electrons, which in this schematic will be
accelerated from right to left.

We will later use such a structure to accelerate the electrons in the base of a
heterostructure bipolar transistor.

• Or we may abruptly change the bandgap by an abrupt modification of the stoi-
chiometry (see Figure 1.30). In this case, we use an n-type semiconductor material,
so the conduction bands remain approximately lined up horizontal (save for the
stoichiometry-induced change in the conduction band density of states), but the
change in bandgap results in a significant additional energy barrier for holes, which
will keep them from moving from region 1 into region 2. This carrier confinement
is at the heart of any semiconductor laser structure, and will also be used in het-
erostructure bipolar transistors. Note that a comparable energy barrier does not exist
for electrons – an energy barrier has been created for one carrier species only, a feat
possible only through the introduction of semiconductor heterostructures.

1 The picture is a simplification because changing the stoichiometry also changes the density of states in the
valence band, so there will be some variation in the EF to EV distance, which has been omitted.
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Region 1
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Eg,1

EF

Eg,2

Region 2

Fig. 1.30 Energy band diagram of an abrupt transition between two materials in a semiconductor
heterostructure.
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Fig. 1.31 Constructing heterostructure band diagrams using Anderson’s rule.

1.19.1 Constructing heterostructure band diagrams

To efficiently use heterostructure band diagrams in the understanding of high-speed
electronic and optoelectronic devices, we have to be able to construct their band
diagrams. A simple procedure shall be described here.

It uses a modification of Anderson’s rule, which has been a proven technique to draw
the band diagram of the important SiO2–Si interface. Anderson’s rule postulates that
the vacuum energy level is continuous and uses the electron affinities, i.e. the ener-
getic spacing between the vacuum level and the conduction band, to calculate the band
alignment in an abrupt heterostructure. The electron affinity χ is material-dependent.

When constructing the band diagrams, see Figure 1.31; we start out with the Fermi
energy EF, which in thermodynamic equilibrium is constant throughout the structure.
We next draw conduction and valence bands far away from the interface between the
two materials, which requires knowledge of the doping type and concentration, the
bandgap energy and the densities of state as described in the introductory review section.
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Next, we use knowledge of the electron affinities χ in the two materials to draw the
vacuum level, again far away from the interface. Poisson’s equation can be used to cal-
culate the exact potential in the interfacial region, which is used to draw the continuous
vacuum energy level. The material properties remain constant right up to the interface,
so we can draw the conduction and valence bands to be perfectly parallel to the vacuum
level.

The resulting conduction and valence bands show discontinuities at the interface
between the two materials, in direct consequence of the the different electron affinities
and the continuity of the vacuum energy level.

The built-in potential Vbi can be calculated as follows (refer again to Figure 1.31).
We assume here for simplicity’s sake that the Boltzmann equation can be used in lieu
of the Fermi–Dirac function:

q · Vbi = χI − χII + EG,I + kT · ln

(
NV,I NC,II

NA,I ND,II

)
. (1.118)

Assume that you externally apply a voltage −Vbi to the structure, which compensates
the built-in potential – the energy bands would then be constant within the two regions
of the heterostructure (flatband condition); now you easily recognise that

�EC = χI − χII (1.119)

and

�EV = EG,I − EG,II − �EC = �EG − �EC. (1.120)

However, in reality, the experimentally determined band discontinuities of heterostruc-
tures do not agree well with the values predicted using the electron affinities. This has
to do with the different interface conditions between a free surface (used to determine
the electron affinities) and a semiconductor heterostructure.

Anderson’s rule can still be used, however. Note that only the difference of the elec-
tron affinities matters, not their absolute values. Hence, you can place the vacuum
level at an arbitrary distance from the conduction band when drawing the band dia-
gram, provided that the difference in the hypothetical electron affinities agrees with the
experimentally determined �EC.

1.19.2 Band line-up

Abrupt heterostructures can have three fundamental band alignments – refer to Figure
1.32 for a schematic representation:

(i) In a type 1 heterojunction, the conduction band of the material with the lower
bandgap is below the conduction band of the material with the higher bandgap,
but the valence band of the lower-bandgap material is above the valence band of
the higher-bandgap material. The smaller bandgap is hence fully within the larger
bandgap.
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Fig. 1.32 Schematic representation of heterostructure line-ups.

(ii) In a type 2 heterojunction, the conduction band and the valence band of one mate-
rial are below their counterparts in the other material. This is sometimes also
referred to as a staggered line-up.

(iii) Finally, in a type 3 heterojunction, the valence band in one material is above the
conduction band in the other. This is called a zero-gap configuration.

In current practical devices, the type 1 line-up is by far the most common.

1.19.3 Lattice mismatch

As already observed in Figure 1.28, changing the stoichiometry will generally also mod-
ify the lattice constant. When combining materials with different lattice constants, the
mismatch will create strong mechanical strain at the interface (experienced as tensile
strain by the material with the smaller lattice constant and as compressive strain by
other materials).

Please refer to Figure 1.33. We shall visualise in a schematic fashion the problem of
lattice mismatch, taking the important Si/SiGe heterostructure as an example.

In this example, a thin SiGe layer shall be sandwiched between two thick Si layers.2

Provided that the thickness of the SiGe layer remains below a certain critical thickness,
all of the lattice mismatch can be compensated for by elastically straining the thin layer
(and a small fraction of the neighbouring layers). This case is also called the pseudo-
morphic case, a term which we will encounter later on, e.g. in the discussion of modern
field effect transistor (FET) structures.

If, however, the strained layer thickness is significantly increased beyond the critical
thickness, the mechanical forces at the interface become so large that they are able to
break crystalline bonds – a crystal defect is created which will have detrimental effects
in both optoelectronic and electronic structures and is hence to be avoided (but for a
very few special cases, where this plastic strain relaxation is used deliberately in areas
of the device devoid of mobile charge carriers).

Hence, the critical thickness is a parameter which must be carefully obeyed in het-
erostructure device design. It depends on both the lattice mismatch and the elements
forming the heterostructure.

2 ‘Thin’ here means that the whole layer can be deformed by the mismatch-generated strain, while ‘thick’
means that the largest part of the layer remains unstrained.
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aSi < aSiGe
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d

Si

Si
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Fig. 1.33 Schematic representation of lattice mismatch in heterostructures.

This introductory section on heterostructures concludes with what 2000 Nobel lau-
reate Herbert Kroemer has called the Central Design Principle of semiconductor
heterostructures:

Heterostructures use energy gap variations in addition to electric fields as forces acting on holes
and electrons to control their distribution and flow [7].

Our future treatment of high-speed electronic and optoelectronic devices will only
exemplify this fundamental observation.

1.20 Silicon–germanium heterostructures

Until the late 1980s, practical electronic and optoelectronic devices, if they included
compound semiconductor materials, were dominated by materials combining elements
from the third and fourth columns of the periodic table of elements, such as GaAs or InP.
However, compound semiconductors may also be formed from elements in the fourth
column – elements which already are semiconductors. One example is SiC, which has
been investigated extensively as a blue-light emitter. As an aside, SiC under its old trade-
mark of ‘carborundum’ was the first semiconductor material for which light emission
was ever observed and is finding renewed interest for high-power transistors [11].

The currently most important group IV–IV semiconductor material, however, is the
silicon–germanium alloy which shall receive special treatment here commensurate with
its importance.
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Table 1.5 Basic properties of silicon and germanium

Property Silicon Germanium Unit

Lattice type Diamond Diamond
Lattice constant 0.5431 0.5657 nm
Direct band gap 3.40 0.80 eV
Indirect band gap 1.11 0.664 eV
Indirect bandgap direction {100} {111}
Relative dielectric constant 11.9 16.2
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Fig. 1.34 Critical thickness of a strained SiGe layer on Si.

Table 1.5 [13] summarises some fundamental properties of silicon and germanium.
As we see, both are indirect semiconductors. Of special interest is the difference in band
gap, which will allow to build efficient heterostructure devices. However, the significant
difference of the relative dielectric constant (and consequently the refractive index) has
also been used in photonic waveguiding devices.

We also note that the lattice constant is quite different – the ratio of lattice constants is

aGe

aSi
= 1.042

for a mismatch of 4.2%.
Therefore, any SiGe heterostructure will be strained, and the strain has significant

consequences. In most cases, a pseudomorphic heterostructure free from crystal defects
will be desired, and hence the critical layer thickness has to be obeyed.

There is, however, already some discussion about the value of the critical layer thick-
ness. Refer to Figure 1.34 adapted from [5], which plots the critical thickness of a
strained Si1−xGex layer on relaxed silicon. This is the case found in Si/SiGe heterostruc-
ture bipolar transistors (HBTs), where the base is formed from a SiGe alloy, while the
emitter and collector layers are silicon.
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There are two substantially different curves for the critical thickness as a function of
the germanium mole fraction x .

(i) The equilibrium theory limit constitutes a safe upper limit in that strained lay-
ers grown with combinations of Ge content and thickness will remain stable even
under high-temperature processing.

(ii) The People fit [9] takes experimental data into account. Here, depending on the
growth temperature, much higher products of layer thickness and Ge mole fraction
will still result in defect-free layers, provided that they do not encounter high-
temperature processing after layer deposition.

The region between the equilibrium-theory and People-fit curves is called the
metastable region. Many practical SiGe devices possess Ge fraction and layer thickness
combinations in this region.

The strain also very substantially affects the band structure of SiGe heterojunctions.
This is important to understand the concepts of SiGe heterostructure devices further
down. In the above example of an elastically strained SiGe layer on a relaxed silicon
layer, the heterojunction forms a type 1 interface, i.e. the SiGe band gap is located ener-
getically in the forbidden gap of silicon. Most of the bandgap difference is reflected
in the valence band discontinuity on an abrupt heterostructure. If, however, we place
a thin strained Si layer on a relaxed SiGe layer, the heterojunction will be of type 2,
the staggered line-up configuration, with the Si conduction band below the SiGe con-
duction band. The resulting conduction band discontinuity will further down be used to
construct n-channel Si/SiGe heterostructure field effect transistors (HFETs).

The effect of layer composition has been compiled by Schäffler [12] into a convenient
chart, shown in Figure 1.35.

Its use shall be demonstrated using the following example. Suppose you are looking
for the band alignment of a strained Si0.1 Ge0.9 layer on relaxed Si0.4 Ge0.6. In this case,
xrelaxed = 0.9 and xstrained = 0.6. In this case, we read �EC = 0 and �EV = +220 meV.
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Fig. 1.35 Conduction band (�EC) and valence band (�EV) discontinuities of Si1−xGex heterostructures,
depending on the relaxed-layer and strained-layer Ge mole fraction x . The discontinuity values
are listed in meV. Graphs adopted from Schäffler (1995), Ref. 12.
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Fig. 1.36 Electron mobility enhancement in strained-Si MOSFET channels [6]. Used with permission
from Oerlikon Systems.

Another interesting effect of strain in Si/SiGe heterostructures is that it modifies
mobility, an effect investigated for performance enhancement in Si MOSFETs. Here,
a thin silicon layer is deposited on top of a relaxed SiGe buffer. The SiGe buffer does
not carry any current, but provides a means of introducing a tensile lateral strain into the
silicon channel layer above. Depending on the electric field in the channel, a mobility
enhancement of 30% or more may result, compared to the Si universal mobility curve
(see Figure 1.36). [6]

1.21 Problems

(1) Consider a three-dimensional potential well which is infinite such that the
following conditions are satisfied:

V (x, y, z) = 0,−a < x < a,−a < y < a,−a < z < a, (1.121)

Outside the well

V (x, y, z) = ∞. (1.122)

Show that the energy is quantised and determine its form.
(2) (a) Determine the amplitudes of the transmitted and reflected waves in the

finite potential barrier. Use these results to determine the transmission and
reflection coefficients and hence the tunnelling probability (also called the
transmissivity) given in Equation (1.25).

(b) A potential barrier has width a = 30 Å and height V0 = 0.5 eV. An electron
is incident on this barrier. Sketch the transmissivity function.
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(c) The barrier width is reduced to 5 Å. Sketch the transmissivity function.
Comment on the difference as the barrier width is reduced.

(3) For the Kronig–Penney model, obtain the solution of the transcendental equation
and show the allowed energy bands (MATLAB is useful in this problem).

(4) A sample of GaAs is doped with a background concentration of NA = 3 ×
1015 cm−3 acceptors. Then, 1019 cm−3 donors are added. Find the room tem-
perature concentrations of electrons and holes in the original material and the
material that results after the addition of the donors. Draw the band diagram for
each of the materials.

(5) A silicon ingot is doped with 1017 cm−3 arsenic atoms. Find the carrier concen-
trations and the Fermi level at 300◦ K. Assume complete ionisation of impurity
atoms. Draw the band diagram. Show the Fermi level and use the intrinsic Fermi
level as the energy reference. Repeat for a temperature of 77◦ K.

(6) (a) The energy band gap for GaAs at 300 K is 1.42 eV. Assume that the Fermi
energy level is at mid-band. Calculate the probability that an energy state at
E = Ec + kT/2 is occupied by an electron.

(b) What is the probability that the energy state at E = Ev − kT/2 is empty?
(c) Using the density of states function g(E), determine the volume density of

states between 0 and 2 eV. (Integrate g(e)d E .)

(7) A sample of InP is doped with 5 × 1016 tellurium atoms/cm3 and 2 × 1015 cm−3

zinc atoms. Calculate the electron and hole concentrations.

(8) A sample of GaAs is illuminated with light of intensity 1.5 mW cm−2 at a wave-
length of λ = 470 nm. The area of the illuminated surface is 15 mm2. If the carrier
lifetimes are 10 ns, how many photons are incident on the surface of the GaAs
sample? If there is uniform absorption of the photons within 1 μm of the sample
surface, determine the equilibrium concentrations of electrons and holes in the
dark and the excess carrier concentrations when the sample is illuminated.

(9) (a) An n+–p diode has a long p region. The current I is measured at a con-
stant forward bias of 500 mV. Derive an expression for the fractional change
in current �I/I resulting from a temperature change of �T . Evaluate this
expression at T = 300 K. Assume that the diode current is dominated by
recombination of electrons in the neutral p region and consider the temper-
ature dependence to be due solely to the factors that have an exponential
dependence on temperature.

(b) Suppose that part of the diode current results from recombination in the
depletion region. How will this affect the sensitivity of the temperature
measurement?

(10) A Silicon p–n junction has 5×1017 cm−3 donor atoms and 4×1019 cm−3 acceptor
atoms. The junction area is 150 μm2. Determine the junction capacitance given
that the reverse bias is 5 V. How does this change for the same forward bias?

(11) It is found experimentally that a Schottky barrier is formed when Al is evaporated
on n-type GaAs with a donor concentration of 4 × 1015 cm−3. Al has a work
function of 4.36 V and GaAs has an electron affinity of 4.07 V.

(a) Determine the built-in voltage Vbi, the depletion layer width W and the
capacitance at zero bias, assuming no surface states.
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(b) If the Fermi level at the surface is pinned so that

qφ0 = 1

3
Eg

qφB = (Eg − qφ0),

determine the same quantities as in part (a) with a reverse bias of 1 V.
(12) An n+-GaAs/p-AlGaAs heterojunction is formed with ND = 1019 cm−3 and

NA = 5 × 1017 cm−3. Draw the band diagram and determine the following
quantities:
(a) The electric field E(x) and the potential difference V (x) at the junction.
(b) The built-in potentials on either side of the junction and the total built-in

potential, Vbi.
(c) The depletion widths in the two regions.
(d) If a forward bias of 3 V is applied, calculate the depletion widths.
(e) Calculate the capacitance of this diode.
(f) Calculate the current in the diode.

References

[1] Agrawal G. P., Dutta N. K. (1993). Semiconductor Lasers, Van Nostrand Reinhold.
[2] Anderson B. L., Anderson R. L. (2005). Fundamentals of Semiconductor Devices. McGraw-

Hill.
[3] Bhattacharya P. (1997). Semiconductor Optoelectronic Devices, 2nd edn. Prentice Hall.
[4] Casey H. C., Panish M. B. (1978). Heterostructure Lasers Part A: Fundamental Principles.

Quantum electronics – principles and applications, Academic Press.
[5] Gruhle A. (1994). SiGe Heterojunction Bipolar Transistors of Silicon-based Millimeter

Wave Devices. Springer Verlag, 149–189.
[6] Hackbarth T., Zeuner M., König U. (2002). The future of SiGe beyond HBT applications.

Uniaxis chip Magazine, July 10–12.
[7] Kroemer H. (1982). Heterostructure bipolar transistors and integrated circuits. Proceedings

of the IEEE 70. 1 (January), 13–25.
[8] Neaman D. A. (2003). Semiconductor Physics and Devices: Basic Principles. McGraw-Hill.
[9] People R., Bean J. C. (1985). Calculation of critical layer thickness versus lattice mismatch

for Gex Si1−x /Si strained-layer heterostructures. Appl. Phys. Lett. 47, 322–324.
[10] Pierret R. F. (2003). Advanced Semiconductor Fundamentals. Modular Series on Solid State

Devices, Vol. VI. Prentice Hall.
[11] Round H. J. (1907). A note on Carborundum. Elect.World 49, 10, 309.
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2 Electronic devices

2.1 Executive summary

This chapter introduces the active devices commonly used in high-speed electronics. It
starts with a discussion of the metal–semiconductor field effect transistor, or MESFET –
historically the oldest FET concept, which for decades was the most prominent device
in microwave electronics. Its pitfalls led to the development of an advanced transistor
structure, the high electron mobility transistor (HEMT). It incorporates heterostructures
to gain additional freedom in device design. HEMTs mostly replaced MESFETs in
micro- and millimetre-wave applications.

Metal-oxide-semiconductor field effect transistors (MOSFETs), which dominate dig-
ital electronics, are rapidly making inroads at microwave and even millimetre-wave
frequencies. They will be discussed as well, and we will recognise similarities between
HEMTs and MOSFETs in the physics of the intrinsic transistor.

Finally, bipolar junction transistors (BJTs) will be introduced, showing how a
dilemma in the optimum design of the base layer led to the invention of the hetero-
junction bipolar transistor (HBT) – again, heterostructures come to the rescue.

For all these components, the chapter will discuss their fundamental physical oper-
ation, non-ideal and parasitic effects, and linear and non-linear models, as well as
examples in several material systems.

2.2 MESFET

2.2.1 Introduction and current control mechanism

The metal–semiconductor field effect transistor (MESFET) is conceptually the simplest
of the commonly used transistor structures and shall therefore be discussed here first.
The fundamental idea is quite straightforward: the current flowing through a slab of
semiconductor material (from now on called the channel) depends on three fundamental
parameters for a given externally applied voltage:

(i) velocity of charge carriers,
(ii) density of charge carriers,

(iii) the geometric cross-section the carriers flow through.
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Fig. 2.1 Lilienfeld’s FET concept, from his US patent application in 1926.
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Semi-insulating GaAs substrate

Implanted channel
(n-doped)

Implanted contact layer
(n+-doped)

Contact layer (n+-doped)

Channel (n-doped)

Buffer layer (undoped)

Drain
(non-blocking)

Gate
(Schottky contact)

Source
(non-blocking)

(a)

(b)

Fig. 2.2 Simplified cross-section of a MESFET with (a) an epitaxially grown channel, (b) fabricated
using ion implantation.

While the carrier velocity will depend on the local electric field, in the simplest case
the density of charge carriers is given by the doping concentration. The channel cross-
section can be influenced externally, if we constrict the current flow using the depletion
region of a diode. This method was recognised very early and is the object of a patent
filed in 1926 by Julius Edgar Lilienfeld [35]. Lilienfeld’s concept (see Figure 2.1),
already used a metal–semiconductor junction to control the current flow, but was never
realised. The practical realisation of the MESFET is predated by the silicon junction
field effect transistor (JFET), which uses a p–n diode as the controlling element and
was first described by Shockley [57].

Figure 2.2 shows two somewhat simplified cross-sections of what a MESFET looks
like. The layer structure in Figure 2.2(a) is defined by epitaxial growth. Above a semi-
insulating substrate, a thin undoped buffer layer is grown to improve the interface
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quality, then the channel layer follows whose doping concentration and thickness are
very important design parameters, as we will shortly see. Above it, we find a highly
doped contact layer, intended to improve the formation of non-blocking contacts and to
reduce series resistances between the source and drain contacts and the channel region,
but whose exact thickness and doping concentration have no bearing on the fundamen-
tal properties of the transistor. Below the gate contact, the contact layer is etched away
to allow the blocking Schottky contact to contact the channel layer directly.

Figure 2.2(b) shows a very similar structure; only now the differently doped semicon-
ductor regions are formed by ion implantation. This results in lower cost, however; the
lattice damage caused by the ion bombardment will negatively impact carrier velocity
and also lead to an increase in low-frequency noise. This will not be discussed in detail
here.

In both cases, it is assumed that the carrier species in the channel are electrons
(n-channel), as this is the more common variant; however, p-channel devices can be
fabricated with equal ease.

While a MESFET can be structured on many different semiconductor materials, only
devices fabricated in GaAs and in SiC are commercially relevant. The GaAs MESFET
was, for many years, the mainstay of microwave solid-state electronics and shall be
discussed here, while the SiC MESFET with its excellent thermal properties and high
breakdown voltages is used predominantly in power amplifiers for mobile phone base
stations.

For the benefit of clarity and to obtain analytic expressions, we will simplify the
structure even further. Figure 2.3 shows the three-dimensional view of the simplified
structure. First of all, note the coordinate system which will be used similarly through-
out. The x axis is parallel to the ‘long’ extension of the gate stripe. The y axis is

Drain

x

z

y

Source

One-dimensional channel

Insulating substrate

Gate length
LG

Gate

Gate width WG

Fig. 2.3 Simplified MESFET structure used in the analytic calculations.
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perpendicular to the semiconductor surface, while the z axis is parallel to the sur-
face in the direction of the ‘short’ extension of the gate. The ‘long’ gate dimension
in x-direction is called the gate width WG, while the gate length LG is the extension in
the z direction.

We assume now that the channel is one-dimensional – the electric field in the channel
has only a z component. To neglect the electric field in the x direction is generally
justified as WG � LG, but to neglect the electric field in the channel in the y direction
is a simplification.

Another important simplification in the channel is the gradual channel approxima-
tion. In general, current flow in semiconductor devices can be driven by the electric field
(this is the drift current) or by concentration gradients – this is the diffusion current or a
combination of both. Here, we assume that the drift current entirely dominates and the
diffusion current can be neglected.

The gate electrode forms a blocking contact with the semiconductor layer under the
channel, a Schottky diode, which was discussed already in Chapter 1.

Figure 2.4 shows only the cross-section of the device. The source electrode shall be
the reference potential, hence VS = 0.

The gate electrode potential with respect to the source is the gate-source voltage VGS.
In an n-channel device, where the channel layer is n-doped, it will generally be negative
to maintain the gate-channel diode in a blocking state. The drain-source voltage VDS in
an n-channel device will be positive.1

The extension of the space charge region, shown schematically in Figure 2.4, depends
on the local gate-channel voltage VG. We find for VG(z):

VG(z) = VGS − V (z), (2.1)

VDS > 0

VGS < 0

VS = 0

VG(z)

V(z)
a

Fig. 2.4 MESFET channel with space charge region for small drain-source voltages.

1 Because our structure is symmetric with respect to the non-blocking contacts, this defines the drain – in an
n-channel device, the drain is the contact with the higher potential.
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where V (z) is the voltage drop in the channel between point z and source. As the drain
is at a higher potential than the source, V (z) > 0, the gate-channel voltage becomes
more negative as z increases.

At point z, the extension of the space charge region is

h(z) =
√

2εs[Vbi − VG(z)]
q ND

=
√

2εs[Vbi − VGS − V (z)]
q ND

. (2.2)

with ND the channel doping concentration, assumed to be constant throughout the
channel.

2.2.2 Drain current using a constant-mobility assumption

Let us first consider small VDS, such that h(z) < a, with a the channel thickness for all
0 < z < LG – there is always an undepleted part of the channel remaining. We will
now calculate the channel current.

The channel current is always calculated in the same fashion: by multiplying the
moved charge density (here, q ND), the cross-section through which it is moved (here
WG[a − h(z)]) and the charge velocity. For low fields, the charge velocity can be
calculated from the electron mobility μn and the local electric field, here dV (z)/dz.
Therefore, we find an expression for the channel current as a function of the z
coordinate:

I (z) = q NDWG[a − h(z)]μn
dV (z)

dz
. (2.3)

As a consequence of Kirchhoff’s law, we know that the charge current entering at the
source will be equal to that leaving at the drain – this is called current continuity. It all-
ows us to eliminate the z dependence of the current through a simple mathematical trick.

As I (z) = const = ID, obviously
∫ LG

0 I (z)dz = IDLG.
Consider further that

h2(z) = 2εs

q ND
[Vbi − VGS + V (z)].

Differentiating both sides with respect to z leads to

2h(z)
dh(z)

dz
= 2εs

q ND

dV (z)

dz
,

and finally
dV (z)

dz
= q ND

εs
h(z)

dh(z)

dz
.

Through parameter substitution, we find

ID = 1

LG

∫ z=LG

z=0
I (z)dz = q2 N 2

DWGμn

εsLG

∫ h(LG)

h(0)
h(z)[a − h(z)]dh.

As V (0) = 0, h(0) =
√

2εs
q ND

(Vbi − VGS). Incidentally, the necessary gate-source

voltage to fully close the channel at the source end is the pinch-off voltage VP:

VP = Vbi − a2 q ND

2εs
. (2.4)
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Using VP, we can write Equation (2.2) in the following form:

h(z) = a

√
V (z) − VGS − Vbi

Vbi − VP
. (2.5)

The required value h(LG) is now found very easily – we know that V (z = LG) = VDS

and therefore

h(z = LG) = a

√
VDS − VGS − Vbi

Vbi − VP
. (2.6)

We can now finally solve the current integral using the constant-mobility assumption,
and find for the drain current:

ID(VGS, VDS) = q2 N 2
Dμna3WG

6εsLG
(2.7){

3VDS

Vbi − VP
− 2

(VDS − VGS + Vbi)
3/2 − (Vbi − VGS)

3/2

(Vbi − VP)3/2

}
.

We had so far assumed that the channel would remain at least partially open. This
requires that h(LG) ≤ a. From Equation (2.6) we find that this translates into

VDS ≤ VGS − VP ≡ Vk, (2.8)

where Vk is the knee voltage.
For

• VDS ≤ Vk the MESFET is in the linear regime, while for
• VDS > Vk it is in the saturated regime.

Figure 2.5 shows simulated output current–voltage characteristics for a hypotheti-
cal MESFET with a pinch-off voltage VP = −2 V and a built-in voltage of Vbi =
0.7 V, calculated using Equation (2.7). The drain current has been normalised to
q2 N 2

Dμna3/(6εsLG).
Note that for very small VDS, the dependence of ID on VDS is almost linear. MES-

FETs can be used as electronically controllable resistors, e.g. in variable microwave
attenuators or in transmit/receive switches.

For VDS → Vk, the drain current saturates. A common assumption in simple FET
models is that for VDS > Vk, ID(VDS > Vk) = ID(VDS = Vk) = const.

Conceptually, current continuity in the constant-mobility model requires that for
increasing z, the electric field increases to compensate for the decrease in undepleted
channel height. Near VDS = Vk, a − h(z) → 0 would imply dV (z)/dz → ∞ at the
drain end, which is a fundamental flaw of this model. It is still valuable to investigate
MESFET behaviour at low VDS.

2.2.3 Constant-velocity approximation

In all semiconductor materials, the assumption that the carrier velocity increases linearly
with increasing electric field, i.e. that mobility is a constant, only holds for small electric
fields. For large electric fields, the carrier velocity becomes independent of the electric

More free ebooks  :  http://fast-file.blogspot.com



52 High-Speed Electronics and Optoelectronics

1.0 1.5
Drain-source voltage VDS/Vk

0.5

0.4

0.3

0.2

0.1

0
1.5

VGS = –1.5 V

VGS = –1.0 V

VGS = –0.5 V

VGS = 0 V

0.0

N
o

rm
al

is
ed

 d
ra

in
 c

u
rr

en
t 

I d

Fig. 2.5 Simulated output I –V characteristics of a MESFET using the constant-mobility assumption
(VP = −2 V, Vbi = 0.7 V).

field (in good approximation); its value is then called the drift saturation velocity, vsat,n

for electrons or vsat,p for holes, respectively.
Let us now boldly assume that the charge carriers in the channel reach their drift

saturation velocity immediately after entering the channel at the source side.
The channel current in our n-channel MESFET now becomes

I (z) = q NDvsat,nWG[a − h(z)] = const = ID,

due to the current continuity requirement. As the carrier velocity is now constant, this
implies that the channel height must also be constant: h(z) = const = h. Hence,

ID = q NDvsat,nWG(a − h). (2.9)

The extension of the space charge region can be easily calculated at z = 0 for a
homogeneous channel doping profile:

h = h(0) = a

√
Vbi − VGS

Vbi − VP
. (2.10)

Inserting this into Equation (2.9), we find

ID = q NDvsat,nWGa

(
1 −

√
Vbi − VGS

Vbi − VP

)
. (2.11)

The value for VGS = 0 is referred to as IDSS:

IDSS = q NDvsat,nWGa

(
1 −

√
1

1 − VP
Vbi

)
. (2.12)

The constant-velocity model is a priori only valid for high electric fields in the
channel, in the saturation region of MESFET operation (VDS > Vk). For very small
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VDS, Equation (2.7) still holds, and the electric field will not ‘jump’ close to source,
in every case there will be a region close to source where the constant mobility approxi-
mation is more appropriate. More realistic models of MESFET operation will therefore
have to combine the constant-velocity and constant-mobility approaches, as was first
pointed out by Pucel, Haus and Statz [46]. This is, however, beyond the scope of this
introduction.

In a technical MESFET with short gate length and in saturation region, the constant-
mobility regime is restricted to an area very close to source, and the majority of the
channel is velocity saturated. Equation (2.7) is, therefore, a good approximation for
ID(VGS > VP) in saturation.

In practical cases, the onset of saturation is not due to h(LG) → a, the channel
pinching off at the drain end, but due to the onset of velocity saturation in the chan-
nel. This occurs much earlier, and hence the FET will pass from the linear to the
saturated regime at significantly lower VDS than predicted by the constant-mobility
model.

The discussion so far was restricted to MESFETs with constant doping concentra-
tion in the channel. Often, however, ND varies in the channel in the y direction. Two
important examples are as follows:

(i) The ion-implanted MESFET (see Figure 2.2(b)). Here, the doping concentration
varies according to

ND(y) = Q√
2πσ

exp

[
−

(
y − RP√

2πσ

)2
]
,

where Q is the implanted dose, σ the standard deviation and RP the projected range.
(ii) The pulse-doped MESFET, where only a fraction of the channel is highly doped

(see Figure 2.6). The discussion of the pulse-doped MESFET is interesting because
it has a distribution of mobile carriers similar to that of the HEMT which will be
discussed further down.

ND

y

ND2

ND1

d a0

Fig. 2.6 Channel doping profile of a pulse-doped MESFET.
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The general procedure to handle these non-uniform doping profiles is as follows:
Poisson’s equation is used to obtain a relationship between the potential in the y

direction and the space charge distribution ND(y):

d2V (y)

dy2
= − q

εs
ND(y).

Integrating Poisson’s equation twice yields the required relationship between the gate-
channel voltage and the extension of the space charge region. The current is now found
by integrating the free carrier concentration over the undepleted channel cross-section:

ID = q vsat,nWG

∫ a

h(z)
ND(y)dy.

In the case of a pulse-doped MESFET [40] and ND2 � ND1, the calculation yields

ID = IDSS

⎡⎢⎢⎣1 −

√
1 +

(
a2

d2 − 1
)

(Vbi−VGS)
(Vbi−VP)

− 1

a
d − 1

⎤⎥⎥⎦ . (2.13)

Figure 2.7 compares the transfer characteristics ID = f (VGS) for a homogeneously
doped MESFET and a pulse-doped MESFET with a/d = 1.1, i.e. where only 10%
of the channel is highly doped. The drain current is normalised to the respective IDSS,
which will be different in both cases. Figure 2.7 should not be read suggesting that the
pulse-doped MESFET has a lower transconductance than the homogeneously doped
MESFET.

Fig. 2.7 Transfer characteristics ID = f (VGS) for homogeneously and pulse-doped MESFETs.
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A striking difference is that ID = f (VGS) is very linear for the pulse-doped MESFET,
which is an important advantage from the circuit designer’s point of view.

All of the above models consider the drain current in the saturation regime to be
independent of the drain-source voltage. In reality, however, ID depends weakly on VDS

there.
The predominant reason for the ID = f (VDS) behaviour in the saturated regime is

the scattering of charge carriers into the buffer/substrate layer under the channel. For a
semi-insulating substrate, where the Fermi level is near mid-gap, the potential barrier
between the channel and the substrate is approximately EG/2 and may be overcome
by electrons with sufficient kinetic energy. These electrons may produce two different
effects, both of which lead to an ID = f (VDS) dependence:

(i) They may lead to a parasitic conduction current through the buffer or the substrate,
adding to the channel current.

(ii) They may be captured by crystal faults or impurities in the buffer or the substrate,
which act as charge traps. The resulting modification of charge below the channel
influences the channel cross-section, just as a gate electrode would (‘backgating’).

The latter effect leads to a pronounced frequency dependence of the ID = f (VDS)

behaviour.

2.2.4 Large-signal CAD model

For circuit design applications, the physical models considered so far are not conve-
nient. For once, it would be useful to have a model which describes the full range of
operation in one closed formula. More importantly, the physical design parameters such
as channel thickness and doping concentration are often not accessible to the circuit
designer.

Large-signal CAD models, therefore, are empirical in nature and have extractable
parameters which can be determined from measurements on the final device.

An early empirical model which may be used for MESFETs in the saturation regime
is the ‘square-law’ JFET model implemented in SPICE:

ID(VGS) = β(VGS − VP)
2, (2.14)

where

β = IDSS

V 2
P

.

It fits the transfer characteristics of the constant-mobility model quite well at VDS = Vk.
The model can be made to fit to non-parabolic transfer characteristics through a

modification introduced by Statz et al. [58]:
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ID(VGS) = β(VGS − VP)
2

1 + α(VGS − VP)
. (2.15)

The linear region can be elegantly included in a closed form through the use of a
hyperbolic tangent function, as was first pointed out by Curtice [10]:

ID(VGS, VDS) = IS(VGS) tanh (γ VDS), (2.16)

where IS(VGS) is the drain current according to Equation (2.15).
The dependence of the drain current on the drain-source voltage in the saturation

regime can be introduced through an additional 1 + λVDS term. We arrive finally at the
common CAD model expression for the MESFET:

ID(VGS, VDS) = β(VGS − VP)
2

1 + α(VGS − VP)
tanh (γ VDS)(1 + λVDS). (2.17)

Capacitance model
We will now leave the quasi-static realm and introduce capacitances. The discussion
will be restricted first to the intrinsic FET structure, while parasitic capacitances will be
introduced in context with the small-signal equivalent circuit.

Assume a MESFET with a homogeneously doped channel region with VDS = 0,
which implies a constant extension of the gate space charge region, h. The charge on
the gate electrode counter-balances the charge in the channel. In this case (n-channel)
the gate charge is positive:

QG0 = q NDWGLG(a − h) = −q NDWGLGa

(
1 −

√
Vbi − VGS

Vbi − VP

)
, (2.18)

using Equation (2.5) and V (z) = 0 due to VDS = 0.
The gate-channel capacitance for VDS = 0 can now be calculated as the first deriva-

tive of the gate charge with respect to the gate-channel voltage (which is identical to
VGS as VDS = 0):

CGC = δQG0

δVGS
= C0

√
Vbi − VP

Vbi − VGS
, (2.19)

where

C0 = q
NDWGLGa

2(Vbi − VP)
.

For VDS > 0, the Meyer capacitance approach originally developed for MOSFETs [38]
is often used, which distinguishes between the linear (VDS < Vk) and the saturated
(VDS > Vk) regimes:

• For VDS < Vk,

CGS = 2

3
CGC

[
1 −

(
Vk − VDS

2Vk − VDS

)2
]
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CGD = 2

3
CGC

[
1 −

(
Vk

2Vk − VDS

)2
]
.

• For VDS > Vk,

CGS = 2

3
CGC

CGD = 0.

The intrinsic CGD = 0 in the saturated regime means that the gate-drain voltage has no
influence on the channel charge.

Parasitic circuit elements
Our discussion so far was restricted to the intrinsic transistor, more precisely to the chan-
nel region. A realistic transistor model will also have to take extrinsic circuit elements
into account (see Figure 2.8). The most important ones are:

(i) The source resistance RS and the drain resistance RD. They contain contributions
from the semiconductor–metal contact at the source, and the semiconductor regions
between the channel and the source and drain contacts, respectively. The source
contact is most important, because it has a direct impact on the controlling gate-
source voltage. Because the gate current can be generally neglected, the intrinsic
gate-source voltage VGS is related to the externally applied VGS,e as follows:

VGS = VGS,e − RS ID.

VDS,eVDS

RD

RS

VGS

VGS,e

RG

CGS,e

CDS,e

CGD,e

Fig. 2.8 Extrinsic circuit elements in the MESFET. The transistor symbol in the shaded box is the
intrinsic transistor discussed so far.
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(ii) The gate resistance, which is due to the series resistance of the gate electrode (in x
direction in Figure 2.3). This can be a problem especially in modern devices with
very small gate length LG, typically ≤0.25 μm.

(iii) The parasitic capacitances are CGS,e, CGD,e and CDS,e. They are mostly due to
the contact and interconnect metallisations within the transistor structure. CGD,e is
of particular importance because it is in a feedback path in the frequently used
common-source transistor configuration where it will give rise to the so-called
Miller capacitance, and also may lead to amplifier instability.

2.2.5 Small-signal equivalent circuit

Introduction: small-signal versus large-signal model
The physical behaviour of electronic devices is generally non-linear, as has been seen
above. However, in many cases, we only deal with very small perturbations around a
given bias point, so that the non-linear functions can be approximated by linear ones,
dramatically simplifying the calculation effort.

For example, the non-linear dependence of the drain current on the gate-source
and drain-source voltages, ID(VGS, VDS), can be approximated for small perturbations
around a bias point (ID,0, VGS,0, VDS,0) by a two-dimensional Taylor series, which is
aborted after the linear term:

id = δ ID

δVGS
vgs + δ ID

δVDS
vds + · · · . (2.20)

The lower-case symbols id, vgs and vds denote small deviations from the bias point:

id = (ID − ID,0); vgs = (VGS − VGS,0); vds = (VDS − VDS,0).

MESFET small-signal equivalent circuit
Refer again to Equation (2.20).

The first partial derivative is the transconductance gm:

δ ID

δVGS
|VGS,0,VDS,0 ≡ gm.

In saturation, we can use Equation (2.17) to calculate its bias-dependent value:

gm = δ

δVGS

[
β(VGS − VP)

2

1 + α(VGS − VP)
tanh (γ VDS)(1 + λVDS)

]

≈ β
2(VGS,0 − VP)[1 + α(VGS,0 − VP)] − α(VGS,0 − VP)

2[
1 + α(VGS,0 − VP)

]2

= β
α(VGS,0 − VP)

2 + 2(VGS,0 − VP)[
1 + α(VGS,0 − VP)

]2
, (2.21)

assuming that λVDS � 1, and that when sufficiently in saturation, tanh (γ VDS) → 1.
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The second partial derivative in Equation (2.20) is the output conductance gds:

δ ID

δVDS
|VGS,0,VDS,0 ≡ gds.

In saturation, assuming again that tanh (γ VDS) → 1:

gds = λ
β(VGS,0 − VP)

2

1 + α(VGS,0 − VP)

≈ λID,0, (2.22)

if we assume also λVDS,0 � 1.
In saturation, the bias-dependent intrinsic gate-source capacitance is (see p. 57):

CGS,i = 2

3
CGC = q

NDWGLGa

3 · √
(Vbi − VP)(Vbi − VGS,0)

. (2.23)

To this, we have to add the extrinsic gate-source capacitance, so that

CGS = CGS,i + CGS,e.

The gate-drain capacitance has only an extrinsic component (refer again to p. 57):

CGD = CGD,e.

Likewise, CDS is purely extrinsic:

CDS = CDS,e.

Adding the series resistances RG, RS and RD, we arrive at a first small-signal equivalent
circuit for the MESFET (see Figure 2.9).

A more complete small-signal equivalent circuit will add two more elements:

(i) the resistance Ri which improves the modelling of the non-velocity-saturated part
of the channel near the source;

(ii) the domain capacitance CDC.

The domain capacitance accounts for a charge dipole forming at the drain end of the
channel. Provided that Ri � 1/(ωCGS), it can safely be omitted as it is absorbed in
CDS.

It is important to note that in Figure 2.10, VGS drops over CGS only.

S

RS

RG
CGD

CGS

gm vgs

gds CDS

RD
D

vgs

G

Fig. 2.9 Simple small-signal equivalent circuit of a MESFET.
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D
RD

CDS
gds

gm vgs

CGD

RS

S

CGS

CDC

vgs

Ri

RG
G

Fig. 2.10 Small-signal equivalent circuit of a MESFET including Ri and CDC.

CGS + CGD

gm vgs

gm vgs

CGS

ig vgs

ig

(b)

(a)

vgs

RG
CGD

CDS id

CDS
gds id

Fig. 2.11 (a) Simplified MESFET small-signal equivalent circuit connected for measuring fT.
(b) Collapsed equivalent circuit due to current source at input and short circuit at output.

Transit frequency
The transit frequency of a two-port is defined as the frequency where the magnitude of
the short-circuit current gain h21 becomes one:

|h21( f = fT)| = id

ig
|vds=0 = 1. (2.24)

To calculate fT from the small-signal parameters, we refer back to the simple MESFET
equivalent circuit (Figure 2.9), and further simplify it by omitting the series resistances
RS and RG, which in technical MESFETs are quite small.

Equation (2.24) can be interpreted as forcing a current ig into the gate terminal, while
measuring a short-circuit current id between the source and the drain terminals.

The appropriate connections are indicated in Figure 2.11(a). Because RG is in series
with an ideal current source, it has no effect here and can be omitted. Elements
gds and CDS are short-circuited and can be omitted also. CGD is in parallel to CGS.
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Figure 2.11(b) shows the extremely simple equivalent circuit after taking these findings
into consideration. The current transfer function is now:

id = gmvgs = ig
gm

jω(CGS + CGD)
,

which means that

h21(ω) = gm

jω(CGS + CGD)
.

The magnitude of h21 becomes unity at

ωT = gm

CGS + CGD
,

or

fT = gm

2π(CGS + CGD)
. (2.25)

We will now relate the transit frequency to physical parameters. Let us go back to the
simple velocity-saturated MESFET model (Section 2.2.3). In the simple model, we do
not use the Meyer capacitance approach, but attribute the full gate-channel capacitance
Equation (2.19) to the gate-source capacitance. Parasitic capacitances are neglected:

CGS = q NDWGLGa

2
√
(Vbi − VP)(Vbi − VGS)

.

For the transconductance, we derive Equation (2.11) with respect to VGS and find

gm = q NDvsatWGa

2
√
(Vbi − VP)(Vbi − VGS)

.

Therefore,

fT = gm

2πCGS
= 1

2π

vsat

LG
. (2.26)

The transit frequency can be directly deduced from the carrier transit time through the
channel.

Maximum frequency of oscillation
The maximum frequency of oscillation fmax is a measure of the power gain of a two-
port (see Section 5.2.4). A common formulation [32] quoted in [36] for fmax from the
small-signal parameters is

fmax = fT

2
√
(RG + Ri + RS)gds + 2π fT RGCGD

. (2.27)

The expression refers to the equivalent circuit in Figure 2.10, but neglecting CDC.
Note the importance of the series resistances, which did not factor into the calculation

of fT at all. fmax is much more useful to benchmark FETs for power amplification at
microwave frequencies.
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2.2.6 Noise performance

When discussing the noise performance of semiconductor devices, we have to distin-
guish between microwave noise, where the spectral power density of the contributing
noise sources is frequency-independent (white noise), and low-frequency noise phe-
nomena, where the spectral power density of the contributing noise sources increases
with decreasing frequency.

Microwave noise
To assess the microwave noise performance of a FET, in principle three different noise
sources need to be included, each due to the stochastic movement of charge carriers in
different parts of the device. The simplified equivalent circuit in Figure 2.12 contains
the MESFET’s main noise sources:

(i) Areas where mobility is constant, i.e. the region behaves like an ohmic resistor,
give rise to thermal or Johnson noise. In a realistic MESFET, we need to include
Johnson noise for the gate resistance RG and the source resistance RS. The mean-
squared value of a Johnson noise source can be expressed as:

〈|e|2〉 = 8kT R� f ,
where R is the resistance and � f is the measurement bandwidth. Hence,〈

|eG|2
〉
= 8kT RG� f〈

|eS|2
〉
= 8kT RS� f.

(ii) Current flowing across an energy barrier gives rise to shot noise, which is pro-
portional to the current. Here, a potential gate leakage current flows across the
gate-channel Schottky diode, resulting in a shot noise component of〈

|iglc|2
〉
= 8q IGLC,

where IGLC is the DC value of the gate leakage current.

DG

RG

ig 〉2

vgs

CGS

RS

S

gm vgs

es
2

eg
2

iglc
2

id
2〈

〉〈 〉〈

〉〈

〉〈

Fig. 2.12 Simplified noise equivalent circuit of a MESFET.
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(iii) In the channel, the carrier velocity experiences fluctuations due to phonon and
impurity scattering – this kind of noise is commonly called channel noise, first
predicted by van der Ziel [62]. According to van der Ziel,〈

|id|2
〉
= 8kT gm P� f,

where P is a fitting parameter equal to 1. . . 3.2

Note that van der Ziel did not yet include velocity saturation effects. In fact, ana-
lytic FET noise models are strictly valid only below the onset of saturation. How-
ever, deviating behaviour in the saturated region and in the presence of velocity
saturation can be accommodated by a bias dependence in the parameter P [20].

(iv) Another effect must be taken into account. Due to the close proximity of the gate
electrode to the channel, any charge fluctuation in the channel will lead to a phase
fluctuation with the opposite sign on the gate electrode. This effect is the induced
gate noise and was again pointed out by van der Ziel [63]:〈

|ig|2
〉
= 8kT� f (ωCGS)

2 R/gm,

where R is a fitting parameter, which accommodates different geometries and bias
points.

Because of their linked physical origin,
〈|id|2

〉
and

〈|ig|2
〉

are not statistically indepen-
dent, but show a strong correlation. The correlation coefficient is imaginary (due to the
capacitive coupling) and strongly bias-dependent.

The gate leakage noise contribution
〈|iglc|2

〉
is commonly neglected, because the gate

diode is reverse biased. Using this assumption, Cappy [6] expressed the minimum noise
figure as

Fmin = 1 + 2

√
P + R − 2C

√
P R

f

fT
(2.28)√

gm(RS + RG) + P R(1 − C2)

R + P − 2C
√

R P
,

where C is the magnitude of the correlation coefficient. For C = 1, Equation (2.28) is
equivalent to the famous Fukui equation [21] for the minimum noise figure of FETs:

Fmin = 1 + kF
f

fT

√
gm(RG + RS), (2.29)

where kF is a fitting factor.
Both Equations (2.28) and (2.29) calculate fT using the approximation in Equa-

tion (2.25).
The noise equations contain an implicit bias dependence, which cannot be discussed

in detail. Delagebeaudeuf et al. [12] showed for the bias dependence of parameter P ,

P = ID

EcritLGgm
, (2.30)

2 van der Ziel discusses this in terms of the channel conductance gd0, which is identical to the transconduc-
tance gm at the very low VDS.
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which points towards a
√

ID dependence for Fmin, at least where gm ≈ const. At very
low ID, however, gm also decreases and Fmin increases again. Optimum drain currents
for low-noise operation are typically at 0.15–0.25IDSS. In Equation (2.30), Ecrit is the
critical electric field for velocity saturation.

Low-frequency noise
Low-frequency noise is only discussed briefly here; however, it will be shown that it has
significant impact on circuit performance, especially in oscillators.

While there are quantum mechanical reasons for low-frequency noise occurring in
any conducting or semi-conducting material, practical devices exhibit low-frequency
noise levels significantly above the quantum limit. This excess noise is due to interaction
with impurities or dislocations which create energy levels inside of the forbidden gap of
semiconductor materials. These traps may

• locally lead to enhanced scattering of charge carriers – mobility fluctuation noise; or
• modify the number of charge carriers through trapping and release, with a character-

istic time constant τ – number fluctuation noise.

Even though it was derived at first only for mobility fluctuation noise in bulk semi-
conductors, the empirical Hooge equation [24] is often applied to low-frequency noise
parameters. Applied to the drain current ID, the Hooge relationship finds for the spectral
power density of the drain current fluctuations:

SID = I 2
D

αH

N · f
, (2.31)

where N is the number of carriers in a given volume and f is the frequency. Due to the
observed frequency relationship, low-frequency noise is often coined 1/f noise.

This ideal 1/ f noise spectrum is frequently superimposed by generation-
recombination spectra through a trap with distinct capture and re-emission time
constant τ . Such traps lead to noise with a low-pass limited spectral noise power density:

SN( f ) ∼ 1

1 + (2π f )2τ 2
. (2.32)

Figure 2.13 shows qualitatively a low-frequency noise spectrum of the drain current
in the presence of a distinct trap with generation-recombination noise, a 1/ f noise
component and white noise at higher frequencies.

The absolute spectral density depends very strongly on the technology. A high
spectral density at a given frequency is indicative for a high number of defects or
deep impurities. So it is not surprising that low-frequency noise is much more pro-
nounced for ion-implanted MESFETs (with significant radiation-induced defects) than
for epitaxially grown structures.

2.2.7 MESFETs in the third millennium

Commercially, MESFETs were the transistors of choice for microwave circuits, includ-
ing monolithic microwave ICs (MMICs), from the 1970s well into the 1990s. Initially,
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Fig. 2.13 Qualitative low-frequency noise spectrum of the drain current in the presence of 1/ f noise,

generation-recombination noise and white noise.
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Fig. 2.14 (a) |h21| of a 2 · 0.12 μm · 75 μm ion-implanted MESFET (VDS = 1.2 V). (b) fmax of a
2 · 0.12 μm · 25 μm device in the same technology (H. Hsia, Z. Tang, D. Caruth, D. Becher
and M. Feng, IEEE Electron Device Letters, Vol. EDL-20, No. 5, pp. 245–247, May 1999.
c©1999 IEEE).

they only gained importance on GaAs substrates – MESFET structures on other mate-
rials, including Si, were but an academic curiosity. GaAs MESFETs have been almost
exclusively replaced in contemporary designs – either by HBTs or HFETs. MOSFETs
are also making inroads into the former realm of GaAs MESFETs.

It should be noted that MESFETs did reach cutoff frequencies in excess of 100 GHz,
even for devices fabricated by ion implantation. Hsia and co-workers [25] reported a
device with LG = 0.12 μm, which exhibited fT = 121 GHz and fmax = 160 GHz,
albeit not at the same bias point or the same device size. Figure 2.14 shows h21 versus
frequency and fmax versus VGS for this technology.
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Gate contact

Drain contact

Source contacts grounded to back side through via holes

Fig. 2.15 Example of a SiC power MESFET (Chip photo adapted from M. Südow, K. Andersson,
N. Billström, J. Gran, H. Hjelmgren, J. Nilsson, P.-A. Nilsson, J. Stahl, H. Zirath and N.
Rorsman, IEEE Transactions on Microwave Theory and Techniques, Vol. MTT-54, No. 12,
pp. 4072–4078, December 2006. c©2006 IEEE).

Note that the maximum fT is measured at VGS = 0.6 V, i.e. the gate electrode starts
to be forward-biased. This is also visible from the lower |h21| below 1 GHz. For a more
practical VGS = 0 V, fT = 70 GHz. fmax peaks also at VGS = 0.6 V, but is improved by
a larger VDS, because the latter will further reduce CDG.

The record fT and fmax values are measured for different device geometries. This is
a common trick – fT is measured for a larger gate finger width (here, 75 μm), because
RG does not matter, and the wider finger leads to a better ratio of intrinsic and parasitic
CGS. For fmax, RG does matter, and hence a smaller gate finger width is chosen (here
25 μm).

The MESFET structure makes a strong comeback on SiC, with important applica-
tions in power amplifiers, e.g. for mobile radio base stations in the lower GHz range.
Figure 2.15 shows an example of such a structure [60].

Note the multi-finger layout which is very common in power FETs. Due to the limited
current-carrying ability per unit width (in this case 350 mA mm−1), the total device
periphery needs to be extended. As the series resistance per unit length of the gate stripe
is quite high in case of submicron gate length (here, LG = 0.4 μm), RB can be kept
small by choosing a short individual gate finger length and connecting transistor cells
in parallel, in this example for a total gate width WG = 0.4 mm.

The major advantage of a semiconductor material with a large band gap is the very
high electric field at breakdown. In this case, the gate-drain breakdown voltage is 180 V.
The transistor shown produces a saturated output power of 3.1 W at 3 GHz, or 7.8 W/mm
gate width, when biased at a drain-source voltage VDS = 65 V. The power added
efficiency in this mode of operation is 70%.

The device has a small-signal fT = 8 GHz and a maximum frequency of oscilla-
tion fmax = 20 GHz. Record transit frequencies were reported at 28 GHz, and record
maximum frequencies of oscillation at 50 GHz.
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2.3 High electron mobility transistor

While the MESFET is conceptually a very simple device, yielding sufficient perfor-
mance well into the millimetre wave range, it does not unleash the full potential of
group III–V semiconductor materials. The fact that free charge carriers and ionised
dopants share the same space in MESFETs leads to a reduction of low-field mobility
through electrostatic fields, a major effect which we will consider first.

2.3.1 The importance of Coulomb scattering

Figure 2.16 shows the electron mobility for nominally undoped GaAs as a function of
the absolute temperature, along with the two dominant scattering mechanisms. Other
scattering mechanisms have been omitted for clarity.

We notice that at room temperature (300 K) the scattering of electrons is mostly due
to lattice vibrations – longitudinal optical phonons. As we lower the temperature and
lattice vibrations are increasingly suppressed, another mechanism becomes dominant –
Coulomb scattering. Coulomb scattering is due to the electrostatic force between the
mobile charge carriers and the fixed ionised atoms. In doped semiconductors, the main
source of fixed charge are the ionised doping atoms. Therefore, the main electrostatic
effect we need to consider in an n-channel MESFET is between the negatively charged
electrons and the positively charged ionised donors. This is clearly shown in Figure 2.16
through the strong doping dependence of the mobility.

From electrostatic theory we know that the force created between two objects with a
charge of magnitude q – the elementary charge – and the opposite sign of charge is

F = q2

4πεsd2
∝ 1

d2
. (2.33)
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Fig. 2.16 Electron mobility versus absolute temperature for nominally undoped GaAs, and the underlying
dominant scattering mechanisms. Data adapted from [59].
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With increasing doping concentration, the mobility limiting effect of Coulomb
scattering will become more pronounced. This is also shown in Figure 2.16.

Coulomb scattering becomes an increasing problem as we reduce the gate length in
MESFETs:

• As we reduce the gate length LG, we also have to reduce the channel thickness a to
keep the aspect ratio LG/a constant.3

• To compensate for the reduction in a, we need to increase the channel doping
concentration ND.

• Then, however, the significance of Coulomb scattering will increase and reduce the
mobility!

If the physical co-location of free and fixed charge is the reason for the increased domi-
nance of Coulomb scattering, then the following idea is immediately apparent: why not
physically separate free and fixed charge, i.e. the electrons and the ionised donors in an
n-channel device?

To find out how this may be done, let us investigate a heterojunction in the
n+ AlGaAs/p− GaAs material system. The AlGaAs/GaAs material system has the
advantage that the lattice constant is almost independent of the material composition.

The band gap in an AlxGa1−xAs/GaAs heterojunction adjusts as follows:

Eg(GaAs) 1.42 eV

�EC(AlGaAs – GaAs) 0.62�Eg for xAl < 0.37
�Eg(AlGaAs – GaAs) 1.255 eV xAl as above

In this example, the Al concentration, doping types and concentrations are:

Al0.25Ga0.75 As n-type ND = 1018 cm−3

Ga As p-type NA = 1015 cm−3

Further, a thin (∼5–10 nm) layer of undoped AlGaAs is inserted at the hetero-
junction – this is the spacer layer. Figure 2.17 shows this material combination
schematically. When discussing heterostructures, the doping type of large-gap mate-
rials will be denoted with capital letters, while the doping type of narrow-gap materials
is shown in lower case letters.

The conduction band diagram of this heterostructure is shown in Figure 2.18. The
discontinuity at the AlGaAs/GaAs interface, �EC = 0.2 eV, and the potential bar-
rier towards the p−-GaAs form a triangular quantum well structure, which is the most
important feature – note how it dips below the Fermi level. Close to the hetero-interface,
the potential in the GaAs layer can be approximated by a linear function.

3 Otherwise, the assumption that the electric field is directed predominantly in parallel to the surface will
break down. Among other things, this would significantly increase the output conductance in the saturated
regime.
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Fig. 2.17 AlGaAs/GaAs n+–i–p heterostructure.
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Fig. 2.18 Conduction band diagram of the AlGaAs/GaAs heterostructure.

2.3.2 Charge control

If we force the free electrons out of the n-AlGaAs layer, they will congregate in the
potential well where they are separated from the ionised donor atoms by the undoped
AlGaAs spacer layer – the sought-after reduction in Coulomb scattering can be achieved
this way.

We can ‘force’ the free electrons to leave the AlGaAs when we deplete the doped
AlGaAs layer (the supply layer) by means of a Schottky contact. The electrons can then
either tunnel through the spacer layer or overcome the conduction band spike at the
heterostructure by thermionic emission.

Note that from now on, it will suffice to draw just the conduction band diagram,
because we consider electrons only.

Figure 2.19 represents the band diagram, without applied external voltage, of a high
electron mobility transistor, or HEMT. By applying a positive gate voltage, the density
of free electrons in the potential well increases; a negative gate voltage will decrease it.

An important difference between the MESFET and the HEMT is the current con-
trol mechanism: in the MESFET, we controlled the thickness of the channel, while the

More free ebooks  :  http://fast-file.blogspot.com



70 High-Speed Electronics and Optoelectronics

Blocking Schottky
contact

n+-AlGaAs

Ionised donors in
the supply layer

ΦB

+
+

+
+

+
+ + + + + +

Mobile charge in triangular
potential well

EF

EC

p-GaAs

Fig. 2.19 Conduction band diagram of HEMT in thermodynamic equilibrium.
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Fig. 2.20 Approximation of the HEMT channel region as a triangular quantum well.

density of charge carriers in the channel remained constant. Here we change the density
of carriers in the channel, while the thickness of the channel, given by the triangular
well, remains approximately constant.

The free carrier ensemble in the channel is called a two-dimensional electron gas
(2DEG).

Let us investigate the triangular potential well in more detail. First, we have to be
aware that the triangular potential well is narrow enough to introduce quantisation of
energy levels. Consider Figure 2.20. Note that for convenience, y = 0 at the hetero-
interface.

We initially assume that the potential walls are infinitely high. In the potential well,
electrons may only occupy the discrete energy levels El, with l ∈ [0, 1, 2, . . .].
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Solution of Schrödinger’s equation yields these energies:

El =
(

h2

8π2 m∗
n

) 1
3 [

3

2
q Ey π

(
l + 3

4

)] 2
3

, (2.34)

where Ey is the y component of the electric field in the well.
The potential increases linearly beyond the heterostructure. The electric field as the

gradient of the potential is therefore constant:

Ey = ES = −dV (y)/dy.

The discontinuity of the electric field at y = 0 necessitates a sheet charge in this plane,
whose charge density is

q nS = ε1ES = −ε1
dV (y)

dy
, (2.35)

where ε1 is the dielectric constant of the semiconductor in the channel region – here
GaAs. This sheet charge is the 2DEG.

nS is the sum over the sheet charge densities in the discrete energy levels: nS =∑∞
l=0 nl, where only the first two (l = 0, 1) typically need to be evaluated, because in

practice the walls of the quantum well have a finite height, set by the conduction band
discontinuity �EC.

Using ES = q nS/ε1 we find

El =
(

h2

8π2 m∗
n

) 1
3

[
3

2

q2

ε1
π

(
l + 3

4

)] 2
3

n
2
3
S . (2.36)

The first two terms are material-dependent and shall be combined into a constant γl :(
h2

8π2 m∗
n

) 1
3

[
3

2

q2

ε1
π

(
l + 3

4

)] 2
3

≡ γl ,

and therefore,

El = γl n
2
3
S . (2.37)

For GaAs,

γ0 = 2.5 × 10−12 eV m
4
3

γ1 = 3.2 × 10−12 eV m
4
3 .

Next, we need to calculate the sheet charge density of the 2DEG as a function of the
Fermi energy (note that the Fermi energy is referenced to the conduction band minimum
here).

Consider the density of states for the two-dimensional electron gas in Figure 2.21.
The constant D = q m∗

n/(2π
2h2) is D = 3.24 × 1017 m−2 V−1 for GaAs.

The density of the occupied states can be calculated from

nS = density of states · occupation probability.
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Fig. 2.21 Density of states in the triangular quantum well.
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Fig. 2.22 Density of the 2DEG in a HEMT structure as a function of the Fermi energy.

The probability that an allowed state is occupied must be calculated using Fermi–
Dirac statistics here, because the Fermi energy is inside the conduction band. Only
two discrete energy levels are considered:

nS = D
∫ E1

E0

d E

1 + exp
(

E−EF
kT

) + 2D
∫ ∞

E1

d E

1 + exp
(

E−EF
kT

) . (2.38)

For the integral, we find ∫
dx

1 + exp(a x)
= −1

a
ln(1 + e−ax ),

and therefore, the sheet charge density is

nS = D kT
1∑

l=0

[
(l + 1) · ln

(
1 + e

EF−El
kT

)]
. (2.39)

Because on the other hand El = γl n2/3
S , this transcendental equation has to be solved

iteratively.
Figure 2.22 [64] shows its solution for the case of Si and for the case of GaAs. For

larger charge carrier densities, nS(EF) can be approximated by a linear relationship:
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Fig. 2.23 Conduction band diagram of a HEMT structure under gate bias control (VG �= 0).

nS ≈ EF − �EF0

q a
. (2.40)

For GaAs,

�EF0(300 K) = 0 eV

�EF0(77 K) = 25 meV

a = 0.125 × 10−12 V cm2.

It is this linear relationship which we will use in our future calculations.
Finally, we need the relationship between nS and the gate-channel voltage VG. This

means the potential across supply layer and spacer has to be included in the calculation.
We consider a structure where the supply layer is homogeneously doped and the

spacer undoped. Integrating Poisson’s equation twice, we find a parabolic potential in
the supply layer, and a linear potential in the spacer (see Figure 2.23).

The built-in voltage drop over the AlGaAs layer V2 is

V2 = q ND

2ε2
d2

d − ES(dd + di),

with ES = q nS/ε1. ε1 is the dielectric constant in the small-bandgap material (here,
GaAs) and ε2 is the corresponding value in the large-bandgap region (here, AlGaAs).

For the relationship between EF and nS, we use the linear approximation, Equa-
tion (2.40). Solving for nS,

nS = ε1

q
(

dd + di + ε2 a
q

) (
q ND

2 ε2
d2

d + VG − �b − �EF0 − �EC

q

)
. (2.41)

We introduce a threshold voltage Voff as the gate-channel voltage where the interface
carrier density disappears:

Voff = �b + �EF0 − �EC

q
− q ND

2 ε2
d2

d . (2.42)

For simplification, we define a virtual increase of the supply layer thickness:

�d = ε2 a

q
. (2.43)
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We can now write Equation (2.41) in a more compact form:

nS = ε1

q

VG − Voff

dd + di + �d
. (2.44)

The threshold voltage can be controlled via the thickness of the doped layer. Calculate
the supply layer thickness where Voff = 0:

dd0 = dd(Voff = 0) =
√

2 ε2

ND q

(
�b + �EF0 − �EC

q

)
. (2.45)

If now:

dd > dd0: The HEMT is normally on or operating in ‘depletion-mode’ – it will pass
drain current for VGS = 0.

dd < dd0: The HEMT is normally off or operating in ‘enhancement-mode’ – it will
not pass drain current for VGS = 0.

The threshold voltage in practical HEMTs is often tailored for the maximum transcon-
ductance to occur for VGS = 0, which implies Voff < 0, as we will see further
down.

Gate-channel capacitance. The gate-channel capacitance can be easily calculated by
differentiating the charge in the 2DEG with respect to VG:

C0 = q WG LG
dnS

dVG
= ε2

WGLG

(dd + di + �d)
, (2.46)

for VG > Voff.
For VG ≤ Voff, the 2DEG will be depleted, and in first-order approximation, the

gate-channel capacitance disappears.

A practical HEMT example
Before we continue to consider the channel current as a function of gate-source and
drain-source voltages, let us briefly look at a practical transistor structure.

The structure shown in Figure 2.24 is the classic cross-section of a HEMT. The
source and drain contacts are non-rectifying (‘Ohmic’) contacts. To facilitate a low con-
tact resistance, they sit on highly n-doped GaAs. AlGaAs habitually forms aluminium

Source

5–10 nm

Semi-insulating GaAs substrate

2DEG

n+-GaAs contact layer

n-AlGaAs supply layer

AlGaAs spacer
(nominally undoped)

p–-GaAs buffer
z

y

Gate
Drain

Fig. 2.24 Classic AlGaAs/GaAs HEMT structure.
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oxide at the surface which would seriously increase the contact resistance. The alloying
process will drive the contacts down through the heterostructure to make contact with
the 2DEG. This is indicated by the shaded regions in Figure 2.24.

The gate contact must be a Schottky contact as shown. It sits in a recess through the
GaAs contact layer. The recess depth controls the gate-channel separation (dd + di) and
is an important technological parameter.

The n-doped AlGaAs layer is called supply layer because its doping atoms supply
the free carriers in the channel.

The thickness of the spacer layer (typically 5–10 nm) controls not only the reduction
of Coulomb scattering, but also the transfer of electrons from the supply layer into
the channel. It must be carefully optimised. The AlGaAs in the spacer is not actually
intrinsic – it is just not intentionally doped.

The GaAs layer should be low doped, but it must be p-type. The free carriers in the
channel must come from the supply layers and not from the GaAs buffer, otherwise the
HEMT cannot be shut off under gate control – it exhibits parallel conduction. According
to the mass action law,

np = n2
i

NA
.

As in GaAs the intrinsic carrier concentration is4 ni = 2.1 · 106 cm−3, even a very
low acceptor doping concentration, e.g. NA = 1015 cm−3, will virtually eliminate free
electrons in the p-buffer.

The AlGaAs/GaAs heterostructure was first grown and analysed by R. Dingle at Bell
Laboratories in 1974. For a review of early work on AlGaAs/GaAs heterostructures,
refer to [13]. Mimura [39] was the first to practically realise a HEMT.

Channel current – constant mobility
So far, we only considered the case of VDS = 0. Now, we will allow VDS > 0, i.e. a
current will flow between source and drain. This current is

ID = q nS(z) vn(Ez) WG = const,

due to current continuity in the channel. Because of the voltage drop along the chan-
nel between a point z and a source V (z), the density of the 2DEG now becomes
z-dependent:

nS(z) = ε1

(dd + di + �d) q
[VGS − Voff − V (z)].

Figure 2.25 shows the immediate channel region and the appropriate voltages
affecting the channel.

As in the MESFET, we assume that the channel is

• one-dimensional, i.e. the electric field E has only a component in z direction (Ez);
• gradual, i.e. the carrier densities change so slowly that diffusion currents can be

neglected.

4 www.ioffe.rssi.ru/SVA/NSM/Semicond/GaAs/bandstr.html
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VGS VDS > 0
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V(z)

Fig. 2.25 HEMT channel region.

As in the MESFET, we will first consider the low-field case where μn = const.

ID = q nS(z) WG μn Ez(z)

= ε1 WG

dd + di + �d
[VGS − Voff − V (z)] μn

dV (z)

dz
. (2.47)

Obeying current continuity, we find

ID = ε1 μn WG

(dd + di + �d) LG

∫ LG

0
[VGS − Voff − V (z)]

dV (z)

dz
dz.

Let β be the transconductance parameter:

β = ε1 μn WG

(dd + di + �d) LG
. (2.48)

Then, using parameter substitution to integrate over V instead of z:

ID = β

∫ V (LG)

V (0)
[VGS − Voff − V (z)] dV .

Note that V (LG) = VDS, V (0) = 0.
Hence, we obtain the current–voltage characteristics in the linear regime (small VDS):

ID = β

[
(VGS − Voff) VDS − V 2

DS

2

]
. (2.49)

For very small VDS � 2(VGS − Voff), we note ID ≈ β VDS (VGS − Voff). In this regime,
the HEMT acts as a ‘voltage-controlled resistor’. The parameters β and Voff can be eas-
ily extracted if VDS = const. This is shown in Figure 2.26. The drain current is measured
for two VGS while keeping VDS = const � 2(VGS − Voff). Linear extrapolation towards
small VGS provides Voff at the intersection with the VGS axis. Once Voff is known, the
transconductance parameter can be calculated as

β = − ID(VGS = 0)

VDS Voff
.
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–β VDSVoff

VDS << 2(VGS –Voff), const

Fig. 2.26 Extraction of Voff and β at small VDS.

Channel current – constant velocity
The ansatz in Equation (2.47) assumes that nS(z) > 0 for all 0 < z < LG. If VDS is
sufficiently large, the gate-channel voltage may drop below Voff in the channel and the
channel will become fully depleted. As V (z) ≤ VDS, this happens first at the drain end:
VGS − VDS = Voff or

VDS ≡ Vk = VGS − Voff. (2.50)

This corresponds to what we saw in the MESFET, where the undepleted channel height
disappeared at the drain end.

As in the MESFET, we can argue that velocity saturation prevents channel closure –
nS(z) → 0 implies Ez(z) → ∞ due to the current continuity requirement, so that the
constant-mobility assumption breaks down much earlier and vn(z) → vsat.

Using a two-region model for the electron velocity, where mobility is constant for
|Ez| < Ecrit and velocity is constant for |Ez| > Ecrit, we can calculate the drain-source
voltage VDSS for which velocity saturation happens at the drain end of the channel
(z = LG). At this point the local electric field is Ez(z = LG) = Ecrit. Using the constant-
mobility current Equation (2.49), we find

ID = ε1μnWG

LG(dd + di + �d)

[
(VGS − Voff)VDSS − V 2

DSS

2

]
.

On the other hand, ID can be calculated using a constant-velocity ansatz:

ID = q nS WG vsat.

In the two-region model, μnEcrit ≡ vsat. Further, nS can be calculated from Equa-
tion (2.44) using VG = VGS − VDSS, so that

ID = ε1 WG μn

(dd + di + �d)
(VGS − Voff − VDSS) Ecrit LG.

The drain current expressions for constant mobility and constant velocity must be
equal for VDS = VDSS, because we are transitioning from the constant mobility to
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Fig. 2.27 Sample calculation of ID following Equation (2.52). Parameters are β = 83 S (Vm)−1,
Ecrit = 1 kV cm−1 and LG = 0.2 μm.

the constant-velocity regime. This leads to a quadratic equation in VDSS, which we can
solve to find the necessary drain-source current for velocity saturation to set in:

VDSS = V0

⎡⎣1 + VGS − Voff

V0
−

√
1 +

(
VGS − Voff

V0

)2
⎤⎦ , (2.51)

where V0 = Ecrit LG.
For the corresponding drain current in the velocity-saturated case, we finally find

IDSS = β V 2
0

⎡⎣√
1 +

(
VGS − Voff

V0

)2

− 1

⎤⎦ . (2.52)

In Figure 2.27, a sample calculation has been performed using Equation (2.52). Note
that for the most part, ID is a strictly linear function of VGS. Very close to Voff, a more
parabolic behaviour dominates.

2.3.3 Small-signal parameters

Transconductance in the saturated regime is calculated by differentiating Equa-
tion (2.52) with respect to VGS:

gm = d IDSS

dVGS
= β (VGS − Voff)√

1 +
(

VGS−Voff
V0

)2
. (2.53)

For large VGS, transconductance is predicted to be constant, while it is approximately
linearly dependent on VGS for small VGS. We will see later that this ideal behaviour is
superseded by parasitic effects, however.
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The gate-source capacitance CGS can be found by differentiating the total channel
charge QT with respect to VGS:

CGS = d QT

dVGS
= d

dVGS
WG q

∫ LG

0
nS(z)dz.

Particularly simple – and practically important – is the case of velocity saturation in the
whole channel. As

ID = q nS(z) vsat WG = const ⇒ nS(z) = const = nSS,

where

nSS = β V 2
0

q vsat WG

⎡⎣√
1 +

(
VGS − Voff

V0

)2

− 1

⎤⎦
and therefore

QT = q nSS WG LG = β V 2
0 LG

vsat

⎡⎣√
1 +

(
VGS − Voff

V0

)2

− 1

⎤⎦ .

The gate-source capacitance becomes in this case

CGS = d QT

dVGS
(2.54)

= LG

vsat

β V0 (VGS − Voff)√
(VGS − Voff)2 + V 2

0

= LG

vsat
gm.

As in case of the MESFET, we find for the transit time of carriers under the gate:

τT = LG

vsat
= CGS

gm
.

The gate-drain capacitance can be calculated similarly:

CGD = d QT

dVGD
= 0

in this simple model because QT �= f (VGD). In reality, CGD is non-zero because of the
geometric capacitance between the metal contacts and other parasitic effects. As in the
MESFET, CGD � CGS in saturation.

For the small-signal equivalent circuit, we can use the same topology as for the
MESFET. Accordingly, the transit frequency can be approximated by

fT = gm

2πCGS
. (2.55)
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2.3.4 ‘High electron mobility’?

The common name ‘high electron mobility transistor’ deserves some critical reflection.
Remember that while Coulomb scattering is the dominant mobility-limiting mecha-
nism at cryogenic temperatures, phonon scattering is dominant at room temperature
(Figure 2.16).

Realistic enhancement factors for the electron mobility in HEMTs are

• a factor of two at room temperature;
• up to a factor of 100 at cryogenic temperatures (e.g. 77 K – liquid nitrogen).

Furthermore, we found that in short-channel FETs velocity saturation dominates in the
channel – hence the enhancement in mobility has two major advantages:

(i) reduction of series resistances, most importantly RS;
(ii) lowering of the critical field for velocity saturation, i.e. saturated velocity will be

reached sooner.

However, there are other advantages of the HEMT structure which are also significant:

• The carrier distribution is similar to that of a pulse-doped MESFET – we expect a
constant transconductance gm and therefore a high linearity. There are parasitic effects
which prevent this from happening – more about this later.

• In active operation, the supply layer is fully depleted and hence the gate-source
capacitance CGS should be constant. Again, this is not quite true in reality (see p. 81).

• The potential barrier towards the substrate reduces carrier injection into the substrate
and increases output resistance.

Note that, compared to a MESFET with an epitaxially grown channel, the HEMT
structure is technologically not much more complicated.

As an aside, the HEMT has many other names and has jokingly been called a multi-
acronym device (MAD). To name but a few:

HFET heterostructure field effect transistor
MODFET modulation-doped field effect transistor
TEGFET two-dimensional electron gas FET
SDFET selectively doped field effect transistor

2.3.5 Non-ideal behaviour

In the following pages, we will discuss how in practical HEMTs the experimentally
observed behaviour deviates from the theory developed so far. The explanation of these
non-ideal features will have important implications for the design of optimised HEMT
devices.
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Non-ideal HEMT behaviour for large VGS
From simple HEMT theory as outlined above, we expect that for sufficiently large VGS−
Voff, the drain current increases linearly with VGS and hence the transconductance is
constant. Also, we would expect that the gate-source capacitance is constant in the same
region.

Experimentally, however, transconductance and gate-source capacitance show the
behaviour in Figure 2.28 [1]: after a sharp increase above the threshold voltage, the
transconductance goes through a maximum, then decreases again for higher VGS. The
gate-source capacitance initially tracks the transconductance, as predicted by Equa-
tion (2.54) (save for a constant parasitic contribution), but then increases further for
higher VGS.

This compression of the transconductance is due to a ‘parasitic MESFET’ effect [33].
To understand its origin, please consider Figure 2.29.
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Fig. 2.28 Experimental transconductance and gate-source capacitance versus gate-source voltage.
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Fig. 2.29 Conduction band diagram of a HEMT under high VGS. The arrows indicate the locations of the
2DEG and three-dimensional electron gas (3DEG).
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Fig. 2.30 Dependence of the electron sheet densities in the 2DEG and 3DEG as a function of the
gate-source voltage.

If VGS is sufficiently high, the conduction band minimum in the AlGaAs supply layer
dips below the Fermi level. At this point, the free electron density in the supply layer
will rapidly increase, the supply layer is no longer depleted. Because the free electron
population in the AlGaAs conduction band minimum has very little confinement, it is
referred to as the three-dimensional electron gas or 3DEG. In its low confinement, this
channel is very similar to a MESFET’s, hence the term parasitic MESFET.

Once the 3DEG builds up, it electrostatically shields the 2DEG from the gate elec-
trode – the 2DEG density nS,2D saturates; any further increase in charge density due
to a further increase in VGS will benefit only nS,3D. This is schematically shown in
Figure 2.30.

The rise of the 3DEG has two substantial effects:

• Because the mobility is much lower in the ternary AlGaAs supply layer than in the
GaAs channel region, the resulting transconductance due to the 3DEG channel is
lower, causing the overall transconductance to decrease.

• The additional charge under the gate leads to a strong increase in the gate-source
capacitance.

Recall Equation (2.55) – the simultaneous decrease in transconductance and increase in
gate-source capacitance will have a very negative impact on the transit frequency fT.
Using the data from Figure 2.28, this is exemplified in Figure 2.31.

The transit frequency, which in our simple theory was predicted to be independent
of frequency, now shows a pronounced maximum, which occurs for gate-source volt-
ages slightly lower than the transconductance maximum. For the design of high-speed
circuits, this is an important observation.

The ungated FET structure can be used as a model for the situation at the onset of the
parasitic MESFET effect, where nS,3D = ND. Figure 2.32 shows the conduction band
diagram.
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Fig. 2.31 Calculated transit frequency of the HEMT in Figure 2.28 versus gate-source voltage.
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Fig. 2.32 Conduction band diagram of an ungated HEMT structure.

We find that

EF = �EC − qVD2 − kT ln
NC,AlGaAs

ND
≈ �EC − qVD2,

for large ND. VD2 is the built-in potential in the large-band-gap part of the heterostruc-
ture. Using Equation (2.40),

nS,max ≈ �EC − �EF0 − qVD2

q a
.

To maximise nS,max, we must therefore choose a material combination with large �EC.
In a conventional HEMT structure, nS,max ≈ 1 · 1012 cm−2.

Trapping effects
In an AlxGa1−xAs/GaAs HEMT, we may obtain a larger �EC by increasing the Al
mole fraction x . However, consider the following detrimental effects.

For xAl > 0.3, the effective energy depth of the donor level increases – the number of
free carriers provided by a given doping density ND will decrease.

Earlier, for xAl > 0.25, the density of deep traps (DX centres) will increase. These
traps are energy states in the forbidden gap which can interact with the valence or con-
duction band. In this case, they are closer to the conduction band, at an energetic depth
ET – they are ‘donor-like’. The ‘X’ denotes that their physical origin was long unknown.
A trap will capture a free electron from the conduction band and eventually re-emit it.
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The characteristic time constant for re-emission is strongly temperature-dependent:

τRE(T ) = τ0 exp

(
ET + EB

kT

)
, (2.56)

where EB is an additional energy barrier for re-emission. In AlGaAs, ET ≈ 50 meV
and EB ≈ 300 meV.

When reducing the temperature, formerly free carriers will be ‘frozen’ and as a con-
sequence, will no longer be available for the channel. This can be described by a shift
in threshold voltage:

�Voff = − q

2ε
NDT,ion d2

d .

The density of ionised traps is, using Fermi–Dirac statistics,

NDT,ion = NDT

1 + exp
(

EF−ET
kT

) .

Note that the trap density NDT has been experimentally observed to be proportional to
the donor density ND. It is now accepted that the donor atoms themselves introduce
two different energy levels in the forbidden gap in AlGaAs: a shallow one associated
with the �-minimum (the direct minimum) – this is the proper donor level – and a deep
energy state associated with the L-minimum (an indirect minimum) – this is the DX
centre [5].

The effect of DX centres in the supply layer made early HEMT structures very
problematic in cryogenic operation.
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Fig. 2.33 Output I–V characteristics of a HEMT device with a low-temperature current collapse
phenomenon (A. Belache, A. Vanoverschelde, G. Salmer and M. Wolny, IEEE Transactions on
Electron Devices, Vol. ED-38, No.1, pp. 3–13, January 1991. c©1991 IEEE).
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Figure 2.33 shows an example of a device showing such a current collapse phe-
nomenon [3]. Apart from the change in output conductance in saturation and the various
‘kink’ effects, which shall not be discussed here, we note

• At low VDS, the output conductance in the linear regime decreases considerably – this
is due to an increase in the source resistance RS. The decrease in RS with decreasing
T is unexpected, as the mobility itself will increase. The decrease in the free carrier
concentration, however, dominates.

• In the saturated regime, VDS > 0.5 V, the transconductance also decreases signifi-
cantly with decreasing temperature.

The occurrence of DX centres is closely linked to the use of AlGaAs as the barrier
material – other supply layer materials such as GaInP do not show this effect and will
correspondingly fare better in their low-temperature performance [7].

2.3.6 Structural HEMT variations

Increasingly, structural variations of the original HEMT concept are being used to cir-
cumvent the non-ideal behavioural effects explained above and to improve performance.

Pulse-doped HEMT structure
Due to the severeness of the DX centre limitation, a method to eliminate this limitation
has the highest priority.

Because NDT ∼ ND, the trap-induced threshold voltage shift is

�Voff ∼ ND d2
d .

On the other hand, the supply layer must be able to supply the necessary carrier density
in the 2DEG:

ND dd > nS.

If, therefore, we concentrate the doping in a narrow sheet – increase ND and decrease
dd – the trap-induced threshold voltage shift can be drastically reduced.

This concept leads to the delta-doped (or pulse-doped) HEMT structure (see
Figure 2.34).

Source
Gate

2DEG

Semi-insulating GaAs substrate

dd

Drain

Undoped barrier
n+-doped supply layer
Undoped supply layer

AlGaAs

Fig. 2.34 Layer structure of a delta-doped HEMT.
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Fig. 2.35 Conduction band diagram of a pulse-doped HEMT structure.

The restriction of doping to only a narrow sheet of the wide-gap layer, of course, also
modifies the band structure. The Poisson equation

d2V

dy2
= −ρ

ε

tells us that the potential V will have a linear y dependence if ρ � 0. Where ρ �=
0 = const, V will have a parabolic dependence on y. These principles are visible in the
conduction band diagram of a pulse-doped HEMT structure (see Figure 2.35).

As an additional advantage, the pulse-doped HEMT can be expected to have lower
gate leakage because of the lower doping of the region immediately under the gate.

Pseudomorphic HEMT structure
So far, the AlGaAs/GaAs HEMT structures considered were lattice-matched – a signif-
icant advantage of the (Al,Ga)As material system is that the lattice constant is almost
independent of the Al content.

We will now deliberately leave the lattice match principle behind and allow for
material combinations which are lattice-mismatched, but where the lattice difference is
accommodated by elastic deformation of the crystal – pseudomorphic structures. This
gives us greater flexibility in the choice of materials.

Let us replace the GaAs channel in a conventional HEMT with an InGaAs chan-
nel. This leads to a double-heterostructure because the GaAs buffer and substrate shall
be maintained. In Figure 2.36, the conduction band diagram of an example structure
combining the pseudomorphic channel layer with a pulse-doped barrier is shown.

Compared to the conventional HEMT, this structure has several advantages:

• The significantly higher conduction band discontinuity increases the maximum den-
sity of the 2DEG from about 1 · 1012 cm−2 for the conventional HEMT to about
2 · 1012 cm−2 for the pseudomorphic HEMT as shown.

• The low Al content in the supply layer reduces the density of DX centres.

More free ebooks  :  http://fast-file.blogspot.com



Electronic devices 87

Al0.15Ga0.85As
In0.15Ga0.85As

GaAs

EC

EF
Δ EC = 0.3 eV

ΦB

Fig. 2.36 Conduction band diagram of a pseudomorphic HEMT structure with a pulse-doped barrier.
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InAlAs barrier (higher ΔEC)

n+-InGaAs contact layer

In0.53Ga0.47As quantum well

Fig. 2.37 Layer structure of a metamorphic HEMT.

• The addition of In in the channel enhances the low-field mobility and, to a lesser
extent, the peak velocity in the channel.

• The added heterostructure towards the GaAs buffer reduces injection of carriers into
the buffer and substrate.

Higher �EC are possible with higher In concentrations in the channel. However, note
that with increasing In content, the InGaAs layer thickness must be reduced. In practi-
cal pseudomorphic HEMTs on GaAs substrates, xIn = 0.15. . . 0.25. This increases the
maximum density of the 2DEG to nS,max � 2 · 1012 cm−2.

Metamorphic HEMT
Mobility in the channel would benefit from even higher In mole fractions, e.g. xIn =
0.53, as in InGaAs lattice matched to InP. However, InP substrates are still considerably
more expensive than GaAs wafers.

The metamorphic HEMT concept enables high In mole fractions in the channel
layer on GaAs substrates, through a modification of the lattice constant in a graded
superlattice. Such a layer structure is shown in Figure 2.37.
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An InAlAs/InGaAs superlattice with varied thickness and composition is grown on
top of the GaAs substrate such that the effective lattice constant (modified by com-
position and built-in mechanical strain) is adapted from that of GaAs to (in this case)
the one of InGaAs with an In mole fraction of 0.53. The use of a low-temperature
grown superlattice allows the change of the lattice constant while keeping the density
of deformation-related crystal defects low.

As in all modern HEMTs, the barrier layer is assumed to be pulse-doped. Another
modification is the use of InAlAs instead of AlGaAs as barrier material. InAlAs has a
higher conduction band discontinuity towards InGaAs than AlGaAs for comparable Al
mole fractions; furthermore, the InAlAs/InGaAs heterostructure stack is easier to grow.
As contact layer material, InGaAs is used here because it has a much lower Schottky
barrier height than GaAs.

2.3.7 CAD modelling of HEMTs

Due to the similarity of the HEMT to MESFETs and (as we will see in the next section)
MOSFETs, CAD models of these two devices are often re-used to simulate HEMTs.

In the discussion of CAD modelling, we will go beyond the rather simple models
provided for the MESFET and describe a high-accuracy semi-empirical approach. It is
equally suitable for an enhanced precision model of the MESFET.

Static current equations
A HEMT-specific problem is the simulation of transconductance suppression at large
VGS (see p. 81). A suitable drain current expression which accommodates this (the
discussion follows I. Kallfass [27]) is

IDS(VGS) = β (VGS − Voff)
λ/(1+ξ (VGS−Voff)) (2.57)

in saturation – neglecting the VDS dependence of IDS.
The non-saturated region at small VDS can be included using the tanh term already

discussed in the context of the MESFET Curtice model:

IDS = β (VGS − Voff)
λ/(1+ξ (VGS−Voff)) tanh (α VDS). (2.58)

In real devices, the drain-source voltage has a non-linear influence (so far neglected)
on the current in saturation, e.g. through impact ionisation effects. In the non-saturated
regime, on the other hand, the tanh (α VDS) expression is not always sufficient, because
the VGS dependence is not adequately modelled. An effective voltage Veff is introduced,
replacing the simple VGS − Voff term in Equation (2.58):

IDS = β V

λ

1+μV 2
DS+ξVeff

eff tanh [α VDS (1 + ζVeff)] (2.59)

Veff = 1

2

(
VGSt +

√
V 2

GSt + δ2

)
VGSt = VGS − (1 + β2

r ) VT0 + γ VDS.
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This expression, introduced by Cojocaru and Brazil in 1997 [8], is called the COBRA
current equation. Its advantage is that it is continuous in the entire bias plane, and also
its derivatives are continuous, which is very important for simulations of the non-linear
behaviour of circuits.

β, λ, μ, ξ, α, ζ, δ, γ and VT0 are model parameters to be extracted by measurements.
βr is equal to β, but dimensionless. They affect IDS as follows:

α, ζ affect the linear regime of the device – α is the main parameter modelling the
VDS dependence; ζ modifies the VGS-dependent behaviour.

β is the main transconductance parameter.
ξ is the parameter which adjusts the transconductance compression.
γ introduces a VDS dependence to the drain current in the saturated regime and is

hence responsible for the output conductance.
μ equally introduces a VDS dependence in the linear regime. It is used to model

impact ionisation effects in the saturated regime.
λ adjusts the curvature of IDS(VGS) for small VDS and close to threshold.
VT0 is the threshold voltage for small VDS.

The drain current source IDS = f (VGS, VDS) is embedded into an equivalent circuit to
account for the series resistances and the non-linear gate-source and gate-drain contacts.
This is shown in Figure 2.38. Note that the controlling voltages drop between the inter-
nal nodes! The diodes, DGS and DGD, are used to model the non-linear gate current.
Breakdown behaviour can equally be included here:

IGS(VGS) = Isgs

(
exp

VGS

nid VT
− 1

)
+ Ibv exp

(
− VGS − Vbv

nbvVT

)
VGS

Vbv
(2.60)

IGD(VGD) = Isgd

(
exp

VGD

nid VT
− 1

)
+ Ibv exp

(
− VGD − Vbv

nbvVT

)
VGD

Vbv
, (2.61)

RG

G

RD

D

DGD

DGS

RS

IDS = f(VGS, VDS)

S

VGS VDS

Fig. 2.38 Quasi-static equivalent circuit used in the COBRA model.
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where Isgs and Isgd are saturation currents for the gate-source and gate-drain diodes,
respectively, and nid is the emission factor for these diodes. The second term in each
equation models breakdown with an exponential diode term. Vbv is the breakdown volt-
age and Ibv and nbv are used to model the current increase beyond breakdown. The very
last product term simply makes sure that the breakdown current is zero, if either VGS or
VGD are zero in Equations (2.60) or (2.61), respectively, but has no other major effect.

Non-linear capacitance equations
To properly model the non-linear behaviour in any FET, we need to account for several
contributions:

• parasitic (non-bias-dependent) capacitance,
• the junction capacitance,
• the change in channel charge with varying voltage.

The first two are straightforward to model: the parasitic capacitance is Cpgs for the
gate-source diode and Cpgd for the gate-drain diode. For the junction capacitance, the
common form also implemented in SPICE is used:

C(V ) = C0(
1 − V

Vbi

)m ,

where C0 is the capacitance without any external voltage, Vbi is the built-in voltage of
the junction and m is an exponent.

Inclusion of the channel charge is much more complicated. For once, the channel
charge depends on VGS and VGD simultaneously. Then, charge conservation needs to be
satisfied. This means [28]

δCGS

δVGS
= δ2 QG

δVGSδVGD
= δ2 QG

δVGDδVGS
= δCGD

δVGS
. (2.62)

Any empirical expressions for CGS(VGS, VGD) or CGD(VGS, VGD) must fulfil Equa-
tion (2.62).

Figure 2.39 shows gate-source and gate-drain capacitances experimentally deter-
mined from S-parameter measurements, as a function of VGS, for VDS values in the
linear and the saturated regime of FET operation. Note the rather strong variation near
pinch-off, and generally in the linear regime.

In the following empirical equations [29], the tanh(x) function is again exploited,
similar to the Curtice models.

CGS(VGS, VGD) = Cpgs + Cgs1(
1 − VGS

Vbi

)m

+ Cgs2 {1 + tanh[κ(VGS − Vt2)]}
+ CS(VGS) {1 + tanh[ι(VGS − VGD − Vt4)]}
− δCS(VGS)

δVGS

(
VGD − 1

ι
ln {cosh[ι(VGS − VGD − Vt4)]}

)
(2.63)
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Fig. 2.39 Experimentally determined CGS and CGD of pseudomorphic GaAs HEMT (LG = 0.15 μm,
WG = 2 × 20 μm).

CGS(VGS, VGD) = Cpgd + Cgd1(
1 − VGD

Vbi

)m

+ Cgd2 {1 + tanh[κ(VGD − Vt5)]}
− CS(VGS) {1 + tanh[ι(VGS − VGD − Vt4)]} . (2.64)

The capacitance

CS(VGS) = C3V ψ

eff

with

Veff = 1

2

(
vGS − Vt3 +

√
(VGS − Vt3)2 + θ2

)
is closely related to the drain saturation current (compare Equation (2.59)).
Cgs1,Cgs2,Cgd1,Cgd2,m, Vbi, Vt2, Vt3, Vt4, Vt5, ι, κ, θ and ψ are fitting parameters.

The non-linear capacitances, along with an additional parasitic drain-source capaci-
tance CDS and a parasitic channel resistance Ri, have been combined in Figure 2.40 to
form a basic non-linear dynamic model of the HEMT. More bias-independent parasitic
parameters may be added, as needed.

2.3.8 MESFET versus HEMT: a small-signal comparison

When the non-linear equivalent circuit in Figure 2.40 is linearised in a given bias point,
the resulting small-signal equivalent circuit is identical to that derived for the MES-
FET in the previous section, with the exception of the domain capacitance CDC, which
is often neglected anyhow. Many results obtained for the MESFET can therefore be
directly applied. Rather than repeating the results here, let us discuss how the achievable
small-signal performance differs between MESFET and HEMT.
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Fig. 2.40 A dynamic non-linear model of the HEMT.

As discussed, the higher low-field mobility affects the series resistances which rep-
resent semiconductor regions outside of the velocity-saturated channel. These are RS,
Ri and, of lesser importance, RD. Equally, it increases the transconductance gm (see
Equation (2.53)).

The larger potential barrier between the channel and the substrate reduces the output
conductance gds in the HEMT.

These findings directly translate into a significant advantage in terms of the maximum
frequency of oscillation, fmax:

fmax = fT

2
√
(RG + RS + Ri)gds + 2π fT RGCDG

.

The gate resistance RG is, of course, independent of the device structure.
The HEMT structure also has a positive impact on the noise performance. This can

be shown using the Fukui equation already introduced for the MESFET:

Fmin = 1 + kF
f

fT

√
gm(RG + RS)

= 1 + kF2π f CGS

√
RG + RS

gm
,

using

fT ∼ gm

2πCGS
.

The noise performance is improved not only by the reduction in RS and the increase in
gm. The fitting factor kF, which is typically 2.5 in MESFETs, decreases to kF = 1. . . 2 in
HEMTs. This is commonly explained by the higher correlation between channel noise
and induced gate noise, and the reduction in channel noise due to the smaller degree of
freedom of carrier movement in the 2DEG.
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2.3.9 A practical HEMT example

The example chosen here is a metamorphic HEMT [4] because it illustrates many of the
concepts discussed.

The device structure is shown in Figure 2.41. The rather thick (1 μm) linearly graded
buffer adapts the lattice constant of the GaAs substrate to the much larger lattice con-
stant of In0.53Ga0.47As and Al0.48In0.52As (the ternary compounds are lattice-matched
to each other). Note the ‘double doping’ structure – there are δ-doped AlInAs layers
below and above the InGaAs quantum well. In this case, it allows a density of the 2DEG
of nS,max = 4 · 1012 cm2, together with the excellent carrier confinement in the quan-
tum well. The excellent confinement is due to the large conduction band discontinuity
between In0.53Ga0.47As and Al0.48In0.52As.

The ohmic contacts are placed on an In0.53Ga0.47As cap layer, which reduces the con-
tact resistance and shields the metal–semiconductor interface from the Al-containing
alloy, which is prone to formation of Al oxides at the exposed surface. The gate contact
has a T shape which reduces the series resistance of the gate stripe and hence RG. It is
again shown in Figure 2.42.

The cross-section of the gate metallisation is significantly larger than what would
be possible for a simple stripe with a 250 nm footprint, due to the T-gate structure.
A refractory metal is used here so that the gate can be fabricated before the ohmic
contacts – this allows an easy self-alignment of the ohmic contacts with respect to the
T-gate structure, minimising the distance between the source and drain contacts and the
channel, reducing RS and RD. The surface between the gate and the ohmic contacts is
passivated by a SiN layer.

The plot in Figure 2.43 shows the drain current and transconductance of the device,
normalised to 1 mm gate width, at VDS = 1 V, which is well into the saturated regime
for this device. The actual gate width of the characterised device is 20 μm. The gm

maximum is placed at VGS = 0 – this is frequently done as it facilitates gate biasing.
The threshold voltage is slightly below 0.6 V. The gm depression at higher VGS is also
clearly visible.

AuGe–Au Ohmic contacts

T-Gate

SiN spacer

Semi-insulating
GaAs substrate

Al0.48 In0.52 As, δ-dotiert

Al0.48 In0.52 As, δ-doped

Al0.48 Ga0.52 As → Al0.48 In0.52 As

Linearly graded buffer
1 μm

In0.53 Ga0.47 As cap

In0.53 Ga0.47 As quantum well

Fig. 2.41 Layer structure of the metamorphic HEMT structure discussed here.

More free ebooks  :  http://fast-file.blogspot.com



94 High-Speed Electronics and Optoelectronics

Refractory metal
T-gate structure

SiN passivation

Self-aligned
ohmic contacts

LG=253 nm

Fig. 2.42 SEM micrograph of the gate structure (F. Benkhelifa, M. Chertouk, M. Dammann, M. Massler,
H. Walther and G. Weimann, International Conference on Semiconductor Manufacturing
Technology GaAs MANTECH 2001 Digest, May 2001).
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Fig. 2.43 Drain current (ID) and transconductance (gm) of the metamorphic HEMT, normalised to
1 mm gate width (F. Benkhelifa, M. Chertouk, M. Dammann, M. Massler, H. Walther and
G. Weimann, International Conference on Semiconductor Manufacturing Technology
GaAs MANTECH 2001 Digest, May 2001).

Figure 2.44, finally, shows the short-circuit current gain h21 as well as the maximum
available gain (MAG) and the maximum stable gain (MSG) as a function of frequency,
on a logarithmic scale. The current gain rolls off with an expected −20 dB/decade, and
the transit frequency fT, measured at |h21| = 0 dB, is 110 GHz. The extraction of the
claimed fmax of 300 GHz is less certain. As is explained in Chapter 5, fmax can be

More free ebooks  :  http://fast-file.blogspot.com



Electronic devices 95

1
0

5

10

15

20

25

30

10
f/GHz

⎢h
21

⎢/d
B

, M
A

G
/d

B
, M

S
G

/d
B

100

MSG/MAG

⎢h21⎢

–20 dB/decade

MSG MAG

Fig. 2.44 Short-circuit current gain |h21|, and power gains MAG and MSG, as a function of frequency, for
the metamorphic HEMT structure (F. Benkhelifa, M. Chertouk, M. Dammann, M. Massler, H.
Walther and G. Weimann, International Conference on Semiconductor Manufacturing
Technology GaAs MANTECH 2001 Digest, May 2001).

extracted at the frequency where MAG = 0 dB. The problem is that MAG only exists
where Rollet’s stability factor k > 1, otherwise it is replaced by MSG. The change
in slope of the MSG/MAG curve suggests that the transition between MSG and MAG
happens only above 100 GHz, close to the upper end of the measurement range. From
there, fmax seems to be extrapolated also at −20 dB/decade, even though the true roll-
off is much steeper. The problem in determining fmax from MAG can be circumvented
if an extraction from Mason’s unilateral gain u is used. This is also explained elsewhere,
and leads to different values for fmax.

The important finding, however, is that using a metamorphic HEMT with an optically
defined gate of LG = 0.25 μm provides sufficient gain for applications at 100 GHz.

2.4 Radio Frequency MOSFETs

2.4.1 Introduction

The silicon MOSFET is by a huge margin the most popular transistor structure. Long
confined to either digital circuits or lower-frequency analogue applications, it now
makes significant inroads into the realm of micro- and millimetre-wave circuits. With
gate lengths below 100 nm, its cutoff frequencies fT and fmax now rival those of the
already introduced HEMTs or advanced HBTs, which will be introduced in the next
section of this chapter.

We will briefly review the fundamental aspects of MOSFET operation and then pro-
ceed to the analogue aspects of RF CMOS operation which are commonly not covered
in texts dealing primarily with MOSFETs as components in digital VLSI and ULSI.
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The unparalleled success of silicon as the material of choice in fabricating electronic
components is due to several factors:

• Silicon is cheap and has an almost limitless supply.
• Silicon is mechanically robust.
• Silicon has a high thermal conductivity, at least compared to GaAs and InP.
• But most importantly, silicon has a highly stable native oxide, SiO2, which forms a

high-quality interface with silicon.

This latter property led to the unequalled victory of metal-oxide–semiconductor (MOS)
technology.

Basic MOSFET structure
Consider a somewhat schematic cross-section of a MOSFET (Figure 2.45).

It is not intended to do justice to the complexity of modern MOSFET devices, but
shows their fundamental components. This is an n-channel device – the current in the
channel will be carried by electrons. We will focus on n-channel devices here as this
facilitates comparison with the previously discussed MESFETs and HEMTs (which are
almost exclusively n-channel devices), but all findings relate analogously to p-channel
devices as well, with appropriate modifications reflecting the differences in doping and
free carrier type.

First, we note that the electron channel will actually form in a p-type semiconductor
region, called the bulk. This can be either the substrate or a p-doped layer formed by
epitaxy or diffusion. This will be explained in the next paragraph. Secondly, the stable
SiO2 is used in two different ways:

(i) as a thin gate oxide which covers the surface between the source (S) and drain (D)
contacts and carries the gate (G) electrode on top; and

(ii) as a thick field oxide which covers the remainder of the structure.

The source and drain contacts are non-blocking (ohmic). The gate is physically sepa-
rated from the semiconductor by the gate oxide – this arrangement is called an MOS
(metal oxide-semiconductor) diode, even though the gate electrode in modern MOS-
FETs is actually not metallic, but fabricated from highly doped polycrystalline Silicon
(poly-Si).

Field oxide (SiO2) Gate oxide (SiO2)

p-type bulk (substrate or well)

S G D

n+n+

Fig. 2.45 Basic structure of an n-channel MOSFET.
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MOS diode operation
Let us now investigate how an electron channel can form in the p-type semiconduc-
tor. To this end, we look more closely at the band diagram in a region below the gate
electrode. Initially, no external voltages shall be applied to the device.

We construct the band diagram of the MOS diode (Figure 2.46), using Anderson’s
rule.

In the n+-doped poly-Si gate, we assume that the conduction band energy EG coin-
cides with the Fermi energy EF. The bulk Si is p-doped, and we calculate the distance
between the Fermi level and the valence band energy EV, assuming that the Boltzmann
approximation to the Fermi–Dirac statistics is valid:

EF − EV = kT ln

(
NV

NA

)
, (2.65)

where NV is the density of states in the valence band and NA is the acceptor
concentration in the p-Si.

The SiO2 is handled as a semiconductor with a very large band gap.
The distance between the conduction bands and the vacuum level, Evac is given by

the electron affinities in the Si and SiO2 – χSi and χSiO2 , respectively. Note χSi > χSiO2 .

poly-Si SiO2 p-type Si
Evac

EC = EF

EG,Si

Ev

y

EG,Si

EC

EFi

EF

Ev

kT ln
NV——
NA

q VFi

q �s

χ
Si

χ
SiO2

χ
Si

Fig. 2.46 Band diagram of an MOS diode structure.
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The continuity of the vacuum level (postulated by Anderson’s rule), along with the fact
that the poly-Si is n-type, makes the bands in the p-type Si ‘dip’ towards the SiO2/Si
interface.

We introduced two new potentials and their corresponding energies:

(i) q VFi is the energy difference between the Fermi levels for the intrinsic and doped
semiconductor:

q VFi = EC + EV

2
+ 1

2
kT ln

NV

NC
− EV − kT ln

NV

NA
≈ EG

2
− kT ln

NV

NA
. (2.66)

(ii) q �s is the energy difference between the undisturbed semiconductor and the
Si/SiO2 interface.

Using these two potentials, we can easily distinguish four different regions:

(i) �s < 0: The bands ‘bend upwards’ – accumulation of holes at the interface –
creation of a positive space charge of mobile carriers there.

(ii) 0 < �s ≤ VFi: Depletion of holes at the interface – creation of a negative space
charge of fixed carriers. The charges are the ionised acceptor atoms. Increase of
�S results in an extension of the space charge layer into the semiconductor. In the
limit �s = VFi, the interface behaves like an intrinsic semiconductor.

(iii) VFi < �s ≤ 2 VFi: As the Fermi level is now closer to the conduction band than
to the valence band at the interface, the conduction type converts from p-type to
n-type. This condition is called light inversion.

The density of minority electrons at the interface increases exponentially
with �s:

np = ni eq(�s−VFi)/kT .

(iv) At �s > 2 VFi the interface carrier density rises sharply for small changes in
�s, which remains almost constant for large changes in the interface charge.
This condition is called strong inversion. The width of the depletion region stays
approximately constant at

wmax = 2
√

εSi

q NA
VFi, (2.67)

for a homogeneously doped semiconductor.

In Figure 2.46, 0 < �s < VFi, hence the device is in depletion without exter-
nally applied voltages and no channel forms. This is typical of n-channel MOSFET
transistors – they have positive threshold voltages, in contrast to MESFETs and HEMTs.

As the gate electrode is isolated from the semiconductor by the gate oxide, we can
apply large positive gate-channel voltages without creating a gate current, as would be
the case in Schottky diodes. This situation is shown in Figure 2.47.

Note that the conduction band forms a triangular potential well at the Si/SiO2 inter-
face. In this respect, the MOSFET is closely related to the HEMT and will equally form
a two-dimensional electron gas in the channel.

More free ebooks  :  http://fast-file.blogspot.com



Electronic devices 99

Evac

Ev

EC

EC

EFi

Ev

q VFi
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Fig. 2.47 MOS diode band diagram with positive VG.

The externally applied gate voltage drops partially across the gate oxide, partially
across the semiconductor and increases �s. In the situation drawn in Figure 2.47, the
hypothetical intrinsic Fermi level already drops below the Fermi level in the undisturbed
p-type semiconductor (�s > VFi), but �s > 2VFi has not been reached – the structure
is in light inversion. An even more positive VG will introduce strong inversion.

If Vox is the voltage drop across the oxide,

VG = Vox + �s + 1

q

(
kT ln

NV

NA
− EG

)
, (2.68)

The last term in Equation (2.68) is the flat-band voltage VFB:

VFB =: 1

q

(
kT ln

NV

NA
− EG

)
. (2.69)

It is called flat-band because for VG = VFB, �s + Vox = 0 and the bands become
completely horizontal.
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Vox can be calculated from the gate capacitance Cox and the total charge stored under
the gate Qs:

Vox = − Qs

Cox
.

The total gate charge is formed by the space charge in the depleted region QB and the
interface charge Qi.

Let us now consider the case where �s = 2 VFi just occurs (onset of strong inversion).
Qi is negligible, and hence Qs ≈ QB with

QB = −q NA wmax LG WG,

where wmax is the maximum extension of the space charge region, equal to the extension
for �s = 2 VFi (see Equation (2.67)) and WG LG is the gate footprint, which determines
the area of the channel. Hence,

QB = −2
√
εSi q NA VFi.

We can now calculate the threshold voltage Vth as the necessary VG to reach the onset
of strong inversion. Recalling that at this point �s = 2 VFi, Equation (2.68) yields

Vth = − QB

Cox
+ 2 VFi + VFB

= 2 WG LG

Cox

√
εSi q NA VFi + 2 VFi + VFB. (2.70)

In strong inversion, the oxide capacitance is easy to calculate, because the mobile charge
Qi is concentrated as a sheet charge at the Si/SiO2 interface (compare the situation
in the HEMT). The sheet charge forms a simple parallel-plate capacitor with the gate
electrode:

Cox = WG LG
εSiO2

tox
, (2.71)

where tox is the gate oxide thickness.
The threshold voltage is then approximately:5

Vth = 2 tox

εSiO2

√
εSi q NA VFi + 2 VFi + VFB. (2.72)

2.4.2 Drain current

So far, we considered only the voltage between gate and channel, assuming that the
drain and source electrodes are on equal potentials. Now, we apply external voltages
VGS, VDS �= 0, as in Figure 2.48. As before in the discussion of MESFET and HEMT,
we make certain assumptions for the channel:

• The channel shall be one-dimensional, i.e. the electric field has only a z component.

5 Because VG = Vth, the MOS diode is not strictly in strong inversion.
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Fig. 2.48 MOSFET structure with externally applied voltages.

• The channel shall be gradual, i.e. the current is driven purely by the electric field and
diffusion is neglected.

Now that VDS > 0, the voltage between the gate electrode and the semiconductor will
depend on the z coordinate along the interface:

VG(z) = VGS − V (z). (2.73)

Constant-mobility model
As discussed already, the channel current can be calculated from the local mobile charge
and the velocity with which it moves. In case of the MOSFET, the local charge qi is the
mobile interface charge which in strong inversion can be calculated simply from the
oxide capacitance and the local gate-channel voltage VG(z):

qi (z) = εSiO2

tox
[VG(z) − Vth]. (2.74)

We initially calculate the charge velocity for the low-field case, assuming that μn =
const and find

ID(z) = WG
εSiO2

tox
[VG(z) − Vth]μ′

n
dV (z)

dz
,

where μ′
n is the interface mobility, which is lower than the bulk mobility due to the

imperfections of the interface plane.
Applying current continuity, we know that

ID(z) = const = ID = 1

LG

∫ z=LG

z=0
ID(z)dz.

Using parameter substitution and noting that V (z = 0) = 0, V (z = LG) = VDS, we
find

ID(VGS, VDS) = εSiO2

tox

WG

LG
μ′

n

[
(VGS − Vth) VDS − V 2

DS

2

]
. (2.75)

The above equation only holds as long as the channel is not fully depleted. Because
V (z) increases monotonically with z along the channel, depletion of the channel will
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start at the drain, when VDS reaches the knee voltage Vk, in full analogy to the MESFET
and HEMT.

qi (z = LG) = εSiO2

tox
(VGS − Vk − Vth) = 0

yields

Vk = VGS − Vth (2.76)

For VDS > Vk, the channel charge no longer depends on VDS in this simple model. With
VDS = Vk and using Equation (2.76), we find from Equation (2.75)

ID(VGS) = εSiO2

tox

WG

2 LG
μ′

n (VGS − Vth)
2, (2.77)

for VDS > Vk.
This simple model of the MOSFET static behaviour is often referred to as the

Shockley model [57].

Backgating
Another parasitic effect influencing the static performance needs to be considered.
Because the MOSFET sits on a conducting silicon layer (the ‘bulk’, p-type for
n-channel, n-type for p-channel transistors), the device is essentially a four-terminal
device, where the bulk is the fourth terminal. We had implicitly assumed that the bulk
layer would have a fixed potential, which is that of the source contact. In an integrated
circuit, however, this cannot always be maintained. Therefore, we need to consider a
second control voltage, the bulk-source voltage VBS.

Recall that we defined the threshold voltage via the potential difference between the
bulk and the Si/SiO2 interface. This suggests a very simple way of accommodating
backgating – by modifying the threshold voltage:

Vth = Vt0 − γ VBS. (2.78)

Here, Vt0 is the threshold voltage without backgating (i.e. the one considered so far) and
γ is a fitting parameter [49].

Non-ideal effects in short-channel MOSFETs
Channel length modulation.
So far, we neglected another effect: the source and drain regions form n–p junctions
with the bulk semiconductor. These n–p junctions necessarily create depletion regions,
whose width depends on the voltage across the junction. In an n-channel MOSFET, the
drain has a positive potential with respect to source. Assuming that the bulk is held on
source potential (VBS = 0), the drain-bulk region is therefore reverse-biased, which
leads to an increase in the width of the space charge region there.

Figure 2.49 shows this situation. The effective gate length Leff is shorter than the
‘drawn’ gate length LG. The difference is VDS-dependent due to the drain space charge
region:

Leff = LG − �L(VDS). (2.79)
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Fig. 2.49 Schematic representation of channel length modulation due to space charge incursion into the
channel.

�L can be approximated as follows:

�L = 1

2

√
2ε

q NA
(VDS − Voff) α, (2.80)

where α is a factor which depends on the exact geometry of the MOSFET –
α = 0.02. . . 1. This formula only applies for VDS > Voff, only then will a part of the
channel close to drain be fully depleted.

Recalling Equation (2.77), it is easy to see that the progressive reduction of the effec-
tive channel length with increasing VDS will cause the drain current to increase with
increasing drain-source voltage. This effect is most pronounced if the ‘geometrical’
channel length LG is already small – hence this is a very important effect in high-speed
MOSFETs with channel lengths LG < 0.5 μm. This effect is called channel length
modulation and is conceptually very similar to the Early effect which we will introduce
for the bipolar transistor (see p. 122).

Short-channel effect.
The calculation of the threshold voltage (Equation (2.72)), assumed that the gate and
the mobile sheet charge in the channel form an ideal parallel-plate capacitor: the
total interface charge Qi appears, with opposite sign, at the gate charge QG . In real-
ity, some of the field lines emanating from the negative charge in the channel may
also terminate on the source and drain areas. Due to the n–p-junctions, the deple-
tion of the channel region progresses more rapidly than predicted from considering
the gate potential alone, which leads to a reduction in threshold voltage Vth. This is
the short-channel effect proper, which says that for otherwise unchanged technological
parameters, the threshold voltage will decrease with decreasing gate length. The effect
is more pronounced, the deeper the source and drain contact regions extend into the bulk
material.
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Fig. 2.50 Example for the VDS dependence of subthreshold currents in deep-submicron MOSFETs
(T. Sugli, K. Watanabe and S. Sugatani, Fujitsu Science and Technology Journal, Vol. 39,
No. 6, pp. 9–22, June 2003.).

LDD extensions

p+ pockets

Fig. 2.51 MOSFET structure with a double implant LDD arrangement.

As the shape, specifically of the drain side space charge region, depends on the poten-
tial of the drain contact, it is not surprising that VDS also has an effect on Vth: as the
drain-source voltage is increased, the drain field will deplete the channel more, which
leads to a further decrease of the threshold voltage.

The effect of the drain field can best be shown in the subthreshold regime (see Figure
2.50). For VGS < Vth, the channel current does not actually cease to flow, because even
before the onset of strong inversion, there are free charge carriers in the channel. Their
density and hence the current depend exponentially on VGS − Vth. The figure shows an
example of the subthreshold regime for a deep-submicron MOSFET, for two different
values of VDS. We note that even a small increase in VDS increases Ioff = ID(VGS = 0)
but two orders of magnitude.

A very common modification of the standard MOSFET structure which reduces
the short-channel effect and channel length modulation, and also improves the break-
down voltage, is the double implant lightly doped drain (LDD) structure [41] shown in
Figure 2.51.

The shallow n-doped drain extensions lower the maximum electric field in the chan-
nel and hence increase the breakdown voltage, while the p+-doped pockets slow the
growth of the p–n space charge regions into the channel with increasing VDS.
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Mobility degradation.
Short-channel devices benefit from an increase in the bulk doping concentration,
because the problem with the high Ioff and also the channel length modulation can
be decreased by increasing the bulk doping. Together with the thin gate oxide, however,
this significantly increases the electric field component in y direction. The charge carri-
ers in the channel will then flow, on average, closer to the Si/SiO2 interface where their
mobility is reduced by interface scattering, due to imperfections of the interfacial layer.
Therefore, the effective mobility will decrease with increasing VGS, approximated by

μ′
n(VGS) = μ′

n,0

1 + m (VGS − Vth)
, (2.81)

where μ′
n,0 is the mobility at threshold and m is a factor describing the degree of normal-

field mobility degradation.
In summary, in short-gatelength MOSFETs, the simple one-dimensional approach

we started out with is no longer adequate, hence two-dimensional effects have to be
incorporated into the physical simulation.

Velocity saturation
As in the typically GaAs-based MESFET and HEMT devices, velocity saturation at
high electric fields also has to be considered here. The critical field Esat for velocity
saturation in silicon is ∼4 · 106 Vm−1 at room temperature, compared to 3 · 105 Vm−1

for GaAs, so the onset of velocity saturation is delayed in Si versus GaAs.
If we assume that the channel is fully velocity saturated, i.e. vn = vsat �= f (z), the

drain current becomes

ID = WG
εSiO2

tox
vsat(VGS − Vth), (2.82)

where vsat is the drift saturation velocity of silicon, which is approximately 105 m/s at
room temperature.

In the intermediate region, Lee [34] gives the following approximation for the drain
current:

ID = WG
εSiO2

tox

vsat

1 + LGEsat
VGS−Vth

, (2.83)

for VDS > VD,sat, where VD,sat is the necessary field for velocity saturation to occur in
the channel, approximated as

VD,sat ≈ (VGS − Vth) LG Esat

(VGS − Vth) + LG Esat
. (2.84)

Consider a modern MOSFET with LG = 0.09 μm. LG Esat is 0.36 V, and assuming
VGS − Vth = 0.5 V, we arrive at VD,sat = 0.21 V – considerably smaller than Vk =
VGS − Vth = 0.5 V, as the Shockley model would predict. Velocity saturation is hence a
phenomenon with significant importance in deep-submicron MOSFETs.
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Fig. 2.52 Maximum drain current (‘on-current’) Ion, gate oxide thickness Tox and supply voltage Vdd as a
function of the technology node (T. Sugli, K. Watanabe and S. Sugatani, Fujitsu Science and
Technology Journal, Vol. 39, No. 6, pp. 9–22, June 2003.).

Equation (2.82) can also be used to estimate the maximum drain current in a given
MOSFET family. In devices with LG ≤ 130 nm, tox ≈ 2 nm typically. For a gate
overtravel VGS − Vth of 1 V and Vsat = 105 m s−1, we find ID/WG = 1.72 mA μm−1.

In order to increase the current for a given gate over travel, we have only two options:

(i) Decrease the thickness tox of the gate oxide. However, as tox is reduced, the elec-
tric field in the dielectric increases, and the gate-channel tunnel current increases
dramatically.

(ii) Increase the dielectric constant of the gate dielectric. This can be done by replacing
the SiO2 with a different dielectric, such as HfO2, which features εHfO2 = 25 ε0

instead of εSiO2 = 3.9 ε0, but with limited thermal stability. Additionally, a major
advantage of Si, namely its highly stable native oxide, is given up.

Figure 2.52 presents a literature data review [61] of achieved maximum drain current,
gate oxide thickness and power supply voltage as a function of the target technology, as
of the year 2003. The decrease in the maximum drain current (‘on current’, Ion) and the
supply voltage Vdd give proof to the problems CMOS designers face due to the reducing
gate oxide thickness.

2.4.3 Large-signal modelling

A MOSFET’s non-linear circuit (Figure 2.53), is very similar to what we discussed for
the MESFET, or HEMT, except that the substrate (‘bulk’) node needs to be accounted
for. The diodes DBS and DBD represent the source and drain p–n diodes, respectively,
and include junction capacitance. The series resistances RG, RS and RD are taken as
bias-independent.

As discussed in the previous paragraph, the drain current ID will be a function of VGS

and VDS. In a more precise model, we need to make the threshold voltage a function of
VDS and via backgating also of VBS, so the bulk-source voltage needs to be included as
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Fig. 2.53 Non-linear equivalent circuit suitable for MOSFETs.

a controlling voltage as well. Please note that the voltages occur between the internal
nodes – voltage drops across the series resistances will have to be subtracted.

A particular feature of MOS transistors are the overlap capacitances. Referring, for
example, to Figure 2.45, note that the gate electrode overlaps the highly doped source
and drain regions. Without this overlap, at least on the source side, the channel could
not form, as the free charge in the channel is drawn from the source region – unlike in
the HEMT, where the free carriers are being introduced through the supply layer on top
of the channel. These capacitances will be bias-independent, so that the gate-source and
drain-source capacitances can be written as

CGS = CGSO + δQB

δVGS

CGD = CGDO + δQB

δVGD
, (2.85)

where CGSO and CGDO are the gate-source and gate-drain overlap capacitances and
QB is the total space charge, which includes the fixed charge (q NA w) and the mobile
interface charge Qi.

In strong inversion, the change in channel charge is reflected only in the interface
charge:

δQB ≈ δQi = WG

∫ z=LG

z=0
qi(z)dz.
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Equation (2.74) indicates that in strong inversion, the total interface charge will only
depend on VGS; therefore, CGD will be given only by the overlap capacitance. Non-
ideal effects can be included into the capacitance equation by making the threshold
voltage Vth VDS- and VBS-dependent.

The Meyer capacitance model [38] already introduced for the MESFET is frequently
used to model the bias dependence of CGS and CGD. In strong inversion,

• For VDS < Vk,

CGS = CGSO + 2

3
CGC

[
1 −

(
Vk − VDS

2Vk − VDS

)2
]

CGD = CGDO + 2

3
CGC

[
1 −

(
Vk

2Vk − VDS

)2
]

(2.86)

• For VDS > Vk,

CGS = CGSO + 2

3
CGC

CGD = CGDO, (2.87)

where Vk is the drain-source voltage delineating the linear from the saturated regime
and (see Equation (2.76)) CGC is the gate-channel capacitance for VDS = 0. In strong
inversion, it is simply the total oxide capacitance (see Equation (2.71)).

The gate-bulk capacitance can be similarly expressed; it models the effect of the bulk
potential on the channel charge:

CBG = δQB

δVBG
.

In strong inversion, it can be neglected.
The model may be extended with additional elements. Particularly, in RF designs

the modelling of the impedance connected to the substrate node deserves particular
attention.

At the core of most submicron RF CMOS models is the BSIM3 model, devel-
oped at University of California, Berkeley.6 Unlike e.g. the COBRA model introduced
for HEMTs, it uses different sets of equations for the MOSFET’s different operating
regions. It is also more closely related to device physics, i.e. it is not strictly an empiri-
cal model, and its input parameters are partly technological and partly empirical fitting
parameters. BSIM’s complexity, however, is beyond the scope of a book like this.

A simpler model approach, yet useful for many applications, was published by
Sakurai and Newton [49]. The threshold voltage is

Vth = Vt0 + γ
(√

2�F − VBS − √
2�F

)
, (2.88)

where Vt0, γ and �F are model parameters and VBS is the bulk-source voltage – the
above equation therefore includes backgating.

6 Web resource at www-device.eecs.berkeley.edu/bsim3/
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The drain-source saturation voltage, Vk, is modelled as

Vk = K (VGS − Vth)
m, (2.89)

where K and m are model parameters. This formulation is more flexible compared to
Equation (2.76) and allows to include velocity saturation effects.

The drain current at VDS = Vk is

ID,sat = WG

Leff
B (VGS − Vth)

n, (2.90)

where B and n are model parameters. With variation of n, we can address both the
constant-mobility model (n = 2) and the constant velocity model (n = 1); however, as
n is not VDS-dependent, we cannot move from one regime to the other.

A VGS-dependent n, on the other hand, would allow to include the deterioration of
mobility at high electric fields normal to the Si/SiO2 interface (see Equation (2.81)).

The drain current formulation distinguishes between the saturated and non-saturated
regions:

• For VDS > Vk,

ID = ID,sat (1 + λ VDS), (2.91)

where λ = λ0 − λ1 VBS.
• For VDS < Vk,

ID = ID,sat (1 + λ VDS)

(
2 − VDS

Vk

)
VDS

Vk
. (2.92)

2.4.4 Small-signal model and RF performance

The small-signal equivalent circuit of the MOSFET is very similar to that used for
MESFET or HEMT, but must account for the additional substrate node.

Figure 2.54 shows that a fourth terminal (B) has been added, which is capaci-
tively coupled to the internal gate, source and drain nodes. CBG is shown to facilitate
comparison with Figure 2.53; in saturation it is neglected.

G

RG

vgs

CGS

gm vgs gds

+gmb vbs

RS vbs

CBS
CBG CBD

RD

D

B

CGD

S

Fig. 2.54 MOSFET small-signal equivalent circuit.
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Backgating is included by a special backgating transconductance:

gmb = δ ID

δVBS
.

The transconductance in the constant-mobility limit and for VDS > Vk is

gm = d ID

dVGS
= εSiO2

tox

WG μ′
n

LG
(VGS − Vth), (2.93)

using Equation (2.77).
In the constant-velocity limit,

gm = εSiO2

tox
WG vsat. (2.94)

The output conductance is

gds = δ ID

δVDS
.

In the linear region (VDS < Vk), using the constant-mobility drain current Equa-
tion (2.75), we find

gds = εSiO2 WG μ′
n

LG tox
[(VGS − Vth) − VDS] . (2.95)

In the saturated region (VDS > Vk), we use the Sakurai–Newton model Equation (2.91)
as our simplified physical regions would predict gds = 0 there:

gds = λID,sat = λ
B WG

Leff
(VGS − Vth)

n . (2.96)

To reconcile the Sakurai–Newton model with the constant-mobility model, choose B =
(εSiO2 μ

′
n)/tox, n = 2, Leff = LG.

Transit frequency.
We again approximate the transit frequency with

fT = gm

CGS + CGD
.

In saturation and using the Meyer capacitance equations (2.87),

fT = gm

CGSO + CGDO + 2
3 Cox

.

While recognising the importance of the overlap capacitances, let us assume for
simplification that Cox dominates.

For the transconductance, we need to distinguish between the constant-mobility and
constant-velocity models. For the constant mobility, using Equation (2.93), we obtain

fT = 3μ′
n

4π L2
G

(VGS − Vth). (2.97)
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The transit frequency is predicted to increase linearly with the gate overtravel. However,
this does not take the mobility degradation with increasing normal field into account (see
Equation (2.81)).

In the constant-velocity limit, the transconductance is given by Equation (2.94) and
the transit frequency becomes

fT = 3vsat

4π LG
. (2.98)

We already recognised (page 105) that velocity saturation will dominate in short-
channel MOSFETs, so we conclude that, like in MESFETs and HEMTs, fT will scale
inversely proportional to the gate length for short LG.

For a given LG, the transit frequency may still be increased by improving the mobil-
ity, because velocity saturation will be reached sooner and the average velocity in the
channel increases.

Both electron and hole mobilities in silicon are enhanced if the silicon layer expe-
riences a tensile strain in the plane parallel to the Si/SiO2 interface. Semiconductor
heterostructures can be used to achieve this: on top of the silicon wafer, first a strain-
relaxed Si1−xGex buffer is grown. As was discussed in Section 1.20, the addition of Ge
lowers the band gap and at the same time increases the lattice constant. The latter effect
is used here – if a thin Si layer is grown on top of the SiGe buffer, it experiences a tensile
strain.

Figure 2.55 shows an example of this strained-layer technique, here combined with
silicon-on-insulator [2]. The use of silicon as the channel layer makes this structure fully
compatible with existing gate technology modules.

The axial tensile strain has a significant impact on the electron mobility, as is shown
in Figure 2.56, at the expense of extra processing steps, and potential yield limitations
when using non-lattice-matched materials.

For p-channel MOSFETs, it is advantageous to place the channel into SiGe layers
with significant Ge mole fraction. This will not be discussed here further, however.

Strained Si

Strained Si

Buried SiO2

Si wafer

Si(1-x) Gex

Fig. 2.55 Heterostructure-on-insulator layer stack on a strained-Si MOSFET (left), and corresponding
TEM micrograph (TEM micrograph from D. A. Antoniadis, I. Aberg, C. NiCléirigh,
O. M. Nayfeh, A. Khakifirooz and J. L. Hoyt, IBM Journal of Research and Development,
Vol. 50, No. 4/5, pp. 363–377, April–May 2006. c©IBM).
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Fig. 2.56 Electron mobility enhancement in strained-Si layer (Data adapted from D. A. Antoniadis,
I. Aberg, C. NiCléirigh, O. M. Nayfeh, A. Khakifirooz, J. L. Hoyt, IBM Journal of Research
and Development, Vol. 50, No. 4/5, pp. 363–377, April–May 2006. c©IBM).

Maximum frequency of oscillation.
As already noted, the maximum frequency of oscillation fmax is the more meaningful
figure of merit in analogue high-speed applications. As the equivalent circuit for the
MOSFET is very similar to that used for MESFET and HEMT, we can easily adapt the
fmax equation used there:

fmax = fT

2
√

gds(RG + RS) + 2π fT RG CGDO
, (2.99)

because in saturation CGD = CGDO.
The combination of strained silicon channels and ultrashort gate lengths enables cut-

off frequencies above 300 GHz for n-channel CMOS. In a 65 nm technology, a device
with LG = 29 nm was reported to have an fT = 360 GHz and an fmax = 420 GHz [45].

Microwave noise.
The treatment of noise in MOSFETs traditionally neglects the gate and source series
resistances and considers only two noise sources [34]:

• The spectral noise current density generated in the channel:〈
|id|2

〉
= 8 kT γ gd0, (2.100)

where gd0 = δ ID/VDS at VDS = 0 and γ is a parameter which varies from a
value of 1 at VDS = 0 to 2/3 at VDS = Vk. This model is valid only in the linear
region (VDS ≤ Vk), and was developed for MOSFETs with long gate lengths. In
short-channel FETs and in saturation, the observed spectral noise density can be sub-
stantially higher. This can be accommodated by making the temperature T larger than
the lattice temperature, to account for the significant kinetic energy of the free charge
carriers.
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• The induced spectral noise current density of the gate current:〈
|ig|2

〉
= 8 kT δ gg, (2.101)

where

gg = ω2 C2
GS

5 gd0
.

In long channel FETs, δ = 4/3.
As discussed for MESFET and HEMT, these two noise sources are partially corre-

lated; in the long gatelength limit, the correlation coefficient is c = j 0.395. From these
noise sources, the minimum noise figure can be calculated to be

Fmin = 1 + 2√
5

f

fT

√
γ δ

(
1 − |c|2)

. (2.102)

Because fT in velocity saturation scales ∼1/LG, we expect the noise figure to vary
linearly with the gate length.

An additional noise contribution can come from the substrate. The conducting sub-
strate can be lumped together into a single value, the so-called spreading resistance,
Rsub. This resistance naturally creates thermal noise, with a spectral noise current
density: 〈

|isub|2
〉
= 8 kT

Rsub
. (2.103)

This noise current can be capacitively coupled into the transistor via the bulk node. It
also leads to a voltage drop across CBS, which will create an additional drain current
fluctuation via the backgating effect (see Figure 2.54).

The issue of the source and gate series resistances needs to be re-examined. Modern
MOS devices have poly-Si gates. Even highly n-doped poly-Si has specific resis-
tivities which are much higher than for metal films. In RF CMOS technologies,
the way around this problem is to connect many very short gate fingers in paral-
lel, e.g. 40 gates of 5 μm gate width each, for a total WG of 200 μm. As the gate
length is more and more decreased, the gate resistance still needs to be recognised
with, as Figure 2.57 [48] demonstrates. In this experiment, the noise figure is no
longer decreased for LG < 0.5 μm, due to the increase in gate series resistance.
Improved gate processes are therefore an important aspect in RF CMOS technology
development.

As the gate oxide thickness tox decreases, the gate current due to Fowler–Nordheim
tunnelling increases strongly. It generates a shot noise contribution [43], which will
have to be accounted for in future MOSFET noise models. If IG is the gate current, then
the spectral noise current density generated is〈

|ig|2
〉
= 4 q IG. (2.104)

This gate current leads to an additional term in the Fmin expression [19], compare
Equation (2.102):
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Fig. 2.57 Noise figure versus gate length for n-channel MOSFETs (40 fingers of WG = 5 μm each)
(M. Saito, M. Ono, R. Fujimoto, H. Tanimoto, N. Ito, T. Yoshitomi, T. Ohguro, H. S. Momose
and H. Iwai, IEEE Transactions on Electron Devices, Vol. ED-45, pp. 737–742, March 1998.
c©1998 IEEE).

Fmin = 1 + f

fT

√
δγ

5
(1 − c2

G) + 2q IGgd0γ

16π2 kT f 2 C2
GS

. (2.105)

For low frequencies, the second term under the root dominates and the minimum noise
figure becomes independent of frequency:

Fmin ≈ 1 + 1

gm

√
2q IGgd0γ

4 kT
. (2.106)

The appearance of a frequency-independent component in Fmin( f ) is a tell-tale sign of
gate-related shot noise.

A gate current due to Fowler–Nordheim tunnelling is expected to vary with the
normal electric field across the gate oxide as

IG ∼ E2
y,SiO2

exp

(
− φ

3
2

Ey,SiO2

)
, (2.107)

where φ is the barrier at the interface. It will therefore be strong function of the gate
overtravel VGS − Vth. The occurrence of gate leakage has thus also important impli-
cations on the design of low-noise amplifiers using sub-100 nm CMOS technologies,
namely in the choice of the bias point.
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2.5 Bipolar and hetero-bipolar transistors

Despite the dominance of MOSFETs in digital circuits, and the significance of HFETs in
micro- and millimetre-wave ICs, bipolar transistors have made a strong comeback since
the 1990s in high-speed analogue electronics, which is particularly due to the arrival of
the Si/SiGe heterostructure bipolar transistor (HBT), but also due to widespread use of
GaAs-based HBTs in power amplifiers, e.g. of mobile phone handsets.

One important advantage of bipolar devices is that the current flow is vertical rather
than lateral in FETs. This means that the critical geometric dimension (the base layer
thickness) is defined by epitaxy or ion implantation. In FETs, the speed-limiting geom-
etry is the gate length which, in present commercially available devices, is defined
laterally by lithographic means, at a much higher cost.

We will approach the understanding of HBTs by first considering the standard homo-
junction homojunction bipolar transistor (BJT), which has long been a corner stone of
high-speed electronics, but is gradually being replaced by Si/SiGe HBTs. In particular,
we will get a grasp of the shortcomings of the homojunction BJT and how they can be
solved by the introduction of bandgap engineering. The HBT is then a straightforward
extension of the bipolar transistor concept.

2.5.1 Homojunction bipolar transistors

Homojunction bipolar transistors are the ‘classical’ bipolar transistors, where all parts
of the device are fabricated from the same semiconductor material. Only silicon devices
have any market relevance today; for the discussion of high-speed electronics, we can
restrict our considerations to n–p–n type devices for reasons which will become clear
shortly.

With a suitable permutation in indices, the discussion of n–p–n homojunction bipolar
transistors is also valid for p–n–p devices, however.

Figure 2.58 shows the time-honoured7 one-dimensional representation of a con-
ceptual bipolar transistor of the n–p–n type: the emitter layer is highly donor-doped

y

IE IC

IB
VBE > 0 VCB > 0

Emitter
n = ND,E

Collector
n = ND,C

Base
p = NA,B

Fig. 2.58 Simplified schematic cross-section of a BJT.

7 This schematic picture actually dates back to Figure 3 of Shockley’s US patent [56].
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(n-type), followed by an acceptor-doped (p-type) base layer of medium doping density
and a typically lower doped donor-doped (n-type) collector layer.

The emitter, base and collector contacts are non-blocking (ohmic) contacts and are
assumed here to be of the recombination type. As shown, two external voltage sources
VBE and VCB are connected to the device in such a way that the

• base–emitter p–n junction is forward-biased and
• base–collector p–n junction is reverse-biased.

This mode of operation is called active forward operation.

Diffusion triangle
To understand the way in which we control current in the bipolar transistor, let us
concentrate initially on the base layer only. The first parameters to introduce are the
diffusion length of minority charge carriers in the base; in this case the diffusion length
of electrons (the base is p-type) Ln, and the thickness of the neutral base layer WB.
WB is the thickness of the neutral base as we have to subtract the space charge regions
first. We calculate the diffusion length from the low-field carrier mobility μ, the carrier
lifetime τr and the absolute temperature T. In the n–p–n transistor, the minority charge
in the base are electrons and hence we have to use the electron mobility μn and the
electron lifetime in the base τr,n:

Ln =
√

kT

q
μnτr,n, (2.108)

where k is Boltzmann’s constant and q the elementary charge.
The term

Dn = kT

q
μn (2.109)

is the diffusion constant for electrons, hence

Ln = √
Dnτr,n.

Equation (2.109) is the Einstein equation introduced earlier, in Equation (1.79).
The emitter–base junction is forward-biased. Therefore, the minority (here, electron)

concentration in the base immediately adjacent to the emitter–base space charge region
(defined as y = 0) is elevated according to

np(0) = n2
i,b

NA,B
eqVBE/kT , (2.110)

where ni,b is the intrinsic carrier density in the base.
Provided that the p-layer is infinitely extended in the y direction, the excess minority

carrier density decays as

np(y) = n2
i,b

NA,B
+

[
np(0) − n2

i

NA,B

]
e−y/Ln . (2.111)
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Fig. 2.59 Minority carrier concentration np in the base of an n–p–n bipolar transistor, as a function of
coordinate y perpendicular to the surface.

In the bipolar transistor, however, the base width WB is made much shorter than the
diffusion length:8

WB � Ln.

It is instructive to estimate a numeric value for Ln. Both μn and τr,n are strong functions
of doping. Let us assume that for a reasonable base doping concentration, τr,n = 1 μs
and μn = 500 cm2(Vs)−1. Then the diffusion length amounts to Ln = 36 μm, which is
certainly much larger than the base width in any microwave bipolar transistor.

The reverse bias across the collector–base junction will cause the minority carrier
at the collector side of the neutral base (y = WB) to be significantly smaller than the
minority carrier density in the undisturbed semiconductor:

np(WB) = n2
i,b

NA,B
e−qVCB/kT . (2.112)

Provided that WB � Ln, which is equivalent to neglecting recombination in the base,
the distribution of minority carriers in the base as a function of the coordinate y (which
is perpendicular to the surface of the device) is a linear function (see Figure 2.59). Due
to its geometric shape, it is sometimes referred to as the diffusion triangle.

Collector current equation
In the classic bipolar transistor, the current is carried through the base layer by diffusion
only, because the electric field in y direction in the neutral base can be neglected.

We formulate the electron current density flowing through the base layer as a
diffusion current:

Jn,B = q Dn
dnp

dy
= q Dn

np(0) − np(WB)

WB
≈ q Dn

np(0)

WB
, (2.113)

8 The so-called short-base diode condition.
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because np(0) � np(WB). Dn is the diffusion constant of electrons in the base, which
has already been defined in Equation (2.109).

Note that due to dnp(y)/dy = const, the current is constant throughout the base. We
obtain the collector current by inserting Equation (2.110) into (2.113) and multiplying
with the emitter area AE:

IC = q AE Dn
n2

ib

WB NA,B
eVBE/VT , (2.114)

still considering np(WB) � np(0), i.e. under reverse collector–emitter bias. Without
this condition, we obtain

IC = q AE Dn
n2

ib

WB NA,B

(
eVBE/VT − e−VCB/VT

)
. (2.115)

The expression in the denominator of Equation (2.115) WB NA,B is the Gummel number
of the base layer, GB. In the above example and also below, we assume that the base
doping concentration is constant across the neutral base. If this is not the case, i.e.
NA,B = f (y), we calculate the Gummel number as the integral sheet charge in the
base:

GB =
∫ WB

0
NA,B(y)dy. (2.116)

Ideal base current
We will now calculate the ideal base current of a bipolar transistor, i.e. the base current
without components due to recombination.

For this, we consider the emitter layer as a short-base diode also: WE � Lp, where
WE is the emitter width and Lp is the diffusion constant of minorities (here, holes) in
the emitter:

Lp = √
Dpτr,p, (2.117)

where τr,p is the carrier lifetime of holes in the emitter and

Dp = kT

q
μp (2.118)

is the diffusion constant for holes. μp is the hole mobility.
Here, the minority carrier density is assumed to be zero at the emitter contact (ideal

recombination contact). The result is a linear dependence of the minority carrier density
pn on y in the emitter (see Figure 2.60).

In analogy to Equation (2.113), we write the hole current in the emitter as a diffusion
current:

JpE = q Dp
n2

ie

ND,EWE
eVBE/VT , (2.119)

where nie is the intrinsic carrier density in the emitter. Multiplication with the emitter
area AE yields the base current:

IB = q Dp AE
n2

ie

ND,EWE
eVBE/VT . (2.120)
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Fig. 2.60 Minority carrier concentration in a bipolar transistor, assuming short-base condition in emitter
and base layer.

Ideal current gain
We can now calculate the ideal large-signal forward current gain of the bipolar
transistor, dividing Equation (2.115) by (2.120).

BF = IC

IB
= DnWE

DpWB

ND,E

NA,B

n2
i,b

n2
i,e

. (2.121)

Let us consider the third term in Equation (2.121) first: in a homojunction transistor,
where emitter and base are composed of the same material, we can assume ni,b ≈ ni,e.
This is not exactly true because the band gap and hence the intrinsic carrier density also
depend weakly on the doping concentration, but it is a useful simplification.

However, we also note that provided we can fabricate the emitter from a different
material, it should have a larger band gap (and correspondingly a smaller intrinsic carrier
density) such that ni,b � ni,e. This wide-gap emitter is the fundamental idea behind the
HBT which we will treat in the next section. It was already included in Shockley’s
original transistor patent [56] and theoretically expanded upon by Kroemer as early as
1957 [31].

If we consider the second term, we recognise that we cannot arbitrarily increase the
base doping concentration unless we also increase the emitter doping concentration,
without hurting the current gain. This will lead us to the fundamental limitation of the
homojunction bipolar transistor – the inability to lower the base resistance sufficiently
for excellent microwave operation.

Non-ideal current contributions
In certain bias conditions, we will have to include additional currents in our considera-
tions. For this, it is instructive to view Figure 2.61.

Especially at low collector currents, recombination currents can frequently not be
neglected: in bipolar transistors fabricated in direct bandgap semiconductors such as
GaAs, the carrier lifetime may be so short that the short-base diode condition (WB � Ln

in case of an n–p–n transistor) is never quite fulfilled, so that volume recombination in
the neutral base has to be accounted for. In other devices, surface recombination near
the emitter–base p–n junction may play a significant role. These effects are all lumped
together in a current contribution JR, which in an n–p–n transistor exists as an electron
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Diffusion current

Diffusion current
Ipbe

Base current IB

Collector current
ICIneb

Impact ionization current
Iav

Recombination current
IR

Fig. 2.61 Schematic representation of electron (solid shaded) and hole (hatched) currents in a bipolar
transistor.

current (contributing to the emitter current) and a hole current (contributing to the base
current).

To account for the recombination current, we add an additional term to the base cur-
rent Equation (2.120). It has the form of a diode current term with its typical exponential
voltage dependence:

IB = IC

BF
+ ISR(expq·VBE/(NR·kT ) − 1). (2.122)

The emission coefficient NR is larger than 1. NR = 2 is a typical value for many
recombination processes and ISR is the saturation current of the non-ideal base current
term.

For high VCB, electrons in the collector space charge region may gain sufficient
kinetic energy to elevate a valence electron into the conduction band when colliding
with a lattice atom – impact ionisation occurs. The charge carriers created by the impact
ionisation may again gain sufficient kinetic energy in the strong electric field to cause
impact ionisation themselves, leading to a strong increase in current. This is called
avalanching and is an important breakdown mechanism in bipolar transistors.

Avalanching is accounted for through an additional current term Iav, which exists as
an electron current adding to the collector current, and a hole current, which subtracts
from the base current. This is again shown in Figure 2.61.

Non-ideal current gain
The non-ideal current gain can now be written as

B = Ineb − IR + Iav

Ipbe + IR − Iav
. (2.123)

Even more insight is provided if we express Equation (2.123) in the form of a common
base current gain.

A = −IE

IC
= B − 1

B + 1
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Fig. 2.62 Minority carrier distribution in the base layer in the presence of recombination.

A = Ineb

Ineb + Ipbe
· Ineb − IR

Ineb
·
(

1 + Iav

Ineb − IR

)
. (2.124)

In Equation (2.124), the first product term is the emitter efficiency γE, which describes
the electron current from the emitter to the base normalised to the overall current
across the emitter–base junction. The second term is the base transport factor αT,
which describes the ratio of electron currents across the base–collector and emitter–base
junctions. The last term is the impact ionisation factor αM.

Equation (2.124) can hence be rewritten as

A = γE · αT · αM.

Let us dwell on αT for a moment. If recombination in the base cannot be neglected, then
the minority carrier concentration in the base becomes

np(y) = n2
iB

NA,B

⎡⎣ sinh
(

WB−y
Ln

)
sinh(WB

Ln
)

(
eqVBE/kT − 1

)
+ sinh (

y
Ln

)

sinh(WB
Ln

)
e−qVCB/kT

⎤⎦ . (2.125)

This is depicted in Figure 2.62.
αT can be interpreted as the ratio of the minority carrier gradients at y = WB and

y = 0:

αT =
dnp
dy (y = WB)

dnp
dy (y = 0)

. (2.126)

In the presence of recombination, the base transport factor is therefore always less than
one.

Saturation
In the above discussion, we assumed that the base–collector space charge region was
reverse-biased – no carriers were injected into the base from the collector. We will
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Fig. 2.63 Base minority concentration under saturation conditions.

now drop this condition and allow the base–collector junction to also become forward-
biased. In the n–p–n transistor considered here, this means VCB < 0. The corresponding
bias condition is called saturation.

We can conveniently treat this condition again using the diffusion triangle concept
introduced in Figure 2.59. Again, recombination across the base is neglected.

Because charge carriers are being injected into the base across the forward-biased
collector–base junction, the minority carrier density in the neutral base adjacent to the
collector–base space charge region is elevated. For the n–p–n transistor,

np(WB) = n2
i,b

NA,B
e−q·VCB/kT . (2.127)

The resulting diffusion triangle in the base is shown in Figure 2.63.
The ideal collector current under saturation conditions can once again be calculated

using a pure diffusion current ansatz in the base:

IC = q Dn
dnp(y)

dy
= q Dn

n2
i,b

NA,BWB

(
eq·VBE/kT − e−q·VCB/kT

)
. (2.128)

For inhomogeneous base doping profiles, replace WB NA,B by the integral Gummel
number GB according to Equation (2.116).

For a fixed base–emitter voltage, the collector current will now strongly decrease with
decreasing collector–base voltage, while in the initial discussion of the active forward
regime (see Equation 2.115), IC did not depend on VCB.

In high-speed circuits, the saturation regime has to be carefully avoided due to charge-
storage effects whose detailed discussion is beyond the scope of this book.

Early effect
Upon closer examination, the collector current will show a dependence on VCB even in
the active forward regime. When deriving Equation (2.115) and the following equations,
we had assumed that WB was constant.
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However, consider that WB is defined as the width of the undepleted (neutral) region
bordered by the emitter–base and the base–collector space charge regions. Because
the collector current depends exponentially on the base–emitter voltage, VBE ≈ const
across a wide range of collector currents, and the width of the base–emitter space charge
region can be considered constant.

As we change the voltage across the base–collector p–n junction, however, the width
of its space charge region will be modulated, which leads to a variation in WB.

If for simplicity we assume homogeneous doping profiles in base and collector
(NA,B = const, ND,C = const), the extension of the base–collector space charge region
into the base layer is

δyB =
√

2
εB

q
· ND,C

NA,B
· VD + VCB

NA,B + ND,C
, (2.129)

where εB is the dielectric constant of the base layer material and VD the built-in voltage
of the base–collector p–n junction.

The diffusion triangle representation in Figure 2.64 may be helpful again. The dark-
shaded areas denote the initial space charge regions. If VCB is increased (with VBE =
const), the base–collector space charge region will expand as indicated by the light-
shaded areas. Correspondingly, the minority carrier gradient in the neutral base will
increase as the neutral base width shrinks.

Hence, the collector current will increase with increasing VCB. This is the Early effect
[15].

More quantitatively, revisit Equation (2.115), as we consider only VCB � kT /q.
However, now WB = f (VCB):

IC = q AE Dn
n2

ib

WB(VCB)NA,B
. (2.130)

We differentiate Equation (2.130) with respect to VCB:

d IC

dVCB
= − IC

WB
· dWB

dVCB
. (2.131)

Emitter Base Collector
np

y

Fig. 2.64 Modification of the base diffusion triangle due to the modulation of the base–collector space
charge region.
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WB can be written as W ′
B −δyB, where W ′

B is the layer thickness of the base, i.e. without
subtracting the space charge regions.9 Hence for small changes in the neutral base width
(W ′

B ≈ WB),

d IC

dVCB
= − IC

WB
· dWB

dVCB
= IC

WB

dδyB

dVCB
= IC

NA,BWB

√
εB

2q

ND,C NA,B

ND,C + NA,B

1

VD + VCB
.

(2.132)
With the Gummel number for homogeneous doping concentration in the base,

GB = NA,BWB

and the base–collector capacitance per unit area

C ′
j,BC =

√
εBq

2

NA,B ND,C

NA,B + ND,C

1

VD + VCB

it follows that
d IC

dVCB
= IC

VA
, (2.133)

where VA is the Early voltage:

VA = q · GB

C ′
jCB

. (2.134)

The Early voltage is therefore directly proportional to the base Gummel number.
In microwave electronics, the Early voltage is an important factor because it affects

the linearity of power amplifiers. For highly linear power amplifiers, a high Early
voltage is desired, as it reduces the dependence of the collector current on the collector–
emitter voltage. Due to the exponential dependence of the collector current on the
base–emitter voltage, VBE is approximately constant even for large variations of IC,
so that δVCE ≈ δVCB. A high Early voltage VA hence reduces the dependence of the
collector current on the collector–emitter voltage.

Kirk effect
The last intrinsic effect to be discussed here is the Kirk effect. It can be once again
explained using the diffusion triangle (see Figure 2.65).

Despite the fact that the minority carriers traversing the base are being injected into
the base–collector space charge region, we had so far assumed that the space charge
itself remains unaffected. This is true as long as the density of mobile charge is much
smaller than the density of fixed charge.

If we increase the collector current sufficiently to create a density of mobile charge
comparable to the fixed space charge density, the mobile charge will start to compensate
the space charge and the space charge region will shrink.

9 Well, actually we have to subtract the extension of the emitter–base space charge region into the base, but
that can be neglected here.
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y

CollectorBaseEmitter np

Fig. 2.65 Schematic representation of the Kirk effect influence on the diffusion triangle.

If the width of the space charge region decreases, the neutral base zone will expand –
this is called base push out. Correspondingly, the minority carrier gradient and with it
the collector current for a given VBE will decrease.

To get an estimate of the collector current necessary to cause the Kirk effect, let
us assume that the free charge (electrons in our case) will be accelerated to their drift
saturation velocity vsat immediately after they enter the base–collector space charge
region. Then the electron density nC corresponding to a collector current density JC is

nC = JC

q · vsat
.

If we now require that the fixed ionised donors in the collector of density ND,C shall be
fully compensated by the mobile charge (nC = ND,C), we find for the critical current
for the onset of the Kirk effect:

JC,Kirk = q · NDC · vsat. (2.135)

The onset of Kirk effect hence scales proportionally with the collector doping concen-
tration.

2.5.2 Small-signal dynamic behaviour

Next, we will discuss the dynamic behaviour of the bipolar transistor for the small-
signal case, where the non-linear relationships between the terminal currents and the
voltages can be described as linear relationships between the deviations of these entities
from a given bias point, i.e.

ic = δ IC, ib = δ IB, vbe = δVbe, vce = δVCE.

The forward-biased emitter–base junction will now be described by a conductance:

d(IC + IB)

dVBE
= − d IE

dVBE
= ge, (2.136)

where ge will be referred to as the dynamic emitter conductance. The minus sign is
due to the convention that all currents (IC, IB, IE) are counted positive flowing into the
transistor.
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From Equations (2.115), (2.120) and (2.121), we conclude that

IE = − (IC + IB) = −q AE Dn
n2

ib

GB
eVBE/VT

(
1 + 1

B F

)
(2.137)

in the active forward regime, neglecting any non-ideal current contributions.
Differentiating Equation (2.137) with respect to VBE, we find the dynamic emitter

conductance to be

ge = − IE

VT
. (2.138)

It can be written as the dynamic emitter resistance:

re = − VT

IE
. (2.139)

The modulation of stored charge in the neutral base results in the diffusion capacitance.
In the short-base diode limit, for a homogeneously doped base layer, and if we neglect
carrier injection from the collector into the base (i.e. for VCB sufficiently high), the
stored minority charge in the base can be easily calculated, refer again to Figure 2.59:

QB = q AE
WB

2

n2
ib

NA,B
eVBE/VT . (2.140)

Differentiating QB with respect to VBE results in the diffusion capacitance Cd:

Cd = d QB

dVBE
= q AE

WB

2

n2
ib

NA,B

1

VT
eVBE/VT . (2.141)

Considering Equation (2.137) and recalling that in the homogeneously doped case, the
base Gummel number is GB = NA,BWB, we find that Equation (2.141) can be written
as

Cd = IE

VT

W 2
B

2Dn
= ge

W 2
B

2Dn
. (2.142)

The ratio of diffusion capacitance to dynamic emitter conductance is bias-independent
(at least in the active forward regime) and is called the base transit time τB:

τB = Cd

ge
= W 2

B

2Dn
. (2.143)

Recall that Dn = (kT /q)μn Equation (2.109); therefore, the base transit time is
inversely proportional to the minority carrier mobility in the base. As the electron mobil-
ity μn is significantly larger than the hole mobility μp, in Si as well as the most common
compound semiconductors, this justifies the restriction of our discussions to n–p–n-type
transistors.

The output conductance is related to the Early effect. We find it by differentiating IC

with respect to VCE:

gce = d IC

dVCE
= d IC

dVCB
, (2.144)
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for constant VBE. Therefore,

gce = IC

VA
. (2.145)

The emitter–base and base–collector p–n junctions also present junction capacitances
which we have to take into account. The calculation of the junction capacitance can be
reduced to the problem of calculating the width of the depletion layer w, because the
capacitance is that of a parallel plate capacitor with area AJ and plate separation w:

CJ = εS
AJ

w
. (2.146)

The depletion layer width is calculated from Poisson’s equation:

d2�

dy2
= −ρ(y)

y
, (2.147)

where � is the potential across the junction. A simple analytic solution can be found
assuming that within the space charge region the mobile charge can be neglected com-
pared to the fixed charge (i.e. the ionised donor density N+

D (y) on the n side and the
ionised acceptor density N−

A (y) on the p side), and that within the depletion layer all
doping atoms are ionised, while outside all doping atoms are neutral. The total potential
difference across the depletion region must be equal to the sum of built-in (or diffusion)
voltage VD and the externally applied voltage Vext.

For the simple case of homogeneous doping on both p and n sides (ND(y) =
const, NA(y) = const), we obtain

w =
√

2
εS

q

NA + ND

NA ND
(VD + Vext). (2.148)

Note that Vext is defined as a reverse (depleting) voltage here.
In active forward operation, the emitter–base diode is forward-biased (Vext = −VBE),

while the base–collector diode is reverse-biased (Vext = VCB). In practical transistors,
the emitter–base junction area AE will also be different from the base–collector junction
area AC, so that we obtain for the n–p–n transistor:

CBE = AE

√
q · εS

2

NA,B ND,B

NA,B + ND,E

1

VD − VBE
for VBE < VD (2.149)

CCB = AC

√
q · εS

2

NA,B ND,C

NA,B + ND,C

1

VD + VCB
. (2.150)

Finally, we have to account for the time lag associated with the transit of free charge
carriers through the base–collector space charge region – the collector transit time.10

The calculation of the collector transit time is not as straightforward as it may seem,
as it in principle needs both diffusive (at the base side edge of the space charge region)

10 Because the emitter–base diode is forward-biased, its depletion region is very thin and the associated transit
time can be safely neglected.
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Fig. 2.66 Small-signal equivalent circuit of the intrinsic transistor.

and drift transport components. The field-dependent velocity also needs to be taken into
account, as well as the displacement current created by charge moving within the space
charge region.

A common assumption is that the carriers reach their drift saturation vsat instan-
taneously after entering the space charge region. Then, the collector transit time
τC is

τC = wC

2 · vsat
. (2.151)

The small-signal components of the intrinsic transistors, which we considered above,
can be combined in the small-signal equivalent circuit shown in Figure 2.66. α is the
small-signal common base current gain in the quasi-static limit.

Figure 2.66 applies only to the intrinsic transistor and will have to be extended by
extrinsic parasitic components at microwave frequencies. Most importantly, we have
to account for the series resistances. In order to appreciate the problem, please refer
to Figure 2.67, which presents a more realistic cross-section of the bipolar transistor,
compared to Figure 2.58.

The emitter resistance RE (not to be confused with the dynamic emitter resistance re)
is composed of the emitter contact resistance and the vertical resistance of the emit-
ter layer, which in homojunction transistors typically is a poly-Si plug. The collector
resistance RC is formed by the collector contact resistance, the vertical resistance
of the collector ‘sinker’ implant and the lateral resistance of the subcollector layer.
The base resistance RB finally is formed by the base contact resistance, the lateral
resistance of the extrinsic base and the lateral resistance of the intrinsic base layer.
Of these individual series resistance contributions, the lateral resistance of the intrin-
sic base layer is the most problematic, as the thickness of this layer is given by the
neutral base width WB and has to be very thin to minimise the base transit time,
(see Equation (2.143)).

The series resistances have been added to the small-signal equivalent circuit in Figure
2.68. From an application point of view, RB and RE are the most significant.
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Fig. 2.67 A more realistic schematic cross-section of a typical bipolar transistor with planar contact
arrangements. The dashed box indicates the intrinsic transistor – compare with Figure 2.58.
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i ′eαe–jωτc

C

E

Fig. 2.68 Small-signal equivalent circuit of the bipolar transistor, including the series resistances.

Transit frequency.
The total transit time through the bipolar transistor is calculated from the transit fre-
quency fT, which is the frequency where the magnitude of the short-circuit current gain
(h21 = ic/ib for vce = 0) becomes one: τT = 1/(2π fT).

τT = τB + τC + re (CBE + CBC) + (RE + RC) (CBE + CBC) . (2.152)

The total transit time can be separated as follows:

• τB and τC are intrinsic time constants which do not depend on the emitter current
(neglecting the Kirk effect).

• re (CBE + CBC) is the intrinsic emitter charging time which is inversely proportional
to the emitter current (see Equation (2.139)).

• (RE + RC) (CBE + CBC) is the parasitic charging time due to the emitter and collector
series resistances, which is frequently neglected.
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(IE,opt)
–1

τT,min

Total
transit
time τT

Transit time limited by
high-current effects Transit time limited by

intrinsic emitter charging time

Inverse emitter current IE
–1

Fig. 2.69 Schematic representation of the total transit time in a bipolar transistor as a function of the
inverse emitter current.

The effect of the intrinsic emitter charging time, which depends linearly on the emitter
current (or, as α ≈ 1 in technical transistors, in good approximation on the collector
current), leads to a strong bias dependence of the total transit time (and hence fT),
which is shown in Figure 2.69. For IE > IE,opt, high-current effects such as the Kirk
effect will again prolong the transit time.

One of the key issues in designing high-speed bipolar circuits is therefore to choose
the emitter current as close as possible to the optimum emitter current.

Note that neither the base resistance nor the output conductance have an influence
on the total transit time – this is an effect of the definition via fT and hence h21. The
definition of h21 assumes an ideal current source at the input and a short circuit at the
output. gce has no effect as it is short-circuited (neglecting RC here), and RB is in series
with an ideal current source and hence also has no effect.

Maximum frequency of oscillation.
As already discussed, the maximum frequency of oscillation fmax is a measure of
the power gain cutoff frequency ( fT measures only the current gain behaviour): the
frequency where the MAG of a two-port becomes one.

A common approximation of fmax for the bipolar transistor is

fmax =
√

fT

8π RBCBC
. (2.153)

This equation is equivalent to the one introduced for FETs; see Equation (2.27) for very
low output conductances and replacing RG → RB, CGD → CBC. For an in-depth treat-
ment, see M. B. Das [11]. As explained there, the simplification neglects the distributed
nature of the base resistance (as we did in this introductory text) and is only valid
if the emitter series resistance RE and output conductance gce are sufficiently small.
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In practice, however, Equation (2.153) is useful even for today’s HBTs with several
hundred GHz fmax.

Note that now RB has a strong influence on the maximum frequency of oscillation.

2.5.3 Microwave noise performance of bipolar transistors

We will investigate the microwave noise performance of bipolar transistors using a
simplified noise equivalent circuit (see Figure 2.70).

The series resistance RE and RC will be neglected, as will be the output conductance
gce and the base–collector capacitance CBC. This leaves three different noise sources to
be included:

(i) the thermal noise associated with the base resistance RB:
〈|vnb|2

〉
;

(ii) the shot noise associated with the emitter–base p–n junction:
〈|vne|2

〉
;

(iii) the shot noise associated with the base–collector p–n junction:
〈|inc|2

〉
.

Due to the short base transit time, the emitter–base and base–collector shot noise sources
are strongly correlated.

The rationale for the omission of the collector resistance is that its contribution would
be divided by the gain of the transistor; further the value of RC is typically much smaller
than RB. The thermal noise source of the emitter resistance with a squared spectral
voltage density of 8 kT RE

11 would be in series with the shot noise source of the emitter
current, whose spectral voltage density is〈

|vne|2
〉
= 4 q IE r2

e = 4 kT re, (2.154)

as re = kT /(q IE). As long as re � 2RE, the thermal noise contribution of the emitter
resistance can be neglected. Because low-noise bias points for bipolar transistors occur
at small IE, this can generally be assumed.

RB

reCBE

i ′e
i ′eα (ω )

B

E

C

Vnb
2

Vne
2

inc
2

〉〈

〉〈

〉〈

Fig. 2.70 Strongly simplified T-type equivalent noise circuit of a bipolar transistor.

11 Magnitude of the complex phasor.
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Using the equivalent circuit in Figure 2.70, Hawkins [23] derived for the bipolar
transistor:

Fmin = a
RB + Ropt

re
+ α0

|α(ω)|2 , (2.155)

where α(ω) is the frequency-dependent common base current gain and α0 its quasi-
stationary value:

α(ω) = α0

1 + jω/ωb
.

with the base cutoff frequency ωb = τ−1
B and τB the base transit time Equation (2.143).

The parameter a is

a = 1

α0

[
1 +

(
ω

ωe

)2
] [

1 +
(

ω

ωb

)2
]

− 1.

The cutoff frequency ωe represents the emitter charging time:

ωe = 1

CBEre
= q IE

kT CBE
.

Ropt is the real part of the noise-optimum generator impedance:

Ropt =
√

R2
B − X2

opt + α0

|α(ω)|2
re(2RB + re)

a
,

and Xopt the imaginary part:

Xopt = ω
α0

|α(ω)|2
CBE r2

e

a
.

It is instructive to consider the quasi-static case, ω → 0. In this case,

a = 1 − α0

α0

Xopt = 0

Ropt =
√

R2
B + re (2RB + re)

1 − α0
.

We obtain therefore

Fmin(ω → 0) = 1

α0
+ RB

β0re
+

√
R2

B

(β0 re)2
+ (1 − α0)

2 RB + re

re
, (2.156)

where β0 = α0/(1 − α0) is the common-emitter small-signal current gain.
We conclude that for ω → 0, the minimum noise figure does not converge towards

1, as in FETs, (see e.g. Equation (2.29) for the MESFET), but a higher value which
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depends on the current gain and the base resistance. If we further assume small
RB/(β0 re), Equation (2.156) reduces to

Fmin(ω → 0) ≈ 1

α0
+

√
(1 − α0)

2RB + re

re
.

It is obvious that the current gain has a very important influence on the noise
performance of a bipolar transistor.

Let us now investigate a medium frequency range ωe � ω � ωb. To simplify
matters, we assume an ideal current gain α0 = 1. In this case,

a =
(

ω

ωe

)2

Xopt = ωe

ω
re

Ropt =
√

R2
B + 2 RB re

(ωe

ω

)2
,

and finally for Fmin(α0 = 1, ωe � ω � ωb):

Fmin = 1 + ω2

ω2
e

RB

re
+ ω

ωe

√
R2

B

r2
e

ω2

ω2
e

+ 2
RB

re
. (2.157)

We find that in this case the increase with frequency is determined by the base resistance
RB, which is therefore a very important parameter for the microwave noise behaviour
of bipolar transistors.

Equation (2.155) contains an implicit bias dependence via re = VT/IE, where
VT = kT/q , as usual. re also determines fe. As long as IE � VT ω CBE, Fmin

will increase proportionally with increasing IE. For very small IE, however Fmin will
increase inversely proportional to IE. We note that here will be an optimum emitter cur-
rent with respect to the noise performance. This current is usually much lower than the
current required for optimum fT (Figure 2.69) and hence requires a trade-off between
device speed and noise in circuit design. Figure 2.71 shows an example calculation.
We note that the optimum emitter current is frequency-dependent and moves to higher
currents with increasing frequency.

An important noise parameter not considered in Hawkins’ theory is the equivalent
noise resistance. It determines the sensitivity of the noise figure on deviations from the
noise-optimum generator impedance. Therefore, a small Rn facilitates circuit design as
it makes exact noise match less critical (Section 5.3). Using Hawkins’ equivalent circuit,
an expression for Rn was introduced by Pucel and Rohde:

Rn = RB

(
D − 1

β0

)
+ re

2

{
D +

(
RB

re

)2

·
[

1 − α0 +
(

f

fb

)2

+
(

f

fe

)2

+
(

1

β0
−

(
f

fb

) (
f

fb

))2 ]}
. (2.158)
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Fig. 2.71 Example calculation of bipolar noise figure dependence on the emitter current. Parameters
chosen are: fb = 50 GHz, CBE = 0.2 pF, α0 = 0.99 and RB = 10�.

The newly introduced parameter D is

D = 1

α0

[
1 +

(
f

fb

)2
]
.

We note the importance of a low base resistance to achieve a small Rn.

2.5.4 Transit time optimisation

Drift field in the base
We had explicitly assumed that charge carriers traverse the base by diffusion only, that
any electric field in the neutral base can be neglected. This is reasonably true provided
that the base layer is highly and uniformly doped.

Any significant variation in doping concentration will lead to a built-in electric field
which will either enhance or impede the carrier transport in the base. Advantageously,
we make the base doping concentration higher at the base–emitter junction than at the
base–collector junction, introducing an accelerating field for charge carriers travelling
from emitter to collector.

Figure 2.72 shows the schematic band diagram of such a structure. The conduction
and valence bands in the neutral base are titled due to the doping variation, adding a
drift field force acting upon both electrons and holes. A constant electric field results if
the doping concentration is exponentially varied:

NA,B(y) ∼ e−a y.
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Drift field
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EV

EF
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p+ → p 

Fig. 2.72 Band diagram of a bipolar transistor with variation of the doping concentration in the base,
creating a drift field.

If the base doping is adjusted using ion implantation from the emitter side, as is com-
monly the case in today’s bipolar technologies, a suitable doping profile automatically
results.

The built-in field can be easily calculated provided that the Boltzmann approximation
is assumed to be valid:

Ey,bi = kT

2 q WB
ln

NA,B,max

NA,B,min
.

The base transit time under the influence of this built-in field is then [65]:

τB = W 2
B

2

[
1 +

(
q
Ey,bi WB

kT

)3/2
]

Dn

. (2.159)

Even modest variations of the base doping concentrations can result in substantial
reductions in base transit time.

Collector transit time optimisation
The collector transit time Equation (2.151) can become a significant part of the
total transit time, especially in devices with high breakdown voltages. Optimising the
collector design involves important design compromises:

• For high fT, the device needs to be driven to high collector currents, minimising the
emitter charging time constant. Therefore, the Kirk effect needs to be pushed to higher
currents, demanding a larger collector doping concentration. Equally, the collector
transit time needs to be reduced by reducing the depleted collector width WC. For
a given collector–base voltage, this agrees with the demanded increase in collector
doping concentration.

• However, a high maximum frequency of oscillation needs a low CBC which,
for a given collector–base voltage, demands a decrease in the collector doping
concentration.
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• Equally, an increase in collector–base breakdown voltage needs a decrease in collector
doping concentration and a larger WC.

The link between breakdown voltage and transit frequency is frequently expressed in
terms of the Johnson limit [17]. To derive the Johnson limit, let us assume that the
collector transit time fully dominates the total transit time. Using Equation (2.151), we
find

fT ≈ 1

2π τC
= vsat

π WC
→ WC = vsat

π fT
.

If Ecrit is the critical field for breakdown and if we assume homogeneous doping in the
collector, the collector–base breakdown voltage (open emitter terminal) is

BVCBO = Ecrit
WC

2
.

The product of transit frequency and breakdown voltage will then only depend on the
material properties Vsat and BVCBO:

fT · BVCBO = Ecritvsat

2π
.

The collector–emitter breakdown voltage BVCEO is lower than BVCBO because the
impact ionisation current is amplified by the current gain B when entering the base:

BVCEO = BVCBO
m
√

B
, (2.160)

where m is a parameter which depends on the exact geometry and doping of the
transistor.

We find for the Johnson limit:

fT · BVCEO = Ecritvsat

2π m
√

B
. (2.161)

For Si, Ecrit ≈ 5 · 105 V cm−1. The drift saturation velocity at room temperature is
vsat ≈ 107 cm s−1. Assuming a typical B = 250 and m = 4, we find fT · BVCEO =
200 GHz. This is the frequently quoted ‘Johnson Limit’ for silicon bipolar devices. We
readily recognise from Equation (2.161) that it is not a constant and can be significantly
different for other values of B and m.

2.5.5 Heterojunction bipolar transistors

The base design dilemma
In our discussion of homojunction bipolar transistors, three main parameters with
crucial impact on the high frequency performance were identified:

(i) the base transit time which sets the ‘intrinsic speed’ of the transistors;
(ii) the base resistance which affects the maximum frequency of oscillation and the

noise performance;
(iii) the current gain which not only influences the noise performance, but also has to

be typically ≥100 to simplify circuit design.
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The dilemma is that the base design parameters WB, NA,B influence these parameters
in different ways:

• τB ∼ W 2
B and increases, albeit weakly, with increasing NA due to the reduction in the

minority carrier mobility;
• RB ∼ 1

WB NA,B
;

• β ∼ 1
WB

ND,E
NA,B

.

A transistor with high fT and fmax would therefore have a thin, highly doped base layer.
However, the high base doping concentration will decrease the current gain if the emitter
doping concentration cannot be proportionally increased.

On the other hand, there are limits to the increase in emitter doping. The main limi-
tation is bandgap narrowing. With increasing doping concentration, the band gap in the
emitter will decrease. In silicon,

�EG ≈ 22.5

(
ND

1018 cm−3

300 K

T

)0.5

. (2.162)

The decrease in band gap in the emitter will increase the intrinsic carrier concentration
there (ni∼e−EG/2kT ), which in turn lowers the current gain because the base current due
to injection of holes from the base into the emitter is

JB ∼ n2
i,E

ND,E
.

We therefore conclude that the base doping concentration cannot be be strongly
increased while keeping a high current gain. Therefore, thin-base microwave bipolar
transistors have a problem with rather high base resistances.

Two approaches can be taken to solve the base design dilemma:

(i) We can increase the carrier velocity in the base so that a target transit frequency
can be met with a larger base width WB. This has been discussed already in the
context of doping variations in the base layer; we will see further down that the
effect can be achieved much more elegantly using bandgap variations.

(ii) We can search for a way to increase the base doping concentration while
maintaining a sufficiently high current gain. This we will discuss first.

The wide-gap emitter
The first approach to solving the base design dilemma had already been discussed when
deriving the equation for the maximum current gain, Equation (2.121). It was noted that
it would be advantageous to fabricate the emitter from a material with a lower intrinsic
carrier concentration, ni,E. Because

ni = √
NC NVeEG/(2kT ),
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the bandgap in the emitter needs to be increased. Then the maximum current gain
becomes

Bmax = JC

JB
= Jneb

Jpbe
= Dn,B

Dp,E

WE

WB

ND,E

NA,B

n2
i,b

n2
i,E

∼ ND,E

NA,B
e�EG/kT (2.163)

with �EG = Eg,E − Eg,B, neglecting secondary effects like the differences in effective
densities of states in the two materials.

The enhancement factor e�EG/kT can have very large values. Consider as an example:

Emitter: Al0.25Ga0.75As with EG = 1.74 eV
Base: GaAs with EG = 1.42 eV
This results in e�EG/kT = 2.2 × 105 at room temperature!

In a technical transistor, this current gain enhancement is traded for a dramatic increase
in base doping with a simultaneous decrease in emitter doping. For a Si homojunc-
tion transistor, a typical doping combination is ND,E,typ = 1020 cm−3, NA,B,typ =
1018 cm−3, whereas for an AlGaAs/GaAs HBT, ND,E,typ = 5 × 1017 cm−3, NA,B,typ =
4 × 1019 cm−3. The reduction in emitter doping in the HBT is necessary to maintain
an adequate reverse breakdown voltage of the base–emitter junction – the effect of cur-
rent gain on the emitter–collector breakdown voltage BVCEO was already discussed (see
Equation (2.160)).

Figure 2.73 shows the band diagram of a wide-gap emitter transistor with a graded
emitter–base heterostructure. In a graded heterostructure, the two materials used for
the emitter and the base are allowed to intermix over a certain distance. We note that
the injection of holes from the base into the emitter, which constitutes a major part of the
base current, now faces a much larger potential wall than the injection of electrons from
the emitter into the base. This provides the intuitive explanation for the potentially huge
increase in current gain.

In an abrupt heterostructure, such as considered for the HEMT (Figure 2.17), we need
to consider the effect of the conduction band and valence band discontinuities resulting

E B C

EC

EG,E

EG,B

EF

EV

Fig. 2.73 Band diagram of a wide-gap emitter HBT under bias (VBE > 0, VCB > 0) with graded
heterojunction.
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Fig. 2.74 Band diagram of an abrupt heterojunction wide-gap emitter HBT under bias
(VBE > 0, VCB > 0).

EC
EF

EV

ΔEG

EG,1 EG,2

Fig. 2.75 Introduction of a drift field in the base using bandgap variation.

from Anderson’s rule (Section 1.20.1). The conduction band discontinuity will lead to
an additional energy barrier for electrons (see Figure 2.74).

Assuming purely thermionic emission of electrons over the conduction band barrier,
we can write in first order for the maximum current gain of the abrupt HBT, compare
Equation (2.163):

Bmax,abrupt ≈ Bmax,graded e−�EC/kT (2.164)

∼ ND,E

NA,B
e�EV/kT .

The enhancement factor in this case is only related to the part of �EG which occurs in
the valence band. In the above example, Al0.25Ga0.75As/GaAs, the enhancement factor
is now only 107, because �EV = 0.38�EC.

Drift base
Using compositional grading in the base, we can also introduce a drift field in the base,
as shown in Figure 2.75. The emitter has now the same band gap EG,1 as the base imme-
diately adjacent to the emitter–base junction. The band gap is then reduced towards the
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collector to EG,2 < EG,1. The resulting bandgap difference �EG reduces the base
transit time [9].

τB,graded = τB,ungraded
2

�EG/kT

(
1 − 1 − e−�EG/kT

�EG
kT

)
. (2.165)

The bandgap reduction is very efficient in reducing the transit time – a modest �EG =
4kT results in a 62% reduction of the transit time.

HBT implementations
Group III–V HBTs.
HBTs fabricated from group III–V materials such as AlGaAs/GaAs, GaInP/GaAs or
InP/InGaAs typically have multiple-mesa structures such as the cross-section shown in
Figure 2.76. Due to its cross-sectional shape, it is frequently referred to as a wedding
cake structure. The structure can be fabricated with a minimum number of masks; the
base contacts are usually self-aligned to the emitter mesa using a deliberate undercut of
the emitter contact.

While cost-effective in production, this structure has three major drawbacks:

(i) The topology is strongly non-planar. This makes realisations of sub-micron lateral
feature sizes difficult, as well as the implementation of multi-level interconnect
systems.

(ii) The necessary area for the base contacts and allowances for alignment accuracy
necessarily lead to a base–collector area which is substantially larger than the
base–emitter junction area. This leads to a larger-than-necessary base–collector
capacitance CBC, which in turn lowers the maximum frequency of oscillation (see
Equation (2.153)).

(iii) The base–emitter junction is not embedded in semiconductor material, but reaches
the less-than-ideal interface with the passivation layer. This gives rise to enhanced
surface recombination currents, which increase the non-ideal portion of the base
current (see Equation (2.122)). As a consequence, III–V HBTs have a current gain
which is strongly dependent on the collector current.

Semi-insulating substrate

E
B

Cn+ subcollector

N wide-gap emitter

p+ base

n collector

Fig. 2.76 Generic HBT structure typical of III–V semiconductor materials.
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Fig. 2.77 Gummel plot of a typical AlGaAs/GaAs HBT.

Figure 2.77 shows the Gummel plot representation of the collector and base currents
of a typical AlGaAs/GaAs HBT. The Gummel plot displays the currents in a semi-
logarithmic way as a function of VBE, for VBC = 0. Ideally, base current and collector
current both have an emission factor (ideality factor) of 1 (see Equation (2.121)). This
would result in perfectly parallel curves for log IC and log IB, which is not the case
here. The non-ideal base currents, with their emission factor >1, are seen predomi-
nantly for very low base–emitter voltages and reduce the current gain there. This is
a problem especially for low-noise operation. Furthermore, the surface recombination
currents give rise to low-frequency noise (1/ f or generation-recombination type noise),
with negative impact e.g. on the phase noise of microwave oscillators.

For the wide-gap emitter, AlGaAs was long the material of choice. It was more
recently largely replaced with Ga1−xInxP, which for an In mole fraction of 0.5 is
lattice-matched to GaAs. GaInP as the emitter material has several advantages:

• The bandgap difference at the GaInP/GaAs junction occurs predominantly in the
valence band.

• GaInP can be selectively etched with respect to GaAs, allowing for an automatic etch
stop on the base layer when structuring the emitter mesa.

• The reliability of the base–emitter junction under current stress was shown to be
substantially higher.

For optoelectronic integration and millimetre-wave applications, HBTs are also being
fabricated in InP substrates. The base is now In0.53Ga0.47As. As was discussed for the
pseudomorphic HEMT structure, the electron mobility is substantially higher than for
GaAs, leading to a much shorter base transit time (see Equation (2.143)). The hole
mobility in InGaAs, however, is lower than in GaAs, leading to an increased base
resistance. The emitter material is either InP or In0.52Al0.48As.

HBTs with InGaAs base and collector regions have a major problem with low
collector–base breakdown voltages, because the lower band gap of InGaAs lowers
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Fig. 2.78 Band diagram of a DHBT under active forward bias.

the threshold for impact ionisation. Therefore, double-heterojunction bipolar transis-
tors (DHBTs) are frequently used in this material system, with either InAlAs or InP
as the collector material. DHBTs, however, introduce another problem, which is illus-
trated in Figure 2.78. The heterostructure at the base–collector interface introduced
additional energy barriers in the conduction and valence bands. The conduction band
barrier impedes the collection of electrons and lowers the current gain.

The valence band barrier is important especially after the onset of the Kirk effect
(see Section ‘Kirk effect’). After all fixed donors in the collector have been neutralised,
charge neutrality requires that with a further increase in current, free holes from the
base are injected into the collector region. Due to the valence band barrier, however,
this is restricted in the DHBT. As a result, holes accumulate at the base–collector inter-
face, the bands bend upwards, and the electron barrier in the conduction band becomes
higher. This leads to a much more severe deterioration of transistor parameters in the
high-current regime. The problem can be avoided either by compositionally grading the
base–collector junction, or by introducing a composite collector structure where the het-
erojunction is offset away from the base–collector p–n junction into the collector [18].

Another problem related to the collector region is the aforementioned substantial
CBC due to the triple mesa structure of III–V HBTs (see Figure 2.76). One solution is
to fabricate the subcollector in a buried fashion by ion implantation beneath a semi-
insulating layer, and to connect it to the collector contacts and to the collector proper
via ‘sinker’ implants.

An example for such a structure is shown in Figure 2.79 [44]. The subcollector
is implanted into the semi-insulating InP substrate; the layer above has a drastically
increased conductivity due to an Fe implant. Heavily n-doped local implants connect the
buried subcollector to the collector contacts and to the collector itself, which is grown
together with the base and emitter layers subsequently. While the base–collector area is
not changed here, CBC is still reduced because the collector layer itself is depleted in
normal operation and therefore the reduced collector–subcollector interface area dimin-
ishes the capacitance. Further, CBC is less VCE-dependent, which enhances linearity.
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n+ subcollector implant

n+ ‘sinker’ implant

Fig. 2.79 InP/InGaAs HBT structure with a buried subcollector.

Finally, burying the subcollector improves the planarity of the structure. In the example
shown, the InP/InGaAs DHBT demonstrated fT = 350 GHz and fmax = 400 GHz.

Another method to restrict CBC is by damage implant through the base contact
window prior to metal deposition.

CBC can be further reduced by eliminating the subcollector altogether and attaching
the contact directly to the collector layer. To achieve this, the HBT structure must be
inverted, i.e. the emitter contact is now at the bottom [50]. The collector must be accu-
rately aligned to the buried emitter structure. A new problem which arises in classical
collector-up HBTs is that now the emitter contact must be made laterally through a
‘sub-emitter’ layer, increasing the crucial emitter series resistance.

The latter problem is addressed in the very aggressive ‘transferred substrate’ device,
where the HBT structure is grown emitter-up. The emitter and base/collector structures
are fabricated first. The structure is then flipped around and the emitter is attached to
a Au metal structure which provides for the low-resistivity lateral emitter contact. The
InP substrate is then removed and the collector contact is structured. The collector layer
outside of the contact area is fully depleted and does not add extra capacitance.

A schematic cross-section is shown in Figure 2.80 [47]. Together with submicron
scaling (0.4 μm ·6 μm emitter area, 0.7 μm ·10 μm collector area), an InP/InGaAs HBT
with a transferred-substrate structure exhibited fT = 204 GHz and fmax = 1080 GHz.

Si/SiGe HBTs.
Unlike III–V HBTs, which are usually fabricated from lattice-matched heterostructures,
HBTs in the Si1−xGex material system are necessarily pseudomorphic (Section 1.20),
which delayed their practical realisation until the late 1980s. They are commercially
available since 1998 and have enjoyed an unparalleled technical and commercial
success.

Due to the large difference in lattice constant between Si (a = 5.43 Å) and Ge (a =
5.66 Å), an elastically strained SiGe layer will necessarily be very thin, as was shown
in Figure 1.35. The use of SiGe compounds is therefore restricted to the base layer –
everything else is silicon, making Si/SiGe transistors necessarily DHBTs.

The SiGe alloy can be used in two different ways:

(i) The base may start with a zero Ge mole fraction at the emitter–base junction, and
be increased towards the base–collector junction. The corresponding decrease in
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Fig. 2.80 Schematic cross-section of a transferred-substrate collector-up HBT [47].

band gap creates a built-in field for electrons in n–p–n transistors – a drift-base
transistor results, with a band diagram similar to the one shown in Figure 2.75,
except that the base–collector interface is now a hetero-interface. Pseudomorphic
SiGe layers sandwiched between relaxed Si layers have an interesting property:
the bandgap difference is almost exclusively in the valence band (see Figure 1.35).
Hence, there is no parasitic conduction band barrier, at least not until high-current
effects set in and the hole pile-up against the base–collector valence band barrier
makes the bands buckle upwards.

The major benefit of the built-in drift field is the reduction in base transit time
given by Equation (2.165). Due to the emitter–base interface being a homojunc-
tion, it is bound by similar base doping limitations as the homojunction bipolar
transistor.

This Si/SiGe drift-base concept has the significant advantage that the average
Ge mole fraction in the base, and with it the built-in mechanical strain, is very low.
In terms of processing temperatures, these transistors are fully CMOS-compatible.
The drift-base heterostructure transistor is therefore the approach of choice in most
Si/SiGe BiCMOS processes.

(ii) Si/SiGe heterostructures can, of course, also be used to fabricate a wide-gap emitter
structure. In this case, the Ge mole fraction is already significant at the emitter–
base junction, leading to a significant valence band discontinuity, which allows
to dramatically increase the base doping concentration (see Equation (2.164)). In
these transistors, the Ge mole fraction is typically constant across the base.

The major benefit of the wide-gap emitter structure is the high base doping
concentration and resulting low base sheet resistance, which allows to achieve
high cutoff frequencies despite very relaxed lateral scaling rules, e.g. fT, fmax =
80 GHz with 0.8 μm design rules [55] .

The two approaches may be combined, of course – the Ge mole fraction profile may
start with a moderate non-zero value at the emitter–base interface and increase towards
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the collector to a higher value at the base–collector junction, combining a hole-blocking
effect towards the emitter with a built-in drift field towards the collector. This is called
a trapezoidal Germanium profile in the base. The current gain in this case is [26]:

BSiGe = BSi η γ
EG(y = 0) − EG(y = WB)

kT

e�EG(y=0)/kT

1 − e−[EG(y=0)−EG(y=WB)/kT ] , (2.166)

where BSi is the current gain of a homojunction transistor with the same geometry, η is
the ratio of the position-averaged minority mobilities in the base of the two transistors,
and γ is the position-averaged ratio of the density of states product (NV · NC) across the
base. The emitter–base junction is at y = 0, and the base–collector interface at y = WB.

Since

lim
x→0

x

1 − e−x
= 1,

Equation (2.166) reverts to Equation (2.163) for EG(y = 0) = EG(y = WB). On the
other hand, we see that having a pure drift-base profile (EG(y = 0) = 0) also results in
a certain increase in the current gain.

Irrespective of the Ge profile in the base, a major advantage of the Si/SiGe HBTs is
that they can harness the full potential of silicon technology, especially aggressive lateral
scaling developed predominantly for CMOS process, different isolation techniques, and
SiO2 as a highly stable native oxide.

A typical SiGe HBT in a commercially available technology has a structure similar to
the schematic in Figure 2.81. Note the very planar structure compared to III–V HBTs,
and the extensive use of SiO2 isolation. The n+ subcollector is created by ion implanta-
tion, after which a low n-doped Si layer is epitaxially grown and converted to SiO2 by
local oxidisation, except in the areas below the collector contact and where the transis-
tor structure will be. The collector area is doped using selective ion implantation, which
allows for several collector doping concentrations on one chip, with different fT ver-
sus BVCEO trade-offs. The transistor structure is then grown selectively in the transistor
window.

p– Si substrate

n+ subcollector and collector ‘sinker’

n+ poly-Si emitterp+ SiGe intrinsic base

p+ -implanted extrinsic base

Selectively implanted collector area

Silicide base links
B

E
C

Fig. 2.81 Planar Si/SiGe HBT with implanted extrinsic base region.
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n+ subcollector and collector ‘sinker’

n+ poly-Si emitter plug
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p SiGe base

E

B
C

Deep trench isolation

Shallow trench isolation

Fig. 2.82 Planar Si/SiGe HBT with a raised extrinsic base structure.

The extrinsic base resistance is reduced by heavy p+ implantation. This works well if
the transistor is not aggressively scaled laterally. It does create, however, crystal faults
immediately adjacent to the intrinsic base, which leads to enhanced diffusion of the
p-dopant in the base and is a major obstacle to fabricating deep submicron lateral emitter
widths. Additionally, the close proximity of the p+ extrinsic base and the selectively
implanted collector increases the base–collector capacitance.

The latter problems are solved using a raised base structure, where a p+ extrinsic layer
is grown selectively on top of the base adjacent to the emitter, as shown schematically
in Figure 2.82 [14]. A combination of these techniques with deep submicron scaling led
production Si/SiGe HBT technologies to achieve fT and fmax values above 200 GHz.

III–V versus Si/SiGe HBTs – a brief comparison.
Si/SiGe HBTs displaced III–V HBTs in many applications primarily due to their
supreme potential for large-scale integration, owing to their technological proximity
to very mature Si processes. In terms of raw speed, as measured from fT and fmax,
record values are still scored by InP/InGaAs devices, but Si/SiGe HBTs are compet-
itive, because they compensate for material deficiencies (e.g. the much lower electron
mobility versus InGaAs), by aggressive lateral scaling and superior suppression of para-
sitic capacitances. Further, Si has a significantly higher thermal conductivity than either
GaAs or InP, which makes the thermal management of dense transistor arrays easier.

In the area of microwave power amplification, however, III–V-based HBTs have an
inherent advantage. When deriving the Johnson limit, Equation (2.161), we recognised
the importance of the product of drift saturation velocity vsat and the electrical field
necessary for impact ionisation Ecrit. Taking vsat at an electric field of 10 kV cm−1, and
Esat at a donor doping concentration of 1017 cm−3, this product is shown for Si, GaAs
and InP in Table 2.1.

When comparing practical transistors, the ratio in fT BVCEO between Si- and GaAs-
based HBTs may appear even larger than the factor of 1.6 suggested by Table 2.1; but
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Table 2.1 vsat · Ecrit product for Si, GaAs
and InP

Si 5,000 GHz V
GaAs 8,000 GHz V
InP 22,000 GHz V

this is due to the generally lower current gain in the GaAs devices, which increases
BVCEO.

2.5.6 Large-signal modelling

Bipolar transistor models have become increasingly complex. An exhaustive description
of popular large-signal formulations is beyond the scope of this book. The following will
concentrate on emphasising the major differences between the models, with respect to
active forward operation of the transistor, quasi-static non-linear equations and avoiding
extreme areas of operation.

The Ebers–Moll model
The Ebers–Moll equivalent circuit model was historically the first compact model of
the bipolar transistor [16]. It approximates the intrinsic transistor as a network of
two junction diodes and two current-controlled current sources (see Figure 2.83(a)).
The parameter AF is the common-base current gain in forward operation. AR is the
common-base current gain in reverse operation (emitter and base interchanged), which
is not being considered here. For active forward operation, the base–collector diode is
reverse-biased. Further, AR IC is much smaller than the forward current through the
base–emitter diode and can hence be neglected. The resulting simplified equivalent
circuit is shown in Figure 2.83(b).

The emitter current in active forward operation is

IE = −ISBE

(
eVBE/(NEVT) − 1

)
, (2.167)

where ISBE is the base–emitter saturation current, NE the base–emitter ideality factor
and VT = kT/q the thermal voltage.

Using the full equivalent circuit, the Ebers–Moll equivalent circuit can account for
saturation (both diodes are forward-biased), but cannot model Early and Kirk effects.
Further, the current dependence of the current gain at low VBE can also not be included.

The Gummel–Poon model
An improved model of the bipolar transistor which is capable of including more of
the non-ideal effects of bipolar transistors was introduced by Gummel and Poon in
1970 [22].

The equivalent circuit (Figure 2.84) uses a voltage-controlled current source for the
collector current – the transistor is seen in common-emitter configuration here. The
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Fig. 2.83 Quasi-static Ebers–Moll equivalent circuit of the intrinsic bipolar transistor: (a) for forward and
reverse operation; (b) simplified for forward active operation only.
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Fig. 2.84 Gummel–Poon quasi-static equivalent circuit of the intrinsic bipolar transistor.

use of two parallel diodes for the base–emitter and base–collector junctions allows to
include both the ideal (IBE, IBC) and non-ideal (IrBE, IrBC) current contributions in for-
ward and reverse operations of the transistor, with different emission factors. Hence, the
current gain reduction at low VBE (or VBC in reverse operation) can be easily included.
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The collector current formulation (shown here for forward operation only) uses a
saturation current IS and a charge control parameter QB:

IC = IS

QB

(
eVBE/(NF VT) − eVBC/(NR VT)

)
, (2.168)

where NF is the ideality factor in forward direction and NR the ideality factor in reverse
direction. Early and Kirk effects are modelled through the charge control parameter:

QB = Q1

2

(
1 + √

1 + 4Q2

)
Q1 =

(
1 − VCB

VAF

)−1

Q2 = IS

IKF

(
eVBE/(NF VT) − 1

)
, (2.169)

where VAF is the Early voltage in forward direction and IKF is the knee current for the
onset of high-current effects in the forward direction.

In the active forward regime, IBC and IrBC can be neglected and the base current
becomes:

IB = IBE + IrBE

= IS

B F

(
eVBE/(NF VT) − 1

)
+ ISE

(
eVBE/(NE VT) − 1

)
, (2.170)

where B F is the ideal forward current gain, ISE the saturation current of the non-ideal
base current and NE the emission factor of the non-ideal base current.

Extension of the equivalent circuit to the dynamic case is shown in Figure 2.85. In
active forward operation, CBE contains both the diffusion capacitance Equation (2.141)
and the junction capacitance of the base–emitter junction, while CBC is a junction
capacitance only. The capacitance CCS models the reverse-biased junction between the
(sub-)collector region and the substrate node. On semi-insulating substrates, it is not
necessary.

The Gummel–Poon model also deals with the bias dependence of the base resistance
which is frequently observed – RB decreases from a higher value at low collector current
to a much lower value at high collector current. This effect is due to a concentration
of the emitter current towards the emitter periphery with increasing current – due to
the lateral voltage drop in the base layer, the local base–emitter voltage is higher and
closer to the base contact. As the local current depends exponentially on the local VBE,
even a small voltage change can lead to substantial redistributions in current. The base
resistance decreases because the inner parts of the emitter–base area get increasingly
detached. Due to the much lower base sheet resistance, this effect is less pronounced
in wide-gap emitter HBTs. The Gummel–Poon model describes this effect using the
parameters RB, RBM and IRB:
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Fig. 2.85 Gummel–Poon equivalent circuit with parasitic elements and substrate node.

RB(IB) = RBM + 3 (RB − RBM)
tan(z) − z

z · tan2(z)

z =

√
1 +

(
12
π

)2 IB
I R B − 1(

24
π2

) √
IB

I R B

. (2.171)

In total, the Gummel–Poon model implemented in SPICE contains 42 model parame-
ters. A full discussion is therefore beyond the scope of this book.

The VBIC95 model
The VBIC95 model [37] is an extension of the Gummel–Poon model. Among others,
the following problems are being addressed:

• The description of base width modulation using a constant Early voltage is a
simplification which only applies to small VCE.

• Self-thermal effects are not included in Gummel–Poon, yet play an important role
especially for power amplifiers.

• The collector resistance is not a constant, but depends on VCB, because the undepleted
part of the collector increases the series resistance.

• Avalanche breakdown in the collector space charge region needs to be included.
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Fig. 2.86 Generic n–p–n BJT cross-section highlighting the parasitic p–n–p transistor.
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Fig. 2.87 VBIC95 equivalent circuit.

• A major addition has been the implementation of a subcircuit for the parasitic p–n–p
transistor, which is formed in Si-based bipolar transistors between the base, the col-
lector and the substrate. This parasitic p–n–p can be easily recognised in Figure 2.86.
Under certain bias conditions, it may sink an unexpectedly large current between the
base terminal and the substrate node.

Figure 2.87 shows the VBIC95 in a representation which emphasises its Gummel–Poon
heritage. The distributed nature of the base resistance is accounted for. The collector
resistance is now separated into a bias-dependent part which symbolises the contact,
sinker and subcollector resistances, and a bias-dependent internal part modelling the
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undepleted part of the collector proper. The substrate network is now much more com-
plex and includes the parasitic p–n–p as a separate Gummel–Poon type equivalent
circuit. Additional capacitances CBEO and CBCO have been added to account for over-
lap capacitances between the poly-Si emitter plug and the base and collector contacts,
respectively.

Note that these are the only linear capacitances – all other capacitances are bias-
dependent, even though this has not been noted in the equivalent circuit to enhance
readability.

The VBIC95 model implemented in newer versions of SPICE has 85 parameters,
which also hints at the complexity of setting up such a model from measurements.

The MEXTRAM model
The MEXTRAM bipolar transistor model was created by Philips N. V. [42] and released
into the public domain in 1993. It has been implemented in several industry standard
simulation environments, such as several versions of SPICE and Agilent Advanced
Design System (ADS).

The equivalent circuit (Figure 2.88) shows stronger deviations from the Gummel–
Poon topology. The main current equation, however, shows the similarity:

IN = IS

qb

(
eVB2E1/VT − eV ∗

B2C2/VT
)
. (2.172)
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Fig. 2.88 MEXTRAM model equivalent circuit topology.
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dT
Rth Cth

Pdiss

Fig. 2.89 Thermal equivalent circuit used by VBIC95 and MEXTRAM.

Here, VB2E1 is the voltage between nodes B2 and E1, while V ∗
B2C2 is a calculated

quantity which corresponds to the voltage drop between nodes B2 and C2 – for an expla-
nation of this and other intricacies, please refer to the MEXTRAM documentation [42].
qb is the normalised base charge, which is used to model both Early and high-current
effects. This is conceptually as in Gummel–Poon, but the implemented equations pro-
vide a higher level of accuracy, for example in the bias dependence of the Early voltage.

The base is modelled as a distributed structure – this is a must for accurate modelling
at elevated frequencies. The base–collector capacitance is split into three partial capaci-
tances. The model does not only distinguish between an external and an internal part of
the base, but models the sidewall interface between base and emitter separately (I S

B1 and
QS

RE). Two diodes are used to model the ideal and non-ideal parts of the base current.
The parasitic p–n–p transistor is also modelled here, even though this is less obvious –

the current source between nodes C1 and S is exponentially controlled by the intrinsic
base–collector voltage, VB1C1. The reverse behaviour of the parasitic p–n–p, however,
is not modelled.

The major claimed advantage over VBIC95 is related to the modelling of high-current
effects [30]. This is especially important for double-heterostructure transistors, such as
Si/SiGe HBTs (see Figure 2.78 and its associated discussion).

MEXTRAM has also been extended to account for neutral base recombination and
base drift fields introduced through bandgap variations, again in an effort to make this
model especially useful for Si/SiGe HBTs.

Self-thermal effects are being simulated in VBIC95 and MEXTRAM in the same
way (see Figure 2.89). The model calculates the sum of all powers dissipated in resis-
tors and space charge regions as Pdiss. In the electric equivalent circuit, Pdiss is treated
as a current which creates a voltage drop dT of the parallel connection Rth, Cth, which
establishes the thermal time constant τth. dT is analogous to the temperature difference
between the device (taken to be at one single temperature – a simplification) and the
ambient. It is then used as an additional control voltage for the bias-dependent cur-
rent sources. This is a very common technique to include self-thermal effects, but it
neglects the fact that the thermal conductivity of semiconductors, and with it the ther-
mal resistance Rth, is temperature-dependent. With increasing temperature T , Rth will
also increase.

The HICUM model
The acronym of the last model to be discussed here already indicates its major claimed
advantage – HICUM [51] stands for High-Current Model. Aside from being a general
purpose non-linear bipolar model, with special emphasis on high-speed applications, it
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Fig. 2.90 HICUM equivalent circuit (adapted from [52]).

concentrates especially on an accurate prediction of high-current effect. Remember that
high-speed bipolar operation will occur at high collector current densities, minimising
the emitter charging time (see Figure 2.69). Accurate assessment of high-current effects
is therefore a must for any simulator with high-speed emphasis. HICUM’s development
started in 1980 and it has been implemented in commercial simulation environments
since 1994. Its model equations take a semi-physical approach to allow scalability and
a certain degree of prediction. A companion program, TRADICA, facilitates the latter
two issues.12

Figure 2.90 shows the equivalent circuit used in HICUM. The modelling of self-
thermal effects is done analogous to Figure 2.89 and is not shown here again.

The HICUM model does not have an equivalent element to the Gummel–Poon ideal
current gain BF, but calculates the collector and base currents independently and treats
the current gain as a derived entity. The main current in the HICUM model is the
transfer current ITm, which can be compared to the intrinsic collector current IC (see
Equation (2.168)):

IT = IS
eVB1E1/V T − eVB1C1/VT

Qp,T
Qp0

, (2.173)

where Qp0 is the total hole charge in the base at zero bias. Note that unlike the Gummel–
Poon expression, the exponential function does not have ideality factors. The deviation
from non-ideal diode characteristics is handled in the bias-dependent hole charge Qp,T.

12 An introduction to TRADICA is available at www.iee.et.tu-dresden.de/s̃chroter/Trad/features.pdf.
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The formulation for Qp,T in HICUM allows to include the effect of strongly varying
intrinsic carrier densities across the base layer, as necessary for the simulation of drift-
base HBTs [53]. In the model, this is done through different weighting factors being
applied to the depletion charges at the base–emitter and base–collector junctions.

The model can also accommodate the hole accumulation at the base–collector hetero-
junction, with current gain roll-off and transit time deterioration, as needed in DHBTs
[54]. For an in-depth treatment of HICUM parameters, refer to [52].

Differences between BJTs and HBTs relevant to large-signal modelling
In general, the standard bipolar models discussed above are also applicable to HBTs,
with appropriately chosen parameters.

An important deviation concerns self-heating effects. In homojunction bipolar tran-
sistors, both the collector saturation current and the current gain have positive tem-
perature coefficients. The saturation current (see Equation (2.115)) increases because
the intrinsic carrier concentration in the base depends exponentially on temperature.
The current gain is limited by bandgap narrowing in the heavily doped emitter (see e.g.
Equation (2.162)). The bandgap narrowing effect has a negative temperature coefficient,
which lets the current gain increase with increasing temperature.

In a wide-gap emitter HBT, the saturation current equally has a positive tempera-
ture coefficient. The current gain, however, decreases with increasing temperature. To
understand this, investigate again Equation (2.163):

Bmax ∼ e�EG/kT

The enhancement factor therefore decreases with increasing temperature, because the
valence band barrier gets less and less efficient.

A frequently observed self-thermal effect in HBTs is the current crush in multi-finger
HBTs (see Figure 2.91). At moderate dissipated powers, all fingers will have approxi-
mately the same temperature and the current distribution is equal. With increasing VCE

and under constant base current, the collector current will gradually decrease due to the
negative temperature coefficient of B. However, due to the strongly positive tempera-
ture coefficient of the saturation current, a finger which is slightly hotter than the others
will draw more and more current, deviating it away from the others, and increase its
temperature. This strongly non-linear positive feedback will lead to a situation where
the hottest finger takes on all the current, increases dramatically in temperature, with
a resulting sudden decrease in current gain. This effect cannot be modelled with the
standard bipolar models.

Another important effect which cannot be simulated using the standard models is the
rapid onset of high-current effects in DHBTs, discussed in the context of Figure 2.78.

A minor effect, but worth mentioning, is that the non-ideal base current, see Equa-
tion (2.122), may have a different VBE dependence in HBTs. This is due to space charge
region recombination associated with the conduction band discontinuity at an abrupt
emitter–base heterojunction (see Figure 2.74). The potential well on the base side of
the junction leads to an increased recombination, which depends in turn on the voltage
across the junction.
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Fig. 2.91 Current crush phenomenon in a multi-finger HBT (http://parts.jpl.nasa.gov/mmic/mmic
complete.pdf). Courtesy NASA/JPL-Caltech.

2.6 Problems

(1) In a MESFET device, the following parameters are known from the fabrication
process:
Gate Channel Drain/source
Ti, �B = 0.7 eV,
LG = 1 μm,
WG = 100 μm,
RG = 1�

ND = 1 · 1017 cm−3,
layer thickness
a = 0.3 μm,
vsat = 1.2 · 107 cm s−1

RS = RD = 10�

a) Draw the qualitative band diagram under the gate in thermodynamic equilib-
rium.

b) Calculate the Schottky gate built-in voltage and the pinch-off voltage.
c) Assuming constant velocity throughout the channel, calculate the drain current

for an applied bias of VGS − VP = 2 V and VDS = 3 V.
d) Calculate the device transconductance.
e) What is the expected transit frequency?
f) Calculate the expected minimum noise figure Fmin at a frequency of 2 GHz.

(2) A GaAs MESFET with a gate width of WG = 100 μm is specified with
a transit frequency fT = 35 GHz and a maximum frequency of oscillation
fmax = 50 GHz. The transconductance is gm = 21 mS, and the gate resistance is
RG = 2�.
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Estimate the gate-source capacitance and the gate-drain capacitance, assuming
that the output conductance is negligible. Can you provide an estimated value for
the minimum noise figure?

Due to a fabrication error, the gate resistance is increased to 5�. What is the
impact on fT, fmax and Fmin?

(3) Why does a MOSFET require an overlap between the gate and the source
implantation region? What does this imply for device capacitances?

(4) In an n-channel MOSFET with a metal gate electrode, the original gate metal is
replaced by a metal with a smaller work function. Explain qualitatively the effect
on the threshold voltage.

(5) In a MOSFET technology, the thickness of the field oxide is chosen such that
under the highest possible voltage between metallisation and substrate, no inver-
sion channel can form at the SiO2/Si interface. Considering an Al metallisation
with a work function of 4.1 eV and a bulk doping concentration of NA = 5 ·1017,
calculate the minimum thickness of the field oxide, if the maximum voltage
between Al metallisation and the substrate is 5 V.

(6) A silicon-on-insulator n-channel MOSFET has a p-doped ‘bulk’ layer above the
oxide layer with a doping concentration of NA = 2 · 1016 cm−3. The gate is
heavily n-doped poly-Si. The gate oxide thickness is 5 nm.

Calculate the thickness of the doped layer such that it will be fully depleted in
active device operation. What is the purpose of the buried oxide layer? Explain
its effect(s) on device performance.

(7) In a HEMT, what is the purpose of the spacer layer? Would the device still
function without it?

(8) A HEMT device has the following layer structure:
Function Composition Thickness Doping concentration
Supply Al0.3Ga0.7As 80 nm ND = 3 · 1017 cm−3

Spacer Al0.3Ga0.7As 5 nm Nominally undoped
Buffer GaAs 100 nm NA = 1 · 1015 cm−13

Substrate GaAs 150 μm Intrinsic
Calculate the threshold voltage of this device at room temperature.

Let now VGS − Voff = 0.5 V. Calculate the sheet density charge of the 2DEG.

(9) You want to optimise the gain and low-noise behaviour of a HEMT by changing
the position of the gate electrode between source and drain. You observe the best
performance if the gate is placed
a) in the middle between the contacts
b) closer to the drain contact
c) closer to the source contact
One or none of the statements is true – explain your choice!

(10) Draw the small-signal equivalent circuit of an FET for VDS = 0, making appro-
priate simplifications. What is the relationship between CGS and CGD in this bias
point? Would you expect a noticeable difference between MESFETs and HEMTs
in this mode of operation?
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(11) Explain the two major advantages of a pseudomorphic HEMT structure, com-
pared to the classic AlGaAs/GaAs HEMT. How do they relate to fT, fmax and
Fmin? Is there a potential disadvantage of the lower band gap in the channel?

(12) In order to reduce the series resistance of the gate, FETs (MESFETs, HEMTs and
MOSFETs alike) are typically constructed with several gate fingers in parallel.
Which effect(s) on device performance will result from this measure? Will this
affect the transit frequency fT? Explain your answer.

(13) A HEMT technology has fT = 80 GHz and gm = 600 mS mm−1. For a device
with WG = 2 · 60 m, the gate resistance is measured to be RG = 10�, and the
minimum noise figure at 24 GHz is Fmin = 1.7 dB. For a device with WG =
6 · 60 μm, what is the expected noise figure at 30 GHz? You may neglect the
source and drain resistances.

(14) Only one of the following answers is correct: in a bipolar transistor in active
forward operation, the base transit time is
a) not a function of VCE

b) a weak function of VCE

c) a strong function of VCE.
Explain your choice!

(15) Explain the following observations on high-speed bipolar transistors:
a) In devices optimised for record fT, the maximum frequency of oscillation is

often quite low, and the breakdown voltage is also low.
b) Devices optimised for record fmax often have low fT, higher breakdown

voltage, and need relatively high VCE for optimum operation.
c) The latter devices suffer from significant Kirk effect.

(16) In n–p–n bipolar transistors, a drift field for electrons in the base can reduce the
base transit time. This can be done in two ways:
(a) introduce a continuously varying material composition;
(b) vary the doping concentration in the base.
Explain how to achieve a constant field strength in the neutral base using either
of the two methods.

(17) Note that Si/SiGe HBTs are always double-heterostructure devices. Why?
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3 Optimisation and parameter
extraction of circuit models

3.1 Executive summary

Optimised device models are important in the design of electronic devices for specific
performance. They help the designer to predict the behaviour of the device in an ana-
logue circuit. However, standard methods of optimisation do not lend themselves to
fast computation and may present problems with convergence. The simulated anneal-
ing, genetic and structured genetic algorithms are alternative optimisation methods that
help to solve the convergence problems by avoiding entrapment in local minima of the
solution space. These methods are used for the extraction of the parameters of the equiv-
alent circuit model of the device or to construct its neural network model. The neural
network models are black box models that determine device outputs from known inputs
after appropriate weighting values have been calculated. Another method of parame-
ter extraction is the semi-analytical procedure that uses an analytic approach together
with empirical optimisation methods. Basic expressions and approximations to extract
small-signal equivalent circuit parameters are developed so that accurate device models
can be obtained.

3.2 Optimisation of device models

Accurate device models are developed to predict behaviour that is in good agreement
with experimental observations. The optimisation of the model parameters can be con-
sidered to be the curve-fitting of the computed device characteristics to experimental
data. Traditional gradient methods are computationally intensive and there are prob-
lems with convergence and entrapment in local minima. Optimisation only involves the
“trial” of a number of initial solutions to minimise the error.

Combinatorial optimisation overcomes this problem of entrapment in local minima.
To set up the device modelling problem as a combinatorial optimisation problem, the
limits on each parameter are specified. Parameter values are then discretised so that a
large but finite number of solutions is possible. An objective function, also referred to
as the cost function is given by

F(Vi) =
m∑

j=1

(Mj − M ′
j )

2, (3.1)
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where Vi (i = 1, 2, . . . , n; n = number of parameters) = the model parameters to be
determined; Mj = a measured characteristic for the j th data point; M ′

j = a calculated
characteristic which is a function of the parameters Vi for the j th data point; and m = the
total number of characteristics to be fitted. Note that F(V ) is a least square difference
function. The number of possible solutions is extremely large and an exhaustive search
for the optimum solution is practically impossible. Hence, it is necessary to employ a
heuristic method. Such methods are well-established in CAD tools since they enable the
designer to find a feasible solution in a finite period of time. A typical heuristic optimi-
sation process utilises an iterative improvement strategy. At each step of the iteration,
the algorithm generates a new solution and tests if it reduces the value of the objective
function. If so, it accepts the new solution. If not, another new solution is generated and
tested and eventually the global minimum of F(V ) in Equation (3.1) should be reached.
However, the size of the solution space, as defined by all possible and physically mean-
ingful parameters, is very large and grows exponentially with the number of variables
in the model. An exhaustive search for the best solution cannot be performed in a finite
period of time.

3.3 Simulated annealing

Most heuristic algorithms search for a solution only in the directions that improve the
objective function. This type of heuristic search has a major drawback: it can be easily
trapped into the local minima of an objective function. Figure 3.1 demonstrates the
problem.

The curve shown in Figure 3.1 is assumed to be the objective function of an itera-
tive improvement process; the circles indicate the costs, i.e. F(Vi) in the least squares
objective function given in Equation (3.1) calculated from certain parameter sets. Since
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Fig. 3.1 Local minimum trapping in iterative optimisation.
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a new set of parameters is generated by introducing small modifications to the model,
its corresponding location on the curve is most likely to be somewhere near that of
the original configuration. The traditional iterative improvement algorithms only accept
parameter sets that have reduced the cost. This criterion of set acceptance implies
that the process can only go downhill into a minimum and any uphill movement is
forbidden. Depending on the starting point of the search, it is possible that this mini-
mum is only a local minimum of the objective function. This search process generally
does not have the capability of climbing over a peak of the curve to reach the global
minimum.

The drawback of this process can be overcome by using simulated annealing
(SA)[12, 22, 23, 30]. This is a method of finding a near optimal solution for combi-
natorial optimisation problems. The SA algorithm has the advantage of asymptotically
producing the global optimal solution with a probability of one. This is achieved by
making the following important modification to conventional heuristic methods. A cost-
increasing solution may still be accepted. The probability of acceptance depends on:
(1) a parameter called a pseudo-temperature Tk, which is artificially decreased as the
iteration proceeds, and (2) the value of

�F(V ) = F(Vk) − F(Vk−i) (3.2)

where Vk and Vk−1 are the values of the parameter vector V at iteration steps k and
k − 1. Specifically, a law similar to Boltzmann statistics is used to determine the proba-
bility P of accepting a certain cost-increasing solution Vk at the kth iteration step. The
probability function P is given by

P(Vk, Tk) = exp

[−�F(Vk)

Tk

]
. (3.3)

A careful choice of the initial pseudo-temperature T0 and a rule for decreasing the
pseudo-temperature T are necessary to save computation time while being able to
escape from the local minima. The temperatures are related by the equation

Tk = αTk−1, (3.4)

where α is a constant between 0.8 and 0.95. Its value can be gradually increased
from the lowest to the highest value. T0 ≥ 500 is a satisfactory choice for device
modelling.

At each iteration, new parameter values are generated by first choosing one device
parameter Vi at random. A user-defined base value Vi−base is multiplied by a random
number R, such that 0 ≤ R ≤ 1, and a variation �Vi = RVi−base is introduced into the
parameter Vi. The new parameter value so obtained is used in the next iteration unless
it exceeds prescribed limits, in which case it will be set to the maximum or minimum
allowable value.
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Fig. 3.2 Hill-climbing capability of SA.

A relative stopping criterion is used, since there is no guarantee that the device
model can approximate experimental data closely. The optimisation process is stopped
when the value of the objective function has remained virtually unchanged for several
consecutive iterations (e.g. �F ≤ 0.001 for 10 consecutive iterations).

Figure 3.2 shows the same objective function as in Figure 3.1 with the hill-climbing
capability of SA.

Example: Application of SA to the modelling of a HEMT
Optimisation by SA has been applied to the HEMT [30]. Three test cases are given as
examples to demonstrate the optimisation process and evaluate its performance. Param-
eters are allowed to vary within ±90% of their initial values in test cases A and B. In
test case C, the limits are reduced to ±20% for realistic parameters.

Test case A: AC Model of a HEMT
The unilateral power gain U of the HEMT (also known as the MODFET as explained
in Chapter 2) was determined by Roblin et al. [21]. The values of U are sampled at
various frequencies and used as the measured characteristic Mj to be matched to the
model. The Mason unilateral power gain (defined in Chapter 5) is expressed in terms of
the admittance (Y ) parameters as

U = | (Y21 − Y12) |2
4[Re(Y11)Re(Y22) − Re(Y12)Re(Y21)] . (3.5)

The Y -parameters are determined by primitive model parameters, i.e. the gate capaci-
tance C0, the gate length L , the gate width Z , the bias voltage V = VGS − VT and the
parameter k which is given by

K = VDS

(VGS − VT)
, (3.6)
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Fig. 3.3 Test case A: unilateral power gain curves and optimisation results [+, measured; solid line,
optimised model; dotted line, initial solution] (M-K. Vai, S. Prasad, N. C. Li and F. Kai, IEEE
Transactions on Electron Devices, Vol. 36, No. 4, pp. 761–762, April 1989. c©1989
IEEE).

where VDS is the drain to source voltage, VGS is the gate to source voltage and VT is the
threshold voltage.

Figure 3.3 compares the measured gain curve with curves generated from an initial
model and the final optimised models. The objective function is reduced from an initial
value of 4421.83 to 0.161095, virtually a perfect match.

Test case B: Equivalent circuit of a HEMT
The small-signal equivalent circuit of an intrinsic HEMT is used to deduce the unilateral
power gain using Equation (3.5). The Y-parameters are expressed in terms of the circuit
elements Ri, CGS, RDS, CDS, gm and τ . The objective function is reduced from 1783.78
to 0.01789 when optimisation is completed. Figure 3.4 shows the agreement between
measured and computed values using the optimised model.

Test case C: Device design parameters
In this test, a set of primitive device parameters (gate length, gate width, bias voltage
and mobility) are obtained by optimisation such that the device has the highest value
of fmax, the maximum frequency of oscillation. The analytical expression for fmax has
been obtained by Roblin et al. [21] by setting the unilateral gain equal to 1. The primitive
device parameters are related to fmax and the objective function is formulated. The
initial design gives a value of fmax equal to 29.57 GHz. The optimised HEMT has fmax

equal to 165.81 GHz. Such an optimisation is an aid to the device designer. Table 3.1
gives the optimised values. The initial value of K is 0.6 and the optimised value is 0.95.
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Table 3.1 Test case C: optimised design parameters for the highest fmax

Model parameters Initial values Optimised values

VT(V) 0.4 0.4
L(μm) 1 0.8
Z(μm) 250 300
Mobility μ(cm2)

/
(V-s) 4000 4800

C0(pF) 0.1 0.108
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Fig. 3.4 Test case B: unilateral power gain curves and optimisation results [+, measured; solid line,
optimised model; dotted line, initial solution] (M-K. Vai, S. Prasad, N. C. Li and F. Kai, IEEE
Transactions on Electron Devices, Vol. 36, No. 4, pp. 761–762, April 1989 c© IEEE).

3.4 Neural networks applied to modelling

The SA algorithm has been applied to device modelling in the previous section. SA
avoids the local minimum entrapment problem and has been shown to be preferable to
other optimisation methods since it is relatively insensitive to initial conditions. How-
ever, it inherits the time-consuming feature of iterative improvement methods. As was
shown, the probabilistic hill-climbing operation increases the time taken for the comple-
tion of the optimisation. Furthermore, the solution has to slowly “cool down” according
to the annealing procedure. Consequently, a large number of intermediate solutions have
to be generated and evaluated at each pseudo-temperature which has to be decreased
slowly from a large initial value. This disadvantage of the SA algorithm for optimisation
can be overcome by using an artificial neural network (ANN).
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ANNs are based on the human nervous system which consists of a distribution of neu-
rons to carry messages back and forth to the brain. The ANN has been used successfully
in many modelling and optimisation applications in engineering that are particularly
useful when several tasks are to be performed in parallel and computation rates are
required to be high [31, 37]. Neural networks are particularly attractive because of their
speed and accuracy. Hence, neural networks have been developed into an alternative
computer-aided approach to model and design devices and circuits. Neural networks
represent a robust modelling approach to predict the behaviour of high-speed devices
and circuits [29]. In comparison with various statistical methods and curve-fitting
approaches for predicting system behaviour, the neural network approach features a
learning process which fine tunes neural network parameters to interrelate the variables
being modelled. A neural network may be developed to guide the solution generation of
an SA optimisation process. This approach utilises the associative capability of a neural
network to globally and concurrently evaluate the effect of varying all the parameters.
When used in place of a physics-oriented device model, a neural network avoids the
need to repeatedly solve the equations that describe the device physics.

Two classes of neural networks are used in modelling:

(i) Multi-layer perceptron neural networks
(ii) Recurrent Hopfield neural networks.

Regardless of the neural network architecture selected for an application, it consists
of many processing elements called neurons, each connected to many others. Every
connection entering a neuron has a weight assigned to it. This weight is used to amplify,
attenuate or change the sign of the signal in the incoming connection. The input to
the neural network is a vector of the data to be modelled. Each neuron operates on
the outputs of other neurons according to its transfer function and delivers an output
to other neurons. Often, the transfer function sums the incoming signals to determine
the value of the neuron’s next output signal. The result is an output vector representing
some characteristics associated with the input.

In order to use neural network algorithms, it is necessary to determine an intercon-
nection pattern, the weights and the transfer functions. The creation and training of an
appropriate neural network for the problem on hand is difficult and time-consuming.
However, an appropriately trained neural network provides fast and efficient solutions
that have shown excellent results for different applications such as the modelling of
transistor behaviour and microwave circuits as well as microwave impedance match-
ing [28]. A neural network consists of a set of simultaneous non-linear equations that
are capable of modelling any continuous function when the appropriate weights are
determined. These networks are pictorially represented as neurons (circles) with inter-
connecting nerves (lines). Neural networks are very flexible tools for device modelling
because they can be adapted to model different devices without change of equations.
Adapting a physics-based model to a different physical device may involve a radical
change of equations. This flexibility gave the impetus to the effort of finding much
better ways of applying neural networks to device modelling. However, the problem
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of finding the appropriate weights for the network is a highly non-linear one, sug-
gesting the necessity to use stochastic optimising algorithms such as SA and genetic
algorithms.

3.4.1 Massively distributed computing networks

A general description of the distributed computing methodology is given by Vai and
Prasad [31]. Massively distributed computing networks are a specific form of a non-
linear system that maps an input to an output. A distributed computing network can be
considered to be an asynchronous array processor with very simple processing elements
(i.e. neurons). Figure 3.5 shows a typical processing element, henceforth referred to as
a neuron, with n inputs (i1, . . . , in) and one output (Q). An input can be excitatory
(indicated by a solid circle) or inhibitory (indicated by a hollow circle) and is assigned
a weighting factor Wj. A threshold value T is associated with the neuron.

The function of a neuron can be described by the following equation which combines
inputs i1, . . . , in to form an overall input value I :

Q =
n∑

j=1

Wj × ij, (3.7)

where Wj is positive for an excitatory input and negative for an inhibitory input. If the
overall input value I is above the threshold value T associated with the neuron, the
neuron fires and an output of Q = 1 is produced. Otherwise, the output remains at
Q = 0. A neuron is also associated with a time constant (τ ) that determines its output
response time.

While the operation of a conventional computer is controlled by a series of instruc-
tions, called a programme, a massively distributed computing network is programmed
by wiring up a set of neurons and setting the weights of these interconnections. The
function of a distributed computing network can only be determined by considering
the network as an integrated entity. No meaningful information can be extracted by
examining a neuron isolated from its neighbours.

A distributed computing network is typically implemented by a hardware analogue
circuit. Figure 3.6 shows the use of an operational amplifier configured as an integrat-
ing adder to carry out the function of a neuron. As shown in Figure 3.6, the input
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Q

W2

Wn
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i2
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Fig. 3.5 Neuron structure.
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Fig. 3.6 Physical implementation of a neuron (M. Vai and S. Prasad, IEEE Transactions on Microwave
Theory and Techniques, Vol. 43, No. 5, pp. 1087–1094, May 1995. c©1995 IEEE).
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Fig. 3.7 Neuron Transfer Function (M. Vai and S. Prasad, IEEE Transactions on Microwave Theory and
Techniques, Vol. 43, No. 5, pp. 1087–1094, May 1995. c©1995 IEEE).

weightings of such a neuron can be controlled by choosing appropriate resistance values
connecting its inputs to the outputs of other neurons. The time constant (τ ) of this neu-
ron is determined by the capacitance connected at the operational amplifier input. The
neuron transfer function shown in Figure 3.7 shows the input–output transfer function
of a neuron.

3.4.2 Multi-layer perceptron neural networks

The training algorithm called backpropagation [16] is used in the application of mul-
tilayer perceptron (MLP) neural networks to device modelling. A multi-layer neural
network with four layers (one input layer, two hidden layers and one output layer) is
shown in Figure 3.8. Referring to the notations in Figure 3.8, X = (x1, . . . , xi, . . . , xm)
is the input vector; G = (g1, . . . , gj, . . . , gn), H = (h1, . . . , hk, . . . , hp) and Y =
(y1, . . . , yl, . . . , yq) are the outputs of the first hidden layer, the second hidden layer
and the output layer, respectively; uij is the weight between the i th neuron and the j th
neuron in the first hidden layer; vjk is the weight between the j th neuron in the first hid-
den layer and the kth neuron in the second hidden layer; and wkl is the weight between
the kth neuron in the second hidden layer and the lth neuron in the output layer. Bias
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Fig. 3.8 Multi-layer neural network (M. Vai and S Prasad, Int’l Journal of RF and Microwave CAE, Vol.
9, No. 3, pp. 187–197, March 1999. c© 1999 John Wiley & Sons). Reprinted with permission of
John Wiley & Sons, Inc.

terms acting like weights on connections from units whose output is always 1 can also
be provided to the neuron. They are not shown in Figure 3.8.

The output of the neural network is computed as

y� = 1

1 + e−γ�
, (3.8)

where γ� is the weighted total input to the output neuron �, which is defined as

γ� =
p∑

k=1

hkwk�, (3.9)

and p is the number of neurons in the second hidden layer. Similarly, the output of
the second hidden layer H can be expressed as a function of the output of the first
hidden layer G which can in turn be expressed as a function of the input vector X . The
backpropagation training algorithm aims to adjust the weights of a MLP neural network
in order to minimise the sum-squared error of the network, which is defined as

E(n) =
S∑

m=1

{
1

2

q∑
l=1

[dml − yml(n)]
2

}
, (3.10)

where n is the epoch number in the training process, S is the number of training
data, q is the number of output variables and dm = (dm1dm2, . . . , dmq) and ym =
(ym1 ym2, . . . , ymq) are the mth desired and calculated output vectors, respectively. This
is done by continually changing the values of the weights in the direction of steepest
descent with respect to the error function E . The iteration process continues until the
error function is minimised. The learning is performed by the many presentations of
a prescribed set of training examples to the network. One complete presentation of the
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entire training set during the learning process is called an epoch. The learning process
continues on an epoch-by-epoch basis until the weights of the network stabilise and the
error function converges to a minimum value.

There are certain problems related to the architecture of an MLP neural network
such as the determination of the number of hidden layers and the number of neurons
in a hidden layer as well as under-fitting or over-fitting. The backpropagation learning
algorithm and its derivatives are sensitive to the number of neurons in hidden layers. In
general, a network with too few neurons will fail to model the data (i.e. under-fitting).
While the more the number of neurons in hidden layers, the better the network can fit
the data; if far too many neurons are used, over-fitting can occur. In the absence of a
deterministic approach that can find the number of hidden layers and the number of
neurons, a trial and error approach is taken. The hidden layers are adjusted to strike a
balance between memorisation and generalisation.

A neural network trained with the relations between device parameters and behaviour
can be used in place of conventional device models to speed up the simulation. Once a
neural network model is trained, it provides a very fast prediction of results. Figure 3.9
shows a simplified flow chart of the circuit design process. Beginning with an initial
solution, a series of solutions is generated. The circuit property of each solution is

Initial
Solution

Solution
Generation

Final Solution

Desired
property

Circuit Model

Evaluation

Fig. 3.9 Flow chart for a circuit design process (M. Vai and S. Prasad, Int’l Journal of RF and Microwave
CAE, Vol. 9, No. 3, pp. 187–197, March 1999. c©1999 John Wiley & Sons). Reprinted with
permission of John Wiley & Sons, Inc.
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predicted by a circuit model and compared to the desired circuit property. If the solu-
tion on hand produces a circuit property close enough to the desired one, the design
process is successful and terminated. Otherwise, another solution is generated and the
above steps are repeated. The circuit model in Figure 3.9 often includes semiconductor
devices which are commonly represented by the equations describing the physics of the
particular device or equivalent circuit.

3.4.3 Hopfield recurrent neural networks

Although neural networks are known for their capability of learning the solutions to the
problems that they are designed to solve, they also provide a framework for construct-
ing special computing architectures to solve specific problems. The recurrent neural
networks described here were proposed by Hopfield and are thus often referred to
as Hopfield networks [11]. Consider a recurrent neural network of N neurons. If the
activation of a neuron is updated according to the equation:

Vi(t + 1) = sgn

⎛⎝ N∑
j=1

TijVj(t) + Ii

⎞⎠ , (3.11)

where Vi(t) ∈ (0, 1) is the state of neuron i at moment t , Tij is the weight associated
with the link between neurons i and j , Ii is the internal threshold parameter of neuron i
and sgn(x) is defined as

sgn(x) =
⎧⎨⎩ 1, x ≥ 0

0, x < 0
. (3.12)

It can be shown that an energy function defined as

Energy = −1

2

N∑
i=1

N∑
j=1

TijViVj −
N∑

i=1

IiVi + K , (3.13)

where K is a constant, is minimised.
The significance of a recurrent neural network is its ability to perform associative

inference. There is no specific distinction between input and output vectors and a recur-
rent network perturbed by changing one or more neuron states will evolve into one of
its consistent states which are the minima of its energy (Equation 3.13). The recurrent
neural network is now applied to implement qualitative models, the function of which is
to explore many competing hypotheses in a solution space with constraints. The Neural
Network toolbox in MATLAB is available to allow fast and efficient device modelling.

Example: Modelling of HBTs using neural networks
Small-signal models of microwave devices are very useful in circuit design. Neural
networks can be trained to learn the non-linear relationship between the small-signal
transistor behaviour and the device input bias conditions. Figure 3.10 shows a represen-
tation of a neural network small-signal model of an HBT. The inputs of this model are
the bias conditions of the device, i.e. the base current Ib, the collector–emitter voltage
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Fig. 3.10 Small-signal neural network model of the HBT.

Vce and the frequency of operation f . The outputs of the model are the S parameters of
the device.

As shown in Figure 3.10, the small-signal neural network model is a three-layer
model – there are 3 layers in the input layer, 12 neurons in the hidden layer and 8 neu-
rons in the output layer. The 3–12–8 structure of the neural network model is arrived
at after various trials as being the best compromise between model accuracy and the
time required to train the model. The model is trained with a sample set of measured
S-parameter data. Different input bias conditions are then applied to the model and S-
parameters derived from the model are compared to measured data. The data used to
train the neural network model consist of measured S-parameters at 12 different bias
conditions (Vbe and Ic), and a range of frequencies from 10 GHz to 40 GHz. The neural
network modelling is tested for AlGaAs HBTs as well as SiGe HBTs. The models are
accurate for both the material systems. The method should be applicable for all types
of transistors regardless of the material system. The S-parameters for the devices are
shown in Figures 3.11 and 3.12 for AlGaAs with bias Vce = 1.5 V, Ib = 56 μA and in
Figures 3.13 and 3.14 for SiGe with bias Vce = 1.9 V, Ib = 53 μA.

Figure 3.15 shows a representation of a neural network large-signal model of the
device. The inputs of this model are the voltage bias conditions of the device: the
collector–emitter voltage Vce and the base–emitter voltage Vbe. The outputs of the model
are the two output currents of the device: the collector current Ic and the base current Ib.

As seen in Figure 3.15, the large-signal neural network model consists of three layers:
an input layer consisting of two neurons, a hidden layer consisting of three neurons and
an output layer of two neurons. The 2–3–2 structure of the neural network model was
arrived at after various trials. It is the best compromise between model accuracy and the
time required to train the model. The model is trained with a sample set of measured
DC I–V characteristics and Gummel data. Different input voltage bias conditions are
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Fig. 3.11 The simulated and measured S11 and S22 for AlGaAs HBT.
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Fig. 3.12 The simulated and measured S12 and S21 for AlGaAs HBT.
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Fig. 3.13 The simulated and measured S11 and S22 for SiGe HBT.
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Fig. 3.14 The simulated and measured S12 and S21 for SiGe HBT.
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Fig. 3.15 Large-signal neural network model of the HBT.
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Fig. 3.16 I–V Characteristics of the AlGaAs HBT.

More free ebooks  :  http://fast-file.blogspot.com



178 High-Speed Electronics and Optoelectronics

20 Measured
Simulated

× 10–3

10

15

I c
 (A

m
p

s)

5

0

–5
0 0.5 1 1.5

Vce (Volts)
2 2.5 3

Fig. 3.17 I–V Characteristics of the SiGe HBT.
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Fig. 3.18 Forward Gummel plot Ic versus Vbe for AlGaAs HBT.

then applied to the model and output currents derived from the model are compared to
measured data. The data used to train the neural network model consist of measured
output currents (Ic and Ib) at different voltage bias conditions (Vbe and Vce). The DC
I–V characteristics (measured and simulated) of the devices are shown in Figures 3.16
and 3.17. These figures show the collector current Ic versus the collector–emitter voltage
Vce at different base currents Ib.
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Fig. 3.19 Forward Gummel plot Ib versus Vbe for AlGaAs HBT.
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Fig. 3.20 Forward Gummel plot Ic (top curve) and Ib (bottom curve) versus Vbe for SiGe HBT.

Figures 3.18, 3.19 and 3.20 show the forward Gummel plot of Ic and Ib versus Vbe.
The success of the application of neural network modelling in the example is evident

from the very good correlation between the measured and simulated data.
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3.5 Optimisation of neural networks by the genetic algorithm

Like neural networks, genetic algorithms are an optimisation strategy inspired by nature.
Based on the Darwinian theory of evolution, these algorithms use the “survival of the
fittest” paradigm to find the best solution to a problem [8, 10, 32]. They iteratively
evaluate several possible solutions choosing the ones that are the closest fit to the desired
solution. The possible solutions are called chromosomes and are usually represented as
strings of binary numbers called genes.

The algorithm begins by randomly generating a number of chromosomes to form a
population. Each chromosome is given a rank called a fitness index based on its close-
ness to the desired solutions. The highest ranked chromosomes have a greater chance of
being selected for the next stage of the algorithm: the reproduction stage. In this stage,
pairs of chromosomes are separated at selected points and their genes are exchanged
in a process called crossover to form a new generation of chromosomes. Because the
most fit chromosomes are likely to be selected for reproduction in every generation,
each new population is likely to consist of better solutions. Coupled with the fact that
the reproduction process naturally eliminates less fit chromosomes from the population,
the population gets pushed towards the desired solution in every new generation. When
trying to reach the optimal solution for the problem, a genetic algorithm has to avoid
local extrema or pseudo-optimal solutions. To prevent convergence of the algorithm
to these local extrema, the genetic algorithm uses a technique called mutation which
inverts the value of a randomly chosen gene with a given probability. A flow chart for
the genetic algorithm is given in Figure 3.21.

The genetic algorithm is a robust optimisation method well-suited to the difficult task
of finding the optimum weights for a neural network. However, before it can be used to
evolve the weights of a neural network, the following prerequisites must be worked out:

(i) A suitable problem representation
A chromosome of a neural network corresponds to the weight matrix for a
layer. Substrings of the chromosome are made by concatenating the values of the
real-valued weights between each neuron and the neurons in the previous layer.
The substrings are then joined together into the chromosome for the layer. In
some implementations, the real-valued weights are converted to binary values for
enhanced gene exchange during crossover. However, it is sufficient to use strings
of real-valued weights in most cases for genetic evolution.

(ii) A fitness index
A fitness index measures the closeness of the current output of the neural network
to the desired output. It is the least squares norm of the difference.

(iii) The reproduction strategy
Reproduction involves two processes: crossover and mutation. During crossover, a
pair of chromosomes are separated at a randomly chosen point along their length.
The resulting substrings of the pair are switched and then joined to form child
chromosomes. This is repeated for every pair of chromosomes in the population
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Fig. 3.21 Flow chart for the application of the genetic algorithm.

although some implementations will allow a small percentage of the fittest indivi-
duals to pass to the next generation without reproduction. Mutation is applied to a
small percentage of the population. In this operation, the value of a gene is changed
by adding a small value to it.

(iv) The termination criterion
Although, it would seem desirable to train the neural network till the error is as
small as possible, this may be neither practical nor ideal. It may take up to several
days to train a neural network. In addition, an excessively trained network can fail
to produce correct outputs when presented with inputs not included in the training
set. This is called over-fitting. The appropriate termination criterion for a given
application is best determined from experiments. A common way is to terminate
the algorithm after a fixed number of iterations.

3.6 Structured genetic algorithm

Neural networks are usually designed by determining the optimum values of weights
for a fixed number of neurons. However, it is impossible to know in advance how
many neurons are optimal for an application. This difficulty can be avoided by using
the structured genetic algorithm (SGA), an algorithm that enables the determination
of the optimum number of neurons and weight values simultaneously [4]. SGA uses a
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hierarchical representation for the genetic structure in which neurons are a high level
layer of binary-valued genes controlling a lower level layer of weight genes. When a
high level gene is on (value = 1), the lower level weights genes it controls are activated
and used in the computation of the neural network’s output. When a high level gene is
off, the weights it controls are deactivated. Therefore, SGA is able to evaluate a variable
number of neurons in the neural network. Neurons are turned on or off by the processes
of mutation or crossover. The equations for SGA applied to a neural network with one
hidden layer can be written as follows. Let X be a set of inputs to the networks and
U the set of inner layer weights, then the output of a neuron in the middle layer is
given by

y = δ f

(
m∑

i=1

uixi + τ

)
, (3.14)

where f (x) is the sigmoid function:

f (x) = 1

1 + e−x (3.15)

and δ is one when the neuron is active and zero otherwise.
If the set of the output weights is taken to be V , then the network outputs are

given [36] by

zi =
m∑

i=1

vi yi. (3.16)

Genetic algorithms are relatively slow algorithms and are best used to determine the
weights for just the hidden layers of a neural network. The determined inner weights
are then used to calculate the activations of the hidden layer neurons and this reduces
the problem to a linear equation, where linear regression can be used to calculate the
output layer weights.

The SGA for neural networks is given in Figure 3.22.
Example: Application of SGA to the modelling of a HEMT amplifier

The use of the SGA is illustrated by creating a neural network model of a HEMT class-
F power amplifier as shown in Figure 3.23. IMN and OMN denote the input matching
network and output matching network. A class-F amplifier is a highly efficient switching
amplifier used in mobile commercial and military systems. The design and properties
of amplifiers are described in Chapter 5.

Table 3.2 shows the inputs and outputs for one hidden layer neural network model.
The upper limit for the number of neurons in the hidden layer was arbitrarily set to
40. Before training, the data were scaled with a linear transform to lie in the range of
the sigmoid activation function (0.1–0.9) used for the neurons. At the start of training,
the network’s weights were initialised to small random values. The input to the SGA
is shown in Table 3.3. Using the crossover and mutation operations, the initial weights
were optimised until the termination condition was satisfied. The transfer function of
the trained neural network and that of the HEMT are plotted in Figure 3.24.
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Fig. 3.23 Simplified power amplifier schematic.

Table 3.2 Neural network model for HEMT power amplifier

INPUTS OUTPUTS

Input power Output power
Gate voltage DC gate current
DC drain current Drain current
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Table 3.3 SGA parameters for HEMT power amplifier model

Parameter Value

Initial population size 200
Number of generations 10000
Number of input neurons 3
Number of output neurons 1
Maximum hidden neurons 40
Number of samples 140
Crossover probability 0.8%
Neuron layer mutation rate 0.0001%
Weights layer mutation rate 0.0001%
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Fig. 3.24 Comparison of measured transfer function to values predicted by the neural network for the
HEMT amplifier.

3.7 Semi-analytical device parameter extraction

Accurate, physically meaningful device models are necessary for circuit design, pro-
cess technology design and optimum device design. The extraction of equivalent circuit
parameters has been investigated by researchers for more than a decade [1–3, 5–7, 20,
25–27, 33–35].
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A semi-analytical parameter extraction procedure for the HBT equivalent circuit
developed by Li and Prasad [15] is presented here as one illustration of parameter
extraction. It combines analytical and optimisation approaches. The significance of this
procedure is that it is completely general and can be applied to any semiconductor
device using the appropriate equivalent circuit.

3.7.1 Theoretical analysis

An AlGaAs common–emitter HBT is used to illustrate this procedure. The small-
signal T-model equivalent circuit is shown in Figure 3.25. The box with dashed lines
in Figure 3.25 encloses the inner shell without the pad parasitics. All the impedance
parameters given below are for the inner shell. There are 16 elements in the equiv-
alent circuit. Only Cbe, re, α, Rbc and Cbc are considered to be bias-dependent and
all the other elements are assumed to be bias-independent. The expressions for the
two-port Z-parameters of the inner shell can be simplified in terms of the frequency
ranges. The frequency ranges are characterised by ωCbc Rbc � 1 (low-frequency
range), ωCbc Rbi, ωCf Rbi � 1 and ωCbc Rbc � 1 (intermediate frequency range) and
ωCbc Rbi � 1 (high-frequency range). In the measurements on high-speed devices,

Cpce

B
C

C

Lb Lc

Cbc

Rbc

αΙe

Rc

pbc

E

RE

Cbere

Ie

RbiRbx

Cf

Cpbe

inner shell (z)

Le

Fig. 3.25 The small-signal equivalent circuit of the AlGaAs/GaAs HBT (B. Li, S. Prasad, L.W. Yang and
S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46, No. 10, pp.
1427–1435, October 1998. c©1998 IEEE).
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most of the frequency data are located in the intermediate frequency range. In the
low-frequency range,

Z11 − Z12 = Rbx + jωLb + Rbi − jωRbc RbiCs (3.17)

Z12 = RE + jωLe + re − jωr2
e Cbe

+ (1 − α) × jωRbiCf(Rbc − jωR2
bcCs) (3.18)

Z22 − Z21 = RC + jωLc + Rbc − jωR2
bcCs, (3.19)

Where Cs = Cbc + Cf.
In the intermediate frequency range, the Z-parameters can be approximated as

Z11 − Z12 = Rbx + jωLb + Rbi
Cbc

Cs
(3.20)

Z12 = RE + jωLe + re − jωr2
e Cbe + (1 − α)

× Rbi × Cf

Cs
(3.21)

Z22 − Z21 = RC + jωLc + 1

jωCs
+ 1

ω2 RbcCs

− RbiCbcCf

C2
s

− j
RbiCfCbc

ωC3
s Rbc

. (3.22)

In the high-frequency range, the simplified relation is

Z22 − Z21 = RC + jωLc − 1

ω2 RbiCbcCf
+ 1

ω2 RbiCbcCf

×
(

1

jωCf Rbi
+ 1

jωCbc Rbi

)
(3.23)

α = α0

[
1

1 + jω
ω0

]
e−jωτ . (3.24)

Example: Extraction of equivalent circuit elements
For the HBT used in this example, the intermediate frequency range is taken to be
approximately from 0.5 GHz to 20 GHz, and the high-frequency range should go up to
40 GHz. The condition for the high frequency is relaxed and frequencies over 25 GHz
are considered to be in the high-frequency range.
A. Extraction of the parasitic elements
If no test structure is available for extracting the parasitics, it is still possible to extract
or estimate the pad capacitances from the HBT under cut-off operation [7, 24]. Under
cut-off operation, we have zero VBE, zero Ic, and variable VCB. The HBT equivalent
circuit of Figure 3.25 is reduced to the simplified circuit shown in Figure 3.26, provided
the influence of the inductances and resistances remains negligible and the conditions
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E

Fig. 3.26 The simplified HBT equivalent circuit under cutoff operations in which both junctions are
reverse-biased and the influence of the inductances and resistances remains negligible (B. Li, S.
Prasad, L.-W. Yang and S. C. Wang, IEEE Transactions on Microwave Theory and Techniques,
Vol. 46, No. 10, pp. 1427–1435, October 1998. c©1998 IEEE).

Rbc � (1/ωCbc) and Rbc � (1/ωCbe) are satisfied. The capacitances in the equivalent
circuit can be calculated directly:

Cpbe + Cbe = Im(Y11) + Im(Y12)

ω
(3.25)

Cpce = Im(Y22) + Im(Y12)

ω
(3.26)

Cpbc + Cf + Cbc = − Im(Y12)

ω
. (3.27)

In the above equations, the Cpbe,Cpbc,Cpce and Cf are considered to be bias-
independent and Cbe and Cbc are bias-dependent elements. The value of Cpce can
be calculated from Equation (3.26). Figure 3.27 clearly shows that Cpce is bias-
independent.

Cbe, the base–emitter junction capacitance, can be described by the equation

Cbe = Cjbe0[
1 + (

VEB
/

Vjb
)]Mjbe

. (3.28)

The extraction of Cpbe can be carried out by fitting the sum Cpbe + Cbe to Equa-
tion (3.28) at different reverse base–emitter voltages or by using the iteration method
in which different values of Vjbe, Mjbe and Cjbe0 are tried until the plot of Cpbe + Cbe

versus [1 + (VEB/Vjbe)]−Mjbe is a straight line shown in Figure 3.28.
Similarly, (Cf + Cpbc) can be extracted by fitting the sum (Cf + Cpbc + Cbc) to the

expression for junction capacitance at different base–collector voltages. However, it
must be noted that it is difficult to distinguish between the base–collector coupling
capacitance and extrinsic base–collector capacitance [24]. This is due to the fact that
the distance between the base probe tip and the collector probe tip in probe stations
used for most high-speed measurements is usually longer, and thus the coupling effect
between base and collector contacts must be very small; furthermore, the influence of
Cpbc can be absorbed by the extrinsic base–collector capacitance Cf. Thus, Cpbc can
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Fig. 3.27 The calculated Cpce versus frequency (B. Li, S. Prasad, L.-W. Yang and S. C. Wang, IEEE
Transactions on Microwave Theory and Techniques, Vol. 46, No. 10, pp. 1427–1435, October
1998. c©1998 IEEE).
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Fig. 3.28 The fitting of the sum Cpbe + Cbe to the expression for junction capacitance (B. Li, S. Prasad,
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No. 10, pp. 1427–1435, October 1998. c©1998 IEEE).
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be chosen to be zero. Such an assumption is also confirmed by the empirical opti-
misation procedures. The S-parameters measured over the frequency range of interest
(here the range chosen was 50 MHz–36 GHz) are first converted to Y-parameters. After
de-embedding the effect of the pad capacitances, the Y-parameters of the inner shell are
converted to Z-parameters. Most of the elements are extracted from an analysis of the
behaviour of the Z-parameters. Certain constraints are obtained to help in conditioning
the optimisation procedure and to reduce the uncertainty.
B. The base–collector capacitance Cs

As indicated in Equation (3.66), the following approximation is valid in the intermediate
frequency range:

Im(Z22 − Z21) = jωLc + 1

jωCs
− j

RbiCfCbc

ωC3
s Rbc

. (3.29)

At the low end of the intermediate frequency range, the second term is much greater than
the other terms on the right side of the equation. Cs can be extracted by the equation:

Cs = 1

ωIm(Z22 − Z21)
. (3.30)

The extracted Cs from Equation (3.30) at the bias values for VCE = {0.5 V, 1.0 V,

2.0 V, 4.0 V, 7.0 V} and IB = 200 μA is shown in Figure 3.29.
At VCE = 0.5 V, 1/ωCs � 1224�, which is much larger than the other terms in the

intermediate frequency range if the values extracted below are used. The base–collector
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Fig. 3.29 The extracted value Cbc at different base collector voltages (B. Li, S. Prasad, L.-W. Yang and
S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46, No. 10,
pp. 1427–1435, October 1998. c©1998 IEEE).
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capacitance is observed to decrease as VCE increases. This results from the increased
width of the base–collector depletion region due to the increased VCE. The deviation of
Cs is less than 5% except when VCE = 0.5 V. The base–collector junction is forward-
biased at this value of VCE when the intermediate frequency range moves up.

The extrinsic base–collector capacitance is generally a weak function of the base–
collector junction voltage. In extreme cases, it can be considered to be independent of
the bias variation, or the ratio of the extrinsic capacitance to the total base–collector
capacitance is considered to be a constant. Practically, the extrinsic capacitance Cf is
the in-between case. For simplicity, the extrinsic capacitance is considered to be fixed
and extracted from the values of Cs at the different base–collector voltages. A method
similar to that used for the extraction of the value of Cpbe and Cpce is applied. The
value of Cs thus obtained can be compared with what is obtained from the cutoff mea-
surement. The parameters for the base–collector junction capacitance are also extracted
from this approach.
C. The collector contact lead inductor Lc

The collector lead conductor Lc can be calculated from Equation (3.29):

Lc = 1

ω

[
Im(Z22 − Z21) + 1

ωCs

]
. (3.31)

The third term in Equation (3.29) is assumed to be small enough and is neglected. This
straightforward method is not as accurate as expected. The deviation of the extracted
value of Lc is large and an accurate value of Lc is difficult to obtain. The reason for this
is that the small error resulting from extracting Cs could lead to large errors in Lc. The
differentiation of Equation (3.31) yields

�Lc = 1

ω2

(
− 1

C2
s

)
�Cs

= − 1

ω2Cs
× �Cs

Cs
. (3.32)

Lc is very sensitive to even a 5% error in extracting Cs. The error in estimating Lc result-
ing from the error in the estimation of Cs is plotted in Figure 3.30. Lc is very sensitive
to the error in extracting Cs. However, Lc is less sensitive to the error in estimating Cs

if the magnitude of Cs becomes larger. Therefore, a good bias point to extract Lc would
be zero bias at which the third term in the equation is negligible and the value of Cs is
larger. The Lc extracted at zero bias is shown in Figure 3.31.
D. The base–collector resistance Rbc

The real part of Z22 − Z21 in the middle frequency range is given by

Re(Z22 − Z21) = Rc + 1

ω2 RbcCs
− RbiCbcCf

C2
s

. (3.33)

If the term 1/ω2 RbcCs is much larger than the other two terms, Rbc can be approx-
imately extracted from the real part of Z22 − Z21 in the lower middle-frequency
range:
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Fig. 3.30 The variation of Lc with a 5% error in the estimation of Cs (B. Li, S. Prasad, L.-W. Yang and
S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46, No. 10,
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10 15 20 25 30 35
3.5

4

4.5

5

5.5

6

6.5

7

7.5

8
× 10−11

Frequency (GHz)

Lc
 (

H
)
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Rbc = 1

ω2CsRe(Z22 − Z21)
(3.34)

The second term in Equation (3.33) is inversely proportional to ω2; therefore, the mag-
nitude of the second term decreases rapidly. The other two terms cannot be neglected as
the frequency increases to a certain point. However, the extracted value of Rbc is not sig-
nificant since the value of Rbc is very large and does not affect the frequency response
much as long as we are only concerned with forward operation. Figure 3.32 shows the
extracted Rbc at the bias IB = 200 μA and VCE = {0.5 V, 1.0 V, 2.0 V, 4.0 V, 7.0 V}.
The magnitude of Rbc increases as VCE increases.

Figure 3.33 shows the extracted Rbc without de-embedding the pad capacitances at
the bias IB = 200 μA, VCE = 1.0 V. The magnitude of the calculated Rbc is negative
beyond 1 GHz. This shows that physically meaningless values may be obtained if no
de-embedding procedure is carried out.
E. The collector extrinsic resistance Rc

The Rc could be extracted by plotting Re(Z22 − Z21) versus 1/ω2 in the high frequency
range. The y-axis intercept is the value of Rc. The requirement for the high-frequency
range is difficult to be achieved and the conditions for the requirement are relaxed. Cs

is bias-dependent and the larger value of Cs could be obtained from S-parameters at
zero bias. Rc should be extracted from zero bias by this method since the Rc is more
significant in Equation (3.23) at zero bias.
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Fig. 3.32 The extracted Rbc at different base–collector voltages (B. Li, S. Prasad, L.-W. Yang and
S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46, No. 10,
pp. 1427–1435, October 1998. c©1998 IEEE).

More free ebooks  :  http://fast-file.blogspot.com



Optimisation and parameter extraction of circuit models 193

0 0.2 0.4 0.6 0.8 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1 × 106 RQ versus frequency

VCE = 1.0 V, IB = 200 uA

Frequency (GHz)

R
b

c  
(O

h
m

)

Fig. 3.33 The extracted Rbc at the bias IB = 200 μA, VCE = 1.0 V without de-embedding the pad
capacitances (B. Li, S. Prasad, L.-W. Yang and S. C. Wang, IEEE Transactions on Microwave
Theory and Techniques, Vol. 46, No. 10, pp. 1427–1435, October 1998. c©1998 IEEE).

F. The base contact lead inductor Lb

Applying the first-order approximation, Lb can be easily extracted from the imaginary
part of Z11 − Z12 in the middle-frequency range. That is

Lb = Im(Z11 − Z12)/ω. (3.35)

The extracted Lb at different biases is shown in Figure 3.34 without the de-embedding
procedure.

The dependence of the value of Lb on the bias VCE is attributable to the pad capa-
citance. After the de-embedding procedure is carried out, the extracted Lb is shown in
Figure 3.35.

The magnitude variation of Lb at the different biases is very small and almost
negligible, so Lb can be considered to be independent of bias.
G. The intrinsic and extrinsic base resistances
In principle, the sum of the intrinsic and extrinsic base resistances, Rbx + Rbi, can be
extracted from the low-frequency data, and the extrinsic base resistance, Rbx, can be
extracted from the high-frequency data if the equivalent circuit shown in Figure 3.25
describes the frequency response of the HBT accurately. However, most of the fre-
quency data are located in the intermediate frequency range. The requirement for the
high frequency condition is difficult to be satisfied, and the data at extremely low fre-
quencies are not available. The constraints on the base resistances thus can be obtained
from the real part of Z11 − Z12 in the intermediate frequency range:

Im(Z11 − Z12) = Rbx + Rbi
Cbc

Cs
. (3.36)
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Fig. 3.34 The Lb versus frequency, in which the pad capacitances have not been de-embedded (B. Li,
S. Prasad, L.-W. Yang and S. C. Wang, IEEE Transactions on Microwave Theory and
Techniques, Vol. 46, No. 10, pp. 1427–1435, October 1998. c©1998 IEEE).
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Fig. 3.35 The Lb versus frequency, in which the pad capacitance effect has been de-embedded (B. Li,
S. Prasad, L.-W. Yang and S. C. Wang, IEEE Transactions on Microwave Theory and
Techniques, Vol. 46, No. 10, pp. 1427–1435, October 1998. c©1998 IEEE).
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Fig. 3.36 The values of Rbx + Rbi(Cbc/Cs) after de-embedding the pad capacitances (B. Li, S. Prasad,
L.-W. Yang and S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46,
No. 10, pp. 1427–1435, October 1998. c©1998 IEEE).

The pad capacitances have a significant effect on the value obtained for Rbx +
Rbi (Cbc/Cs). The maximum variations of Rbx + Rbi(Cbc/Cs) before and after de-
embedding the pad capacitances are 5 and 0.5 respectively. The result after removing
the pad parasitics is shown in Figure 3.36.

This value is used to constrain the optimisation procedure in order to obtain accurate
values of Rbx and Rbi. The variation of Rbx + Rbi(Cbc/Cs) is due to the change of
Cbc with the base–collector voltage VCE. Cbc decreases as VCE increases. This causes
the ratio Cbc/(Cbc + Cf) to decrease and hence the magnitude of Rbx + Rbi(Cbc/Cs)

decreases.
H. The emitter resistance RE and base–emitter resistance re

RE + re can be obtained from the real part of Z12 in the intermediate frequency range.
With the high collector current where the neutral base recombination is the dominant
recombination, RE + re can be expressed as

RE + re = RE + nf kT

q IE
. (3.37)

The real part of Z12 in the intermediate frequency range is the sum of re + RE. The plot
of re + RE versus 1/IE would give the values of RE, re and ideality factor nf.
I. The emitter lead inductor and base–emitter capacitance
Le −Cber2

e can be obtained from the imaginary part of Z12 in the low middle frequency
range. In the case of high collector currents, the fraction of the depletion capacitance
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in the base–emitter capacitance Cbe is small and Cbe can be approximated to be pro-
portional to IE, and we also have re ∝ 1/IE. Therefore, the y intercept of the plot of
Le − r2

e Cbe versus 1/IE gives the value of Le. The value of Le − Cber2
e at f = 5 GHz

is used for this purpose. Le − Cber2
e is plotted versus 1/Ie and shown in Figure 3.37.

Based on the values of Le and re obtained previously, the value of Cbe can be easily
calculated. The value of Cbe obtained in this way only serves to give the initial value
of Cbe. An accurate value of Cbe is obtained from the optimisation procedure. It is
noted that the magnitude of Cbe is not sensitive to the optimisation procedure. This was
also reported in [24] where the value of Cbe is calculated from fα (where fα is the
transport factor α cutoff frequency and fα = 1/reCbe). An accurate value of Cbe is
extremely difficult to obtain since changing the value of Cbe does not change the error
of optimisation much over the bias ranges for this example.
J. The transport factor α
The transport factor α can be calculated directly by

α = Z21 − Z12

Z22 − Z21 − Rc − jωLc
. (3.38)

Assuming a single-pole approximation, one can write

α = α0

1 + jω

ωα

e−jωτ , (3.39)
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Fig. 3.37 Le − Cber2
e versus the inverse emitter current. Le = 9.99 pH (B. Li, S. Prasad, L.-W. Yang and

S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46, No. 10,
pp. 1427–1435, October 1998. c©1998 IEEE).
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where ωα can be expressed as

ωα = 1

Cbere
= 1

τb
(3.40)

where τb is the base transit time and is related to physical parameters by W 2
BC/2Dn for

npn HBTs. The magnitude of α(ω) at IB = 200 μA with different collector–emitter
voltages is shown in Figure 3.38 together with the fitted curve of the magnitude of α.

α0 is obtained by taking the value of |α| at low frequency and ωα (and therefore the
base transit time τb = 1/ωα) can be calculated directly at each frequency using

τb =
√
α2

0 − |α(ω)|2
ω|α(ω)| . (3.41)

The calculated τb at IB = 200 μA with different collector–emitter voltages is shown
in Figure 3.39. Since the base is heavily doped, the base width modulation effect in
the HBT is negligible and therefore τb should be a weak function of IB and VCE. The
dependence of τb on the base current and collector–emitter voltage is not completely
clear. One possible reason for the α dependence on VCE is the self-heating effect in
the HBT. The diffusion coefficient Dn = (kT /q)μn is a function of the temperature in
which μn ∝ T −s. An often quoted value of s is 2.3 (for intrinsic GaAs). It is noted
that the Dn decreases when the dissipated power in the HBTs increases. Therefore,
the τb increases with larger VCE values. The emitter–collector phase delay time can be
calculated by
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Fig. 3.38 |α| versus frequency at different collector emitter voltages (B. Li, S. Prasad, L.-W. Yang and
S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46, No. 10,
pp. 1427–1435, October 1998. c©1998 IEEE).
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Fig. 3.39 τb versus frequency at different collector–emitter voltages (B. Li, S. Prasad, L.-W. Yang and
S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46, No. 10,
pp. 1427–1435, October 1998. c©1998 IEEE).

τ = 1

ω

[
−� α(ω) − tan−1

(
ω

ωα

)]
, (3.42)

where τ = (m/1.2)τb + τc and m � 0.22. The calculated τ versus frequency at IB =
200 μA with different values of VCE is shown in Figure 3.40.

When the collector–emitter voltage increases, the collector transit time τc =
WBC/2vsat increases due to the larger base–collector space region. Therefore, the
emitter–collector delay time increases as expected with the larger collector–emitter volt-
age. This might be explained by the self-heating effect in the HBT. The emitter–collector
delay time is a monotonously increasing function of τb and τc. As the power dissipated
in the HBT increases, the temperature of the intrinsic part of the HBT increases. That
causes the diffusion coefficient Dn to decrease and results in the larger base transit time
τb, and hence the larger emitter–collector delay time.

3.7.2 Results of the parameter extraction

The values of the bias-independent elements are given in Table 3.4.
All of the bias-independent elements are extracted from the procedure described

above except for Le, Rbi and Rbx. Accurate values of Le, Rbx and Rbi are obtained from
the empirical optimisation procedure. Let a = Rbx + Rbi(Cbc/Cs) and γ = Cbc/Cs.
The initial values of Rbi and Rbx are estimated from the variation of a. We have
Rbx = �a/�γ . The calculated values of Rbx and Rbi are listed in Table 3.4. Instead of
defining just the absolute error and just the relative error, the mixed relative and absolute
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Table 3.4 The bias-independent parameters

Parameters Values (analytical) Values (optimised)

Cpbc(fF) 0 0
Cpbe(fF) 27.4 27.4
Cpce(fF) 41 42
Cf(fF) 16.5 16.5
Lb(pH) 55 55
Le(pH) 9.9 5.46
Lc(pH) 61 61
Rbx(�) 1.38 1.42
Rbi(�) 2.3 4.049
RE(�) 1.832 1.832
Rc(�) 4.99 4.99
Error 2.2 % 0.43 %
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Fig. 3.40 τ versus frequency at different collector–emitter voltage (B. Li, S. Prasad, L.-W. Yang and
S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46, No. 10,
pp. 1427–1435, October 1998. c©1998 IEEE).

errors are used to obtain the best fit between the measurement and the simulation. The
optimisation error is defined by

E = 1/4N
N∑

i=1

⎡⎣(
Smea

11 − Ssim
11

Smea
11

)2

+
(

Smea
12 − Ssim

12

Smea
12

)2

+
(

Smea
21 − Ssim

21

Smea
21

)2

+
(

Smea
22 − Ssim

22

Smea
22

)2
⎤⎦ , (3.43)
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Table 3.5 The bias-dependent parameters

VCE(V) 0.50000 1.0000 2.0000 4.0000 7.0000
IC(mA) 6.0 6.2 6.1 5.9 5.6
Cbc (fF) 109.1 64.75 41.50 26.8 18.70
re(�) 4.168 4.0432 4.218 4.518 5.018
Rbc(k�) 8.6 70 121 180 200
α0 0.9741 0.9751 0.9751 0.9740 0.9740

CA
be(fF) 344 344 344 344 344

f A
α (GHz) 63 66 66 55 45

τA (ps) 0.42 0.95 1.7 2.52 3.42

CO
be (fF) 289 238 239 268 293

f O
α (GHz) 58.2 58.9 52.3 47.10 39.9

τO(ps) 0.158 0.69 1.09 2.08 3.14

ErrorA 0.98% 0.84% 0.86% 0.62% 0.9%

ErrorO 0.50% 0.69% 0.43% 0.41% 0.56%

where N is the number of the frequency points. The errors between the measured and
simulated S-parameters are also listed in Table 3.4.

The optimisation is carried out at the bias IB = 200 μA and VCE = 2.0V. The
error between the measurement and the simulation at the bias IB = 200 μA and
VCE = 2.0 V before the optimisation is already 2.2%. The bias-dependent param-
eters Cbe, re,Cbc, Rbc, α0, fα and τ at constant base current IB = 200 μA and
VCE = {0.5 V, 1.0 V, 2.0 V, 4.0 V, 7.0 V} are given in Table 3.5. Superscript A rep-
resents the results from optimisation and superscript O represents the results from
the direct analysis. Once the values of the bias-independent elements are known,
all the bias-dependent values can be easily calculated and no further optimisation is
needed. It is seen in Table 3.5 that, by using the directly calculated values of the
bias-dependent elements, the error between simulation and measurement is very small.
All the errors are less than 1%. Optimisations are also used. Only the three elements
Cbe, fα and τ are optimised. The errors after optimisation are given in the Table 3.5.
The variation of re is dependent on the collector current and the self-heating effect.
As explained previously, accurate values of Cbe are very difficult to obtain. The varia-
tion of Cbe may result from the numerical techniques. The bias-dependent parameters
Cbe, re,Cbc, Rbc, α0, fα and τ at constant collector–emitter voltage VCE = 2.0 V and
IB = {200 μA, 400 μA, 600 μA, 800 μA, 1000 μA} are given in Table 3.6. The errors
in using the analytical approach and in using the optimisation procedure based on the
initial values obtained from the analytical approach are both given. It is seen that the
errors, using the analytical approach, become higher if the collector currents increase.
This is because the self-heating effect becomes more significant when the collector
currents increase. However, the bias-independent elements are forced to be fixed in
all the extraction procedures and they are practically functions of the device tempera-
ture. The thermal effect is absorbed by the bias-dependent elements after optimisation.
Thus the errors become smaller. As expected, Cbe increases with increased collector
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Table 3.6 The bias-dependent parameters

IB(μA) 200.000 400.000 600.000 800.000 1000.000
IC(mA) 6.1 14.1 22.6 30.19 38.8
Cbc(fF) 41.50 37.4 32.7 28.75 27.15
re(�) 4.218 1.798 1.133 0.8482 0.6912
Rbc(k�) 200 200 200 200 200
α0 0.9751 0.9785 0.9796 0.9790 0.9790

CA
be(fF) 344 863 1275 1704 2190

f A
α (GHz) 66 72 94 114 102

τA(ps) 1.7 1.6 1.52 1.73 1.2

CO
be(fF) 0.239 0.682 1.070 1.537 1.984

f O
α (GHz) 52.3 64.4 79.1 88.9 81.2

τO(ps) 1.09 1.02 0.98 0.68 0.45

ErrorA 0.86% 2.6% 3.2% 5.2% 7.6%

ErrorO 0.43% 0.62% 1.1% 2.1% 2.9%
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Fig. 3.41 The simulated and measured S11 and S22. ◦: measured S11; : simulated S11; ∇: measured S22;
�: simulated S22 (B. Li, S. Prasad, L.-W. Yang and S. C. Wang, IEEE Transactions on
Microwave Theory and Techniques, Vol. 46, No. 10, pp. 1427–1435, October 1998. c©1998
IEEE).

currents. It is observed from Table 3.6 that Cbc decreases with the increased collec-
tor currents. One possible explanation is the self-heating effect and the modification
of the base–collector space charge region by the injected carriers [24]. The effect of
self-heating is not discussed here. The simulated and measured S-parameters at the bias
IB = 200 μA and VCE = 2.0 V are shown in Figures 3.41–3.43. The excellent fit between
the measured and modelled data shows that this procedure may be used successfully in
device parameter extraction.
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Fig. 3.42 The simulated and measured S21. ◦: measured S21; : simulated S21 (B. Li, S. Prasad,
L.-W. Yang and S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46,
No. 10, pp. 1427–1435, October 1998. c©1998 IEEE).
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Fig. 3.43 The simulated and measured S12. ◦: measured S12; : simulated S12 (B. Li, S. Prasad,
L.-W. Yang and S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46,
No. 10, pp. 1427–1435, October 1998. c©1998 IEEE).
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In summary, the pad capacitances are extracted from the HBTs under cutoff oper-
ation. Most of the elements are obtained from the analysis of the behaviour of the
Z-parameters. The values of uncertain elements are obtained from the optimisation at a
specific bias. The initial values of these uncertain elements are also obtained from the
analytical approach.

3.8 Basic expressions for small-signal parameter extraction

Small-signal equivalent circuit parameter extraction has been much addressed by several
researchers [3, 6, 19, 20, 25, 26, 33, 34]. The basic expressions and approximations for
the Z-parameters in different frequency ranges and under different bias conditions are
treated in this section [14].

3.8.1 Theoretical approximations of Z-parameters for the HBT

The simplified T equivalent circuit of the HBT after de-embedding pad capacitances is
shown in Figure 3.44. The T equivalent circuit is used here since it is more physically
meaningful than the π equivalent circuit. The latter circuit is the mathematical repre-
sentation of transistor operation. It is also easier to infer the large-signal model from the

B
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Cbere

Ie

RbiRbx

Cf

Rci Rcx

bc

bc

Fig. 3.44 Simplified T-type equivalent circuit, in which pad parasitics have been de-embedded (B. Li and
S. Prasad, IEEE Transactions on Microwave Theory and Techniques, Vol. 47, No. 5,
pp. 534–539, May 1999. c©1999 IEEE).
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Fig. 3.45 Physical significance of the elements in the small-signal equivalent circuit (B. Li and S. Prasad,
IEEE Transactions on Microwave Theory and Techniques, Vol. 47, No. 5, pp. 534–539, May
1999. c©1999 IEEE).

bias-dependent element parameters by the T equivalent circuit since there are straight-
forward physical equations for the bias-dependent intrinsic elements. Figure 3.45
depicts the physical significance of each of the circuit elements in Figure 3.44 and also
includes the extrinsic parasitic capacitances Cpbe,Cpbc and Cpce. The active portion of
the HBT was modelled using Cbe,Cbc, re, α Ie, Rbc and Cf. RE is the extrinsic emitter
resistance which consists of the contact resistance and emitter region resistance. The
extrinsic collector resistance was divided into three parts: Rc1, Rc2 and Rc3, which are,
respectively, the resistance due to the n-collector, the n+ access region, and the collector
contact. The intrinsic collector resistance is represented by Rci which characterises the
distribution effect of the base–collector junction at the collector side. Rc1, Rc2 and Rc3

are lumped together as Rcx in Figure 3.44. Similarly, the extrinsic base resistance con-
sists of a contact resistance Rb1 and an access resistance Rb2. Rb1 and Rb2 are lumped
together as Rbx in Figure 3.44. Rbi is the intrinsic base resistance. Finally, the distribu-
tion effect of the base–collector junction is modelled by the elements Rbi, Rbx,Cf,Cbc

and Rbc. Cpbe,Cpbc and Cpce modelled the coupling between the base–emitter, the base–
collector and the collector–emitter interconnection layers. Le, Lb and Lc are the contact
leads of the emitter, the base and the collector respectively:

ZBC = Rbc

1 + jωRbcCbc
(3.44)

ZE = RE + jωLe + re

1 + jωreCbe
(3.45)
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ZF = 1

jωCf
(3.46)

ZC = Rc + jωLc (3.47)

ZB = Rbx + jωLb (3.48)

α = α0
1

1 + jω

ωα

e−jωτ . (3.49)

The two-port network Z-parameters are given as follows (the derivation for two-port
Z-parameters of this equivalent circuit is straightforward using basic circuit theory and
the details are not given here):

Z11 = ZB + ZE + Rbi[ZF + Rci + (1 − α)ZBC]
�

Z12 = ZE + Rbi × Rci + (1 − α)ZBC

�
Z21 = ZE + Rci Rbi + (1 − α)ZBC Rbi − αZF ZBC

�
Z22 = ZC + ZE + [(1 − α)ZBC + Rci](ZF + Rbi)

� , (3.50)

where � = Rbi + Rci + ZF + ZBC.
Let Rci = 0 (in most cases, it is hard to distinguish between Rci and Rcx, and Rci and

Rcx are lumped together as Rc), the following equations are obtained after some simple
calculations:

Z11 − Z12 = ZB + ZF Rbi

ZBC + ZF + Rbi
(3.51)

Z12 = ZE + (1 − α)ZBC Rbi

ZBC + ZF + Rbi
(3.52)

Z12 − Z21 = αZF ZBC

ZBC + ZF + Rbi
(3.53)

Z22 − Z21 = ZC + ZF ZBC

ZBC + ZF + Rbi
. (3.54)

The most important term is

� = ZF ZBC

ZBC + ZF + Rbi
. (3.55)

This term � is a complicated function of frequency and all the right sides of the Equa-
tions (3.51)–(3.54) can be expressed as the sum of a simple function of frequency and
this term (except for a scaling constant).
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Within the extreme low frequency range in which ωCbc Rbc � 1,

� � ZF ZBC

ZBC + ZF

� Rbc

jω(Cf + Cbc)Rbc + 1

� Rbc − jωR2
bcCs, (3.56)

where we have used the assumption Rbc � Rbi and let Cs = Cf + Cbc, since this
is almost always the case in the forward or saturation applications. A typical extreme
low frequency can be calculated by using the typical element values. In modern pro-
cess technology in which the base resistance and base–collector capacitance have been
greatly reduced, the typical values Cbc � 5 × 10−14 F and Rbc � 5 × 104 �, therefore
the frequency f � 0.1/(2πRbcCbc) = 6.8 MHz. For microwave applications, this typi-
cal frequency is very low. Substituting the expression in Equation (3.56) into Equations
(3.51), (3.52) and (3.54), the equations reduce to

Z11 − Z12 = Rbx + jωLb + Rbi − jωRbc RbiCs (3.57)

Z12 = RE + jωLe + re − jωr2
e Cbe

+ (1 − α) × jωRbiCf(Rbc − jωR2
bcCs) (3.58)

Z22 − Z21 = RC + jωLc + Rbc − jωR2
bcCs. (3.59)

The base–emitter resistance is small in forward bias and therefore, ZE is approximated
as RE + jωLe + re − jωr2

e Cbe in this analysis. Z12 can be simplified by discarding the
higher-order terms:

Z12 = RE + jωLe + re − jωr2
e Cbe + j (1 − α)ωRbi RbcCs. (3.60)

At low frequency, α → αDC → 1. Hence, Z12 is further simplified as

Z12 = RE + jωLe + re − jωr2
e Cbe. (3.61)

The intermediate frequency range is characterised by ωCbc Rbi, ωCf Rbi � 1, but
ωCbc Rbc � 1. The approximation for � is given as

� = ZF ZBC

ZF + ZBC + Rbi

� ZF ZBC

ZF + ZBC
×

(
1 − Rbi

ZF + ZBC

)
(3.62)

�
(

1

jωCs
+ 1

ω2C2
s Rbc

) (
1 − jωCfCbc Rbi

Cs

)
� 1

jωCs
+ 1

ω2C2
s Rbc

− RbiCbcCf

C2
s

− j RbiCfCbc

ωC3
s Rbc

� 1

jωCs
+ 1

ω2C2
s Rbc

− RbiCbcCf

C2
s

, (3.63)
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where higher-order terms have been discarded. A typical intermediate frequency is cal-
culated by using the typical element values. Assume Rbi = 10�, the typical value
of frequency is 0.1/(2πRbiCbc) � 0.64 GHz. The value ωCbc Rbc � 10 appropri-
ately justifies the assumption. Substituting the approximation in Equation (3.63) into
Equations (3.51), (3.52) and (3.54), we obtain

Z11 − Z12 = Rbx + jωLb + Rbi
Cbc

Cs
− j RbiCf

ωRbcC2
s

(3.64)

Z12 = RE + jωLe + re − jωr2
e Cbe + (1 − α)Rbi

(
Cf

Cs

)
(3.65)

Z22 − Z21 = RC + jωLc + 1

jωCs
+ 1

ω2 RbcCs
− RbiCbcCf

C2
s

. (3.66)

As indicated in the above expressions, initially 1/ω2(Cf + Cbc)
2 Rbc is much larger than

RbiCbcCf/C2
s and Rc. Re(Z22 − Z21), where Re denotes the real part can hence be

used to extract Rbc. With increase of frequency, the second term decreases rapidly and
Re(Z22 − Z21) is possible to be negative as described in [20], where the intrinsic base
resistance Rbi is much higher in InP-based HBTs than in GaAs-based HBTs. After the
higher-order terms are discarded, Equations (3.64) and (3.65) are reduced to

Z11 − Z12 = Rbx + jωLb + Rbi
Cbc

Cs
(3.67)

Z12 = RE + jωLe + re − jωr2
e Cbe (3.68)

The fifth term in Equation (3.65) consists of only a very small fraction of the real
part of Z12; therefore, the approximation is generally reasonable. However, for InP-
based HBTs it may account for up to 18% of the real part of Z12 due to the large
base resistance [20]. Self-consistent iterations can be used to correct the approximation
errors [20].

The very high frequency range is defined by ωCbc Rbi, ωCf Rbi � 1

� � ZF ZBC

Rbi
× 1

1 + ZF + ZBC

Rbi

� − 1

ω2CbcCf Rbi
×

(
1 − ZF + ZBC

Rbi

)
� − 1

ω2 RbiCbcCf
+ 1

ω2 RbiCbcCf

(
1

jωCf Rbi
+ 1

jωCbc Rbi

)
. (3.69)

The typical very high frequency is calculated by the values given above:
f = 10/(2π RbiCbi)= 63.8 GHz. Since the very high frequency is very hard to reach, we
normally relax the high frequency requirement to above 20 GHz. Substituting Equation
(3.69) into Equations (3.51), (3.52) and (3.54), we obtain

Z11 − Z12 = Rbx + jωLb + 1

jωCf
+ 1

ω2 RbiCbcCf

(
Cbc

Cf + 1

)
(3.70)
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Z12 = RE + jωLe + re − jωr2
e Cbe + (1 − α)

jωCbc
+ (1 − α)

ω2 RbiCbcCf

(
Cf

Cbc
+ 1

)
(3.71)

Z22 − Z21 = RC + jωLc − 1

ω2 RbiCbcCf
+ 1

ω2 RbiCbcCf

(
1

jωCf Rbi
+ 1

jωCbc Rbi

)
.

(3.72)

We divide the frequency range into three subdivisions. The boundaries of these three
ranges are not strict and highly dependent on the applied biases, process technology
and device design. The magnitudes of Rbc, Rbi,CF,Cbc and re affect the definitions of
the frequency range. The network analyser is used to measure S-parameters and then the
S-parameters are converted to Z-parameters. The lowest frequency of the network anal-
yser is about several tenths of MHz. Therefore, S-parameter data at the low frequency
(satisfied by the condition ωRbcCs � 1) are not of much use for analysis except in the
reverse or deep saturation region.

For the analytical approach to parameter extraction, we clarify that the intermediate
frequency range is below 5 GHz and the high frequency range is greater than 10 GHz.
The method of clarifying the frequency range before extracting the element parame-
ters is arbitrary; however, the justification needs to be made during the procedure of
parameter extraction.

3.8.2 Z-Parameters at zero bias or ‘cold’ biases

At zero bias (VBE = 0 V and VCE = 0 V) or ‘cold’ bias (VBE = 0 V and IB = 0 A;
‘cold’ is adopted from the MESFET modelling techniques), the current gain becomes
zero and the device behaves like a passive component. The base–emitter resistance re is
also much larger. The magnitude of this resistance is normally greater than 104 �, which
is within the same order of magnitude as the collector–base resistance. Therefore, the
equivalent circuit becomes much simpler and so are the Z-parameters. With α = 0,
we have

Z11 − Z12 = ZB + ZF Rbi

ZBC + ZF + Rbi
(3.73)

Z12 = Z21 = ZE + ZBC Rbi

ZBC + ZF + Rbi
(3.74)

Z22 − Z21 = ZC + ZF ZBC

ZBC + ZF + Rbi
. (3.75)

The approximation of the Z-parameters is almost the same as before except for Z12 and
Z21. The approximation of ZE in this case will be rather different. The ZE at the low
frequency range in which ωreCbe0 � 1 is satisfied is given by

ZE � RE + jωLe + re − jωr2
e Cbe0. (3.76)

Substituting into Equation (3.74), Z12 can be written as

Z12 � RE + jωLe + re − jωr2
e Cbe0 + jωRbiCf(Rbc − jωR2

bcCs). (3.77)
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For simplicity, higher-order terms can be discarded in the above equation without
affecting the accuracy.

When the frequency increases to the point at which ωreCbe0 � 1, ZE is approxi-
mated as

ZE = RE + jωLe + 1

jωCbe0
+ 1

ω2reC2
be

. (3.78)

Actually, the assumption of ωreCbe0, ωRbcCbc0 � 1 and ωCbe0 Rbi, ωCbc0 Rbi � 1 is
easily satisfied in the frequency range of interest; therefore,

Z11 − Z12 = Rbx + jωLb + Cbc

Cs
Rbi (3.79)

Z12 = RE + jωLe + 1

jωCbe0
+ 1

ω2reC2
be

+ Cf

Cs
Rbi (3.80)

Z22 − Z21 = RC + jωLc + 1

jωCs
+ 1

ω2 RbcC2
s
. (3.81)

In the above equations, the higher-order terms have been discarded for simplicity. If the
frequency increases further and 1/(ωCbe0), 1/(ωCbc0) � Rbi, then Z12 is given by

Z12 = RE + jωLe + 1

jωCbe0
+ 1

ω2reC2
be

+ 1

jωCbc
+ 1

ω2 RbiCbc

(
1

Cbc
+ 1

Cf

)
.

(3.82)
In the case of both junctions being reverse-biased, the approximation of the Z-
parameters might be rather similar to this case at zero bias.

3.8.3 Parameter extraction

The model parameter extractions are based on the assumption that all the extrinsic and
parasitic elements are bias-independent and only elements in the intrinsic part of the
device vary with bias. This also means that the extrinsic and parasitic elements can be
extracted by using multiple bias information. Some element values are sensitive to the
bias point at which the extraction procedure is carried out.

Since the conditions at the intermediate frequency are easily satisfied in the fre-
quency measurement range, we should make the most use of the Z-parameters in the
intermediate frequency range. The extraction procedure is shown in Figures 3.46–3.49.
The information for extracting the element parameters is overwhelming; hence different
schemes can be developed. The extraction procedure shown here is just one of them. The
superscripts used are explained as follows: R represents the real part of the correspond-
ing Z-parameters; I the imaginary part; F the forward bias; 0 the zero bias; L the low
frequency range; M the intermediate frequency range; and H the high frequency range.

From Z11 − Z12, we extract Lb by plotting Im(Z11 − Z12)/ω versus frequency in
high frequency range. Rbx + Rbi can be obtained from Re(Z11 − Z12) at the extreme
low frequency. Rbx might be obtained from Re(Z11 − Z12) at the high frequency. The
difference will be Rbi.
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(Z11–Z12)I,F,M/ ωLb (Z11–Z12)R,F,LRbx + Rbi Rbx (Z11–Z12)R,F,H

Z11–Z12

Fig. 3.46 The element values extracted from Z11 − Z12 (B. Li and S. Prasad, IEEE Transactions on
Microwave Theory and Techniques, Vol. 47, No. 5, pp. 534–539, May 1999. c©1999 IEEE).

Z12

Le – reCbe 12
Z I, F,M

Le, Cbe Le–re Cbe 1/1 E
2

RE, re, nf RE + re ~ 1/1E

ZR, F,M
12

RE + re

~

Fig. 3.47 The element values extracted from Z12 (B. Li and S. Prasad, IEEE Transactions on Microwave
Theory and Techniques, Vol. 47, No. 5, pp. 534–539, May 1999. c©1999 IEEE).

α

αDC, τb, τc, τ, fα

(Z12 – Z21)/(Z22 – Z21 – Rc – jω Lc)

Fig. 3.48 The element values extracted from (Z12 − Z21)/(Z22 − Z21 − Rc − jωLc) (B. Li and
S. Prasad, IEEE Transactions on Microwave Theory and Techniques, Vol. 47, No. 5,
pp. 534–539, May 1999. c©1999 IEEE).

Figure 3.47 shows how to extract RE, re, Le and Cbe. RE + re is easily obtained from
the real part of Z12 in the low or intermediate frequency range and we have

RE + re = RE + nfkT

q IE
. (3.83)

Therefore, we plot the curve RE + re versus 1/IE. RE, re and nf should be easily
extracted. In the case of high collector currents, the fraction of the depletion capacitance
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Cbc, Cf fitting pn capacitance equation

Rbc
(Z22–Z21)R,F,M

 × ω 2
 (Cbc + Cf)

Rc (Z22 – Z21)R,F,H
 ~ 1/ω

Z22 – Z21

Cbc + Cf (Z22 – Z21)I,F,M× (–ω ) Lc
((Z22 – Z21)I,F,M

 +1/ ω (Cbc + Cf))/ω

Fig. 3.49 The element values extracted from Z22 − Z21 (B. Li and S. Prasad, IEEE Transactions on
Microwave Theory and Techniques, Vol. 47, No. 5, pp. 534–539, May 1999. c©1999 IEEE).

in the base–emitter capacitance Cbe is small and Cbe can be approximated to be propor-
tional to IE, and we also have re ∝ 1/IE. Therefore, the y intercept of plot of Le −r2

e Cbe

versus 1/IE gives the value of Le. Once Le is known, Cbe can be easily calculated.
The extraction from Z22 − Z21 is somewhat more complex. Rbc is extracted from the

expression Re(Z22 − Z21)ω
2Cs at the intermediate frequency or from the real part of

Z22 − Z21 at the low frequency. Rc is the vertical axis intercept of the plot of Re(Z22 −
Z21) versus 1/ω2 in the high frequency range. Cf + Cbc is extracted from (Z22 − Z21)×
(−ω) at the intermediate frequency. There are two different assumptions about Cf. One
assumes that Cf is bias-independent. Therefore, we can obtain Cf and Cbc by fitting
Cf + Cbc into the following bias-dependent equation:

Cf + Cbc = Cf + Cjbc0(
1 − VBC

Vjbc

)Mjbc
. (3.84)

On the other hand, Cf might be considered to vary with the bias rather than be fixed
as in the Gummel–Poon model. The fraction of Cf in the base–collector capacitance is
constant. For this case, given Rbx, Rbi and Cbc/Cs can be obtained from the real part of
Z11−Z12 at the intermediate frequency or calculated from a knowledge of the geometry.
We can calculate Cbc and Cf once the fraction is given.

Lc is calculated by the expression Im[(Z22 − Z21)+1/(ω(Cbc + Cf))]/ω in the high
frequency range.

α can be extracted easily once we know Rc and Lc. This is shown in Figure 3.47. The
extraction of parameters related to α has been reported by Pehlke and Pavlidis [19].
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3.8.4 The approximation at R bi = 0

This is the case in which the distributed effect of the base–collector region is not neces-
sarily taken into account. The equivalent circuit is reduced and so are the Z-parameters.
Let Rbi = 0 in Equations (3.51)–(3.54), we have

Z11 − Z12 = Rb + jωLb (3.85)

Z12 = RE + jωLe + re − jωr2
e Cbe (3.86)

Z12 − Z21 = α × ZBC (3.87)

Z22 − Z21 = RC + jωLc + ZBC. (3.88)

The element parameter extraction becomes trivial in this particular situation.
In the extreme low frequency range,

Z22 − Z21 = RC + jωLc + Rbc − j R2
bcCbc. (3.89)

In the intermediate frequency range,

Z22 − Z21 = RC + jωLc + 1

jωCbc
+ 1

ω2 RbcC2
bc

. (3.90)

Rb and Lb are given by Equation (3.85). Equation (3.86) gives RE, re, Le and Cbe.
Equation (3.88) gives Rc, Rbc,Cbc and Lc. The extraction of α is the same as described
above.

The T small-signal equivalent circuit for HBTs after de-embedding pad capacitances
has been used to derive the Z-parameter expressions. The simplification of the Z-
parameters based on the range of measured frequencies was developed in order to
provide guidelines for directly extracting element parameters. The information from the
measured S-parameters is normally overwhelming and different schemes of extraction
procedure could be developed from these approximations. One fully analytical extrac-
tion procedure has been provided here. Z-parameters at multiple biases are utilised to
extract the small-signal parameters. These results can also be used for the parameter
extractions of BJTs.

3.9 Small-signal model of the collector-up (inverted) HBT

The device used in this example is a 5 × 10 μm2 InGaAs/InAlAs/InP inverted HBT
with fT = 23 GHz and fmax = 20 GHz. The small-signal equivalent circuit of the
device [17, 18] is shown in Figure 3.50.

Lb, Lc and Le and Cpbe,Cpbc and Cpce are parasitic inductances and capacitances
respectively, and Rb, Rc and Re are extrinsic resistances. The active portion of the
HBT is modelled by intrinsic elements Ce, re,Cjc, α and Rjc, where α = αF/[1 +
j ( f/ fα)]e−jωτ . αF is the dc value of the transport factor, τ is the transit time of collector
current and fα is the α 3 dB frequency. RF-measurements indicate that the HBT under
zero bias (Ib = 0 A, VCE = 0 V) can be represented by a passive network. Therefore, in
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B
C

E

Cpbc

Lb Lc

Le

Re

Cere

Cjc

Rjc

Rb

CpceCpbe

αIe

Ie

Rc

Fig. 3.50 Small-signal equivalent circuit of the inverted HBT (B. Li and S. Prasad, IEEE Transactions on
Microwave Theory and Techniques, Vol. 45, No. 7, pp. 1135–1137, July 1997. c©1997 IEEE).

this case, the transport factor α is negligible. Moreover, the dynamic resistance of the
base–collector p–n junction and the base–emitter p–n junction is assumed to be very
large. The uncertainty of numerical optimisation in zero bias can be reduced. The initial
values that are assumed in optimisation are calculated from the physical and geomet-
rical parameters. The parasitic elements, Cpbe,Cpbc,Cpce, Lb, Le and Lc, are obtained
from zero bias numerical optimisation and assumed to be invariant with bias [18]. Their
values are listed in Table 1.

The other elements under non-zero bias are extracted by the following analytical
approach:

• Convert the S-parameters to Z-parameters and remove the parasitic series elements
Lb and Lc;

• Convert the Z-parameters to Y-parameters and remove the parasitic shunt elements
Cpbe, Cpce and Cpbc;

• Convert the Y-parameters to h-parameters.

The elements of the equivalent circuit, excluding the parasitic effects, are easily
extracted using the procedure described in [19].

The elements Rb, Le, Re and Rc are basically constant over the entire frequency
range of interest and do not show significant variation with bias. Therefore,
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these elements can be considered to be fixed. The bias-dependent elements are
Ce,Cjc, Rjc, αF, τ, fα and re. The consideration of the bias variation of these elements
is sufficient for accurate small-signal modelling [17, 18].

3.10 Problems

(1) The scattering parameters of the HEMT in the common source configuration
are given. The Y-parameters are related to the equivalent circuit parameters as
follows:

Y11 + Y12 = jωCGS (3.91)

−Y12 = jωCGD (3.92)

Y22 + Y12 = gD + jωCDS (3.93)

Y21 − Y12 = gm

1 + j
(

ω
ω0

)
τ1

, (3.94)

where

τ1 = ω0
−CDS

gD
(3.95)

ω0 = μn(VGS − VT)

L2
. (3.96)

The scattering parameters were measured at VGS − VT = 0.4 V. The mobility
μn = 4400 cm2/V-s and L = 1 μm. VDS = 0.5 V. gm = 0.049 S, gD = 0.014 S.

Use the SA algorithm to obtain optimised values of the equivalent circuit after
converting the scattering parameters to admittance parameters [14] as shown in
Table 3.7.

(2) What are the advantages of combinatorial optimisation methods over analytical
methods of device optimisation? What are the disadvantages?

(3) A researcher wants to optimise the parameters of a small-signal equivalent circuit
for the HBT using the genetic algorithm. The parameters are shown in Table 3.8.
Assume that there is a procedure for measuring the S-parameters of the HBT for
each variation of the parameters of the circuit shown in the table.
(a) Write down the steps of a genetic algorithm for the optimisation.
(b) Write a fitness function for the genetic algorithm.
(c) Modify this genetic algorithm for optimising the small-signal parameters of

a FET. Compare the difficulty of doing this to the difficulty of modifying an
analytic method for the same procedure.

(4) A student wants to create a neural network model for a power amplifier with
the parameters shown in Table 3.9. He/she decides to use the SGA to simultane-
ously optimise both the weight values and the number of neurons in the neural
network.
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Table 3.7 HEMT scattering parameters

Frequency (GHz) S11 S12 S21 S22

5 0.55 � − 158 0.05� 1.80 0.53 � 14.5 0.83� 176

10 0.75 � − 166 0.06� 180 0.63 � 18.5 0.82� 173

20 0.8 � 179 0.07� 26 0.68 � 28.5 0.82� 167

30 0.826 � 169 0.07� 35 0.079� 33.5 0.83 � 161

40 0.79 � 161 0.009� 33 0.09 � 34.5 0.81� 155

Table 3.8 Circuit parameters

Component Definition

Lb(pH) Base inductance

Lc(pH) Collector inductance

Le(pH) Emitter inductance

Cc(fF) Collector capacitance

Ce(pF) Emitter capacitance

Rb(�) Base resistance

Rc(�) Collector resistance

τ (ps) Transit time

βo Current gain

Table 3.9 Neural network inputs and outputs

Inputs Outputs

Gate length Output power

Gate voltage DC gate current

DC drain current Drain current

(a) Draw a diagram of a chromosome that can be used by the SGA.
(b) Is there any other way to simultaneously optimise both the weight values and

the number of neurons in the network?
(5) The scattering parameters for an HBT are given in Table 3.10.

Use the semi-analytical parameter extraction method to determine the ele-
ment values in the equivalent circuit and then obtain the scattering parameters
to compare with the given measured parameters.

(6) Assume that the base–collector extrinsic capacitance could be lumped into the
intrinsic Cbc and develop the strategy for the small-signal model parameter
extraction procedure.
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Table 3.10 HBT S-parameters

Frequency (GHz) |S11| � S11 |S21| � S21 |S12| � S12 |S22| � S22

0.45 0.955 −4.3 4.651 174.83 0.008 85.1 0.997 −2.78
0.5 0.954 −4.83 4.648 174.25 0.009 84.2 0.996 −3.1
0.6 0.953 −5.78 4.638 173.19 0.01 84.11 0.996 −3.73
0.7 0.952 −6.71 4.631 172.13 0.012 83.44 0.995 −4.32
0.8 0.951 −7.66 4.622 171.05 0.013 82.7 0.994 −4.93
0.9 0.95 −8.68 4.614 170.05 0.015 82.79 0.993 −5.51
1 0.948 −9.52 4.601 168.94 0.016 82.61 0.992 −6.12
2 0.92 −18.95 4.457 158.29 0.034 75.73 0.974 −12.12
4 0.833 −35.63 4.005 139.02 0.062 66.77 0.921 −22.78
6 0.726 −49.36 3.482 122.93 0.086 55.57 0.853 −31.24
8 0.628 −60.18 3.001 109.46 0.102 48.19 0.797 −38.1
10 0.544 −68.72 2.593 98.35 0.115 42.08 0.75 −43.67
12 0.476 −74.48 2.264 89.05 0.123 37 0.716 −48.35
14 0.43 −79.5 2.009 81.24 0.132 34.11 0.694 −52.23
16 0.39 −84.14 1.805 73.81 0.141 30.94 0.68 −56.36
18 0.352 −87.56 1.633 66.91 0.149 27.43 0.669 −60.25
20 0.326 −88.9 1.489 61.32 0.153 25.01 0.663 −63.83
22 0.306 −89.49 1.382 55.44 0.158 22.24 0.661 −67.38
24 0.299 −90.98 1.293 50.96 0.163 20.41 0.662 −70.79
26 0.292 −94.44 1.227 46.22 0.167 19.91 0.672 −73.97
28 0.283 −95.78 1.173 41.1 0.176 18.33 0.68 −77.75
30 0.272 −98.22 1.127 35.42 0.184 16.84 0.69 −81.95
32 0.2569 −99.7 1.073 29.92 0.194 14.21 0.688 −85.81
34 0.246 −102.13 1.024 25.25 0.201 11.68 0.692 −89.2
36 0.238 −100.66 0.974 21.13 0.206 8.92 0.697 −92.91
38 0.232 −101.63 0.963 16.41 0.213 6.63 0.699 −96.4
40 0.223 −101.26 0.918 11.77 0.22 3.11 0.694 −99.63

(7) What are the advantages of the inverted (also known as the emitter-down or
collector-up) HBT? If it is promising in some power application, why is it not
popular yet? Compare the emitter-up HBT and the emitter-down HBT in terms
of the device parameters?

(8) Use the small-signal equivalent circuit of the collector-up HBT (Figure 3.50) to
determine the basic expressions for the circuit parameters.

(9) The base–collector capacitance Cf is much smaller in the inverted HBT. Does
that make the model parameter extraction easy?

(10) In compact device modelling, layout pads for measurement are not the part
of the device which needs to be removed (De-embedding procedure) from the
measurement data. In industry, open/short structures are used.
(a) Design your own open/short structure. How do you think the pad size, ground

layout, probe type or frequency affect your design?
(b) Draw the equivalent circuit for the open structure.
(c) Draw the equivalent circuit for the short structure.
(d) The S-parameters for the open/short structures are given. What information

can you extract from them?
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(11) An engineer is developing the diode model at a particular bias. Outline the pro-
cedure he/she is going to develop. Use the given S-parameter file. If there is
inductance in the structure that he/she forgets to remove, how will that affect the
final result? If the resistor and inductor are ignored, do you get the right result?
Explain your answer.

(12) There is a set of S-parameter files which were taken for the diode. Use the files to
extract the diode capacitance model parameters, assuming that parasitic elements
have been de-embedded out.

(13) Given the HBT S-parameters measured at the cold condition, use what you
learned to extract the model parameters.

(14) Given the HBT S-parameters measured at the constant Vce condition, use what
you learned to extract the model parameters.

(15) Given the HBT S-parameters measured at constant Ib condition, use what you
learned to extract the model parameters.

(16) The intrinsic part of the small-signal equivalent circuit of the MESFET which is
similar to the hybrid pi model of the bipolar transistor is given in Figure 3.51.
Outline the extraction procedure to extract the model parameters assuming
negligible gds. Now the full equivalent circuit of the MESFET is given in
Figure 3.52. Assume Lg = Ld = 25 pH, Ls = 10 pH, Rs = Rd = 10�, Rg = 1�,

G

S

+

–

+

Cgd

D+

–
S

vds

vi Cj

gm vi
rj

rds
Cds

Ci >> Cgd

g’–
vgs

Fig. 3.51 Intrinsic MESFET circuit.

G
Lg Rg Cgd

Cgs

Ri

im gdCpg

Rs

Ls

S

Cpd

Rd Ld D

Intrinsic device

im = gm.exp (–jwt).v

Cds

Fig. 3.52 MESFET equivalent circuit.
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Cpg = Cpd = 25 fF and gds = 0 S. Extract the other model parameters based on
the given set of S-parameters.

Note that the necessary data files are available on the Web labelled according to the
problem numbers.
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4 Optoelectronics

4.1 Executive summary

All land line communication systems currently use optical fibres as the channel due to
their very low attenuation, and deployed systems operate up to 40 Gigabits per second
(Gbps), with experimental systems at 160 Gbps and higher. These high speed systems
use very stable sources, usually the distributed feedback lasers, with external modu-
lators and very fast detectors. Direct modulation of lasers leads to chirp, caused by
the laser frequency varying when modulated, and therefore is not used in these sys-
tems. However, interest remains in high speed lasers for several other applications. This
chapter discusses high speed optoelectronic devices which include light-emitting diodes
(LEDs), semiconductor lasers, photoconductors, p–i–n diode photodetectors, avalanche
photodetectors, metal–semiconductor–metal photodetectors, travelling wave photode-
tectors and briefly the phototransistor. The physics of the devices are outlined and then
the parameters that make these devices fast are discussed with specific examples from
the literature.

4.2 Optical sources

Two types of sources are widely used in optical communication systems, and they are
the LED and the semiconductor laser. LEDs are inherently slow; their response times
are determined by the lifetime of the carriers in the active region, and in most LEDs
this is between 2 ns and 10 ns. Thus, small-signal response of LEDs is of the order of
100 MHz, and the large-signal response is smaller than this. Lasers are complex devices,
and the response time is determined by the so-called relaxation oscillation frequency,
and this is due to the interaction between the photons which have a finite lifetime, which
is a measure of the cavity quality factor, Q, the differential gain of the structure, the
lifetime of the carriers and other parameters [1]. Most lasers, when directly modulated,
suffer from spectral broadening, and therefore direct modulation is not used for long
haul fibre-optic systems; but when this broadening is not important, direct modulation
may be used.

In this section, the fundamental aspects of LEDs and lasers are discussed, followed
by an outline of the different types of lasers. To calculate the response of lasers, the rate
equations are introduced and these are solved analytically for the relaxation frequency
fr. A short discussion of the noise mechanisms of lasers follows. A further section is
included on the very high fr lasers.

More free ebooks  :  http://fast-file.blogspot.com



222 High-Speed Electronics and Optoelectronics

4.2.1 Preliminaries

The generation of non-thermal light in a semiconductor requires the creation of hole–
electron pairs which recombine radiatively to emit photons at the bandgap energy, or
impurity level to valence band energy. The more recent source of light is the intra-
band relaxation of electrons from a higher energy level to a lower energy level in the
conduction band of a quantum well, to emit photons, and this has resulted in the quan-
tum cascade lasers. In both these sources of light, a means of generation of the excess
electron–hole pairs or excitation of the carriers to a higher energy state requires the
expenditure of energy. If this energy is from an electrical source, then this is called elec-
trical pumping leading to electroluminescent emission. Alternatively, optical pumping
with photons of a higher energy than the emitted photons is also a possibility. In this
chapter, only electroluminescent sources are considered, and quantum cascade lasers
are not discussed.

4.2.2 Light-emitting diodes

The ubiquitous green and red LEDs are fabricated in GaP which is an indirect gap semi-
conductor. The impurities of zinc oxide and nitrogen form isoelectronic bands which
give rise to the red and green emissions, respectively. Other LEDs include the blue GaN
device, the near infrared GaAs 870 nm device and the InGaAsP 1300 nm and 1550 nm
devices.

The mechanisms that create the LED are based on p–n junctions. A forward-biased
p–n junction injects minority carriers to both sides of the junction, and these diffuse
away from the junction to recombine radiatively and non-radiatively. The radiative
recombination results in emission of photons, with energy hν approximately equal to
the bandgap energy Eg. The recombination is spontaneous, which implies that emission
has random phase, and the linewidth is of the order of a few kBT, where kB is Boltz-
mann’s constant, and T is the temperature in kelvin, and the emission is incoherent. The
internal quantum efficiency is a measure of how efficiently the injected carriers produce
light, since some of them recombine non-radiatively. Define the total recombination rate
Rtotal, in recombination events per second, as the sum of the radiative recombination rate
Rrr and the non-radiative recombination rate Rnr. Then, the internal quantum efficiency
is given by the ratio of the radiative recombination rate to the total rate:

ηi = Rrr

Rtotal
= Rrr

Rrr + Rnr
. (4.1)

However, lifetimes are more easily measured or inferred, and the quantum efficiency is
recast in terms of the lifetimes. The radiative recombination rate is defined as the ratio
of the non-equilibrium carrier density N to the radiative lifetime τrr, and similarly, the
non-radiative recombination rate is the ratio of the carrier density N to the non-radiative
lifetime τnr, and thus Rrr = N/τrr and Rnr = N/τnr. It follows that the total lifetime
τtotal is given by

1

τtotal
= 1

τrr
+ 1

τnr
. (4.2)
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Hence, substituting in the Equation (4.1), the internal quantum efficiency is given by

ηi = τnr

τnr + τrr
. (4.3)

The total lifetime is obtained from the definition

Rnr + Rrr = Rtotal = N

τtotal
, (4.4)

and the total recombination rate Rtotal is given by

Rtotal = Anr N + Br N 2, (4.5)

where Anr is the non-radiative recombination coefficient and Br is the radiative
recombination coefficient. It follows that

τtotal = (Anr + Br N )−1. (4.6)

In direct gap semiconductors, the radiative lifetime is comparable to the non-radiative
lifetime, whereas in indirect gap semiconductors, the non-radiative lifetime is much
shorter than the radiative lifetime. Thus, the internal quantum efficiency is about 0.5
for direct gap semiconductors and this improves very considerably for lasers to almost
unity when the radiative lifetime becomes very small compared to the non-radiative life-
time. In indirect gap semiconductors, silicon and germanium for example, the internal
quantum efficiency is of the order of 10−5. Surface recombination is also a problem as
this is non-radiative and decreases the internal quantum efficiency. To reduce this, a het-
erojunction layer of a higher band gap may be deposited above the emission layer. The
other problem is the absorption of the emitted photons in the generating layer, and there
is little that can be done about this. The higher bandgap layer has very low absorption,
and this heterolayer may help marginally.

Consider the structure of the LED which is usually a p–n or p+–n or n+–p junction.
It is necessary to have the junction close to the surface so that the emitted light is able to
escape from the material into the air. Initially, consider the carrier injection process in
a p–n junction when it is forward-biased. A p–n junction when forward-biased injects
holes into the n region and electrons in the p region. With forward bias of Vf, it can be
shown that the current density in the p–n junction is given by

J = q

(
Dp pn0

Lp
+ Dnnp0

Ln

)
(eqVf/kBT − 1), (4.7)

where Dp and Dn are the minority hole and minority electron diffusion constants in
the n-type and p-type material respectively adjacent to the junction; Lp and Ln are
the diffusion lengths of the minority holes and minority electrons in the n- and p-type
material respectively adjacent to the junction; pn0 and np0 are the minority hole and
electron densities in the n- and p-type material; q is the charge magnitude of an electron;
kB is Boltzmann’s constant; T is the temperature in kelvin and Lp,n = √

τp,n Dp,n. In
some LEDs, the junction is n+–p, in which case pn0 in the n+ region is very small, as it
is equal to n2

i /n+, and in many III–V materials ni, the intrinsic density, is very low, for
example in GaAs it is about 106 cm−3. The hole injection term which is the first term in
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p− type

n+
 type

Air

p+ layerContact

d

Fig. 4.1 Sketch of the n+–p junction, with a very thin p+ and the contacts of the LED. Also shown is the
effect of total internal reflection in the escape of light from the p+ layer.

Equation (4.7) is small, and the injection is largely from the n+ region into the p region.
Thus, the injection efficiency, which is the ratio of the injected current into the p region
to the total injected current is almost unity due to the fact that the injected current into
the n+ region is much smaller than that injected into the p region. This is the case for the
p+–n junction as well, since the minority carrier density in the highly doped region is
always much smaller than that in the lower doped region, and the injection efficiency is
assumed to be unity. However, as indicated above, the internal quantum efficiency is of
the order of 50% for direct gap semiconductors. As the junction temperature rises, the
non-radiative recombination increases and so this figure is typical for room temperature
devices.

Assuming that the injection is primarily from the n+ side of the n+–p junction into
the p region. The minority electron distribution in the p layer is of the form �ne−z/Ln ,
where the z direction is normal to the surface in Figure 4.1, and z is the distance from
the junction towards the surface. This minority carrier distribution may be shown to be
equivalent to np0(eqV/kBT − 1)e−z/Lp . Thus, the radiative recombination is over this
distribution, and for all practical purposes it can be shown that this is equivalent to an
uniform distribution over the distance Ln. Assume that the thickness of the active layer
is d, which is assumed to be much larger than the diffusion length Ln. Then, integrating
this distribution ∫ ∞

0
�ne−z/Ln dz = �nLn, (4.8)

which shows that �n may be considered uniformly distributed over Ln. The choice
of the upper limit of ∞ is because d � Ln. The lifetimes in GaAs and InGaAsP vary
from 2 ns to about 10 ns, and mobility of minority carriers of 1000 cm2 (V.s)−1 gives Ln

values of less than 0.5 μm, and the active layer thickness may exceed this value. In the
following sections, the tacit assumption is that the minority carrier density is uniform
over Ln.

In Figure 4.1, the top p layer has the injected minority carriers recombining to cre-
ate the photon source. The spontaneous emission is isotropic and the trajectories of the
photons at the surface to the air region result in total internal reflection when the inci-
dence angle exceeds the critical angle. Thus, extraction efficiency of the emission needs
to take into account this total internal reflection, when the incidence angle exceeds the
critical angle given by
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θc = sin−1 n0

n2
(4.9)

where n0 is the index of air equal to 1 and n2 is the index of the top layer of the LED
through which the emitted photons escape. For normal incidence of the photons, the
reflection coefficient � is given by

� = n0 − n2

n0 + n2
. (4.10)

The fractional transmitted power or the transmissivity (1 − �2) for normal incidence,
and is given by

T (0) = 4n0n2

(n0 + n2)2
. (4.11)

As the photon angle of incidence varies from the normal to θc, the reflection coefficient
changes, depending on the polarisation, which averages out between the two perpendic-
ular and parallel cases for the spontaneous emission, and the transmissivity also changes
[7]. The external quantum efficiency is obtained from

ηext = 1

4π

∫ θc

0
T (θ)2π sin θdθ. (4.12)

Since the expressions for the transmissivity vary with θ , and are difficult to inte-
grate, T (θ) is replaced by T (0). Substituting for T (0) from Equation (4.11) and using
Equation (4.9), the external quantum efficiency becomes

ηext = 1

n2(n0 + n2)2
. (4.13)

For a value of n2 of 3.5 and n0 of unity, ηext is of the order of 1.4%, which suggests that
most of the light generated is trapped inside the device. The presence of a heterojunction
layer on the top surface, discussed below, complicates this expression as the index of
this top layer is lower than that of the active layer. An anti-reflection coating on the
surface helps to improve this factor considerably. The obvious method of extracting
light from the p-layer is to place a hemispherical lens, index identical to the p-layer, on
the surface. If there is a hetero-layer, then this needs to modified further. In the case of
the p layer, the extraction efficiency becomes very high, but the problem is getting a
suitable lens with the same index.

The optical power emitted by the LED is given by

Popt = ηintηext(hν)
I

q
, (4.14)

where I/q is the number of electrons or holes that are injected into the active region
per second; the internal quantum efficiency ηint defines the fraction of them that recom-
bine radiatively; and the external quantum efficiency ηext the fraction of the generated
photons that escape from the active layer. The total quantum efficiency of the LED is
a measure of its performance and is the ratio of the output optical power to the input
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electrical power, which is given as P0 = V0 I , where V0 is the voltage drop across the
device and the current is given by I . Thus, substituting from Equation (4.14)

ηtotal = ηintηext
hν

qV0
. (4.15)

Neglecting contact resistance drops, hν ≈ Eg ≈ qV0, where Eg is the band gap in
eV, which then makes the total quantum efficiency, which is also the external power
efficiency or the wall plug efficiency:

ηtotal ≈ ηintηext. (4.16)

This is usually less than a few percent, unless other techniques are used to extract the
light more efficiently. Edge-emitting LEDs, discussed below, are therefore much more
efficient. For visible LEDs the luminosity is also an issue [3], but this is not considered
here.

The responsivity R of the LED is defined as the ratio of the emitted optical power to
the current, and substituting from Equation (4.14), is given by

R = ηintηext
hν

q
. (4.17)

This is of the order of 0.01 W A−1 for the above values of η unless this becomes much
larger.

The spectral width of the emission �ν of LEDs is approximately defined by kBT/qh
in Hz and peaks at (Eg + kBT/2q)/h [1]. The full width half maximum (FWHM) is
∼1.8kBT/qh, and at room temperature (T = 300 K) is about 11 THz. The spectral
width in wavelength �λ varies as �λ = �ν(λ2/c), and so varies from about 30 nm to
90 nm.

Modulation response
The LED is effectively a n+–p junction, and therefore the usual diode current relation-
ship holds, as discussed above:

I = I0(e
qV/kBT − 1) (4.18)

To calculate the modulation response, the small-signal behaviour is obtained by initially
biasing the LED at some bias point, where the current is given by Ib. The carrier lifetime
in the active layer determines the modulation rate of these LEDs. If N is the density
of carriers and I is the current that flows into the LED, the following rate equation
determines the carrier dynamics:

d N

dt
= I

qVol
− N

τtotal
(4.19)

where Vol is the volume of the active region. Under steady-state conditions, the time
dependence is zero and at a bias current of Ib, then

Nb = Ibτtotal

qVol
, (4.20)
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where Nb is the carrier density at bias current Ib. To obtain the small-signal response,
let the current have an ac component given by Ime jωmt , and similarly the carrier density
also has a small-signal term Nme jωmt . Note that it is assumed that Im � Ib the bias
current, and similarly Nm � Nb. Thus

I (t) = Ib + Ime jωmt (4.21)

N (t) = Nb + Nme jωmt . (4.22)

Substituting in Equation (4.19) two component equations arise; the steady-state equa-
tion is satisfied by the result in Equation (4.20). The time varying equation gives rise to
the following solution

Nm(ωm) =
Imτtotal

(qVol)
1 + jωmτtotal

. (4.23)

The expression for optical power output given in Equation (4.14) varies as I/q, which
is proportional to the carrier density. Thus, the modulated optical power Pm(ω) varies
as Nm. It follows that

Pm(ωm) = Popt
1[

1 + (ω2
mτ 2

total)
]1/2

, (4.24)

where Popt is the zero frequency steady-state output power. The frequency at which half
power is obtained by setting the denominator of the above equation to 2, which leads to

f3dB = √
3

1

2πτtotal
. (4.25)

This equation confirms that the bandwidth is inversely proportional to the carrier
lifetime.

LED structures
The basic planar LED is shown in Figure 4.2. In general, it is necessary to have a thin
highly doped contact layer to reduce the contact resistance, and the emerging light has
to pass through it. The absorption creates additional loss. If the active layer is intrinsic
or undoped, with p+ and n+ layers on either side, then the injection into this layer is
from both junctions. In practice, the intrinsic layer is always unintentionally doped as
either p− or n−, where one of the junctions is a p–n junction and the other is a high–low
junction; but injection takes place from both junctions.

p+layer

p active layer

n+ substrate

Contact metal layer

Contact metal
layer

Fig. 4.2 Sketch of the n+–p junction LED with a p+ contact layer.
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Contact metal layer

Contact metal
layer n+-GaAs contact layer

n+-AlGaAs layer

GaAs active layer

p+-AlGaAs layer

p+-GaAs substrate

Fig. 4.3 Schematic diagram of the heterojunction LED.

Contact

Dielectric
p+-InP
p+-InGaAsP
Active layer
InGaAsP
n+-InGaAsP
n+-InP 
n+-InP
Substrate

Lower contact

Fig. 4.4 Schematic diagram of the edge-emitting LED.

A variation of this structure is to have higher bandgap heterostructure layers both
above and below the active layer, appropriately doped. The diffusion of the injected
electrons and holes injected from the active layer is blocked by the heterojunctions that
are now formed on both sides of the active layer, as shown in Figure 4.3. These hetero-
layers prevent the diffusion of the minority carriers to the surface, and therefore prevent
surface recombination. Most LEDs designed at the current time use the heterolayers
where available.

A further variation on this is the placement of dielectric mirrors below the active layer
to reflect the light emitted towards the substrate. A second variant is the edge-emitting
LED shown in Figure 4.4, in which the heterolayers above and below the active layers
together with the active layer act as a waveguide. A high reflectivity mirror at one facet
makes this a superluminescent diode; with mirrors on both ends and with adequate gain,
the LED may operate as a laser. The external quantum efficiency of the edge-emitting
LED is very much higher than the surface-emitting devices because the transmissivity at
the edge facet is of the order of 0.7 for the waveguide index n2 of 3.5. With a high reflec-
tivity facet coating at one end, the external quantum efficiency is also about 0.7 for n2

of 3.5. Anti-reflection coating on transmitting facet would increase the transmissivity to
almost unity, and the external quantum efficiency also becomes nearly unity. Thus, the
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total quantum efficiency or the wall plug efficiency of edge-emitting LEDs is determined
largely by ηint, which is of the order of 0.5 in direct gap semiconductors.

The normal emission of the surface-emitting LED is Lambertian, which implies that
the emission intensity at angle θ from the normal is cos θ , which means that the beam
width is 120◦. For the edge-emitting LED, the emission is elliptic in form, and the beam
width is about 30◦ in the horizontal plane but remains 120◦ in the vertical plane.

LEDs are used in optical fibre communication systems that operate with multimode
fibres, as the broad emission spectrum prevents modal noise being a problem [17]. A
diode proposed by Burrus [4] has the fibre bonded into the face of the surface-emitting
LED.

4.2.3 Semiconductor lasers

While LEDs utilise spontaneous emission for the emitted light, lasers operate on stimu-
lated emission-generated light. Lasers are optical oscillators in which the gain medium
is in a cavity; the light acquires gain in the medium between reflections from the ends of
the cavity until steady state is reached, when the gain becomes saturated. The simplest
version is a Fabry Perot cavity with the gain medium between two mirrors.

In this section, semiconductor lasers are discussed, as they may be designed to be
high-speed and high frequency lasers. While solid state, fibre and other types of lasers
may produce extremely short pulses, known as ultrafast lasers, their repetition rates are
typically 80 MHz, to a maximum of a few GHz, and are not considered ‘high-speed’
or ‘high frequency’ lasers, and therefore not discussed here. The semiconductor laser
threshold condition is first considered, then waveguides used in these lasers are outlined,
and different types of lasers are discussed. This is followed by the derivation of the rate
equation for these lasers, and the solutions for various conditions. Discussion of noise in
semiconductor lasers is also included. Subsequently, quantum well, quantum dot lasers
and vertical cavity lasers are briefly discussed.

Basic concepts
When the gain medium is in a cavity formed by two mirrors, shown schematically in
Figure 4.5, light in the form of an electromagnetic wave, electric field amplitude E0,
travels from one end of the cavity to the other end, where it is reflected by the end

Gain medium

Mirrors

z = 0 z = L

Fig. 4.5 Schematic diagram of gain medium in a cavity formed by two end mirrors.
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mirror, and then propagates back, and is then reflected by the second mirror to return to
its starting point. Suppose that the length of the cavity is L , this determines the distance
travelled by the wave between reflections. Assume that the gain of the medium is given
by g/2 Nepers per unit length, and hence the intensity gain is g per cm. Suppose the
medium internal loss is αint/2 Nepers per unit length, or the intensity loss is α per cm,
the medium index is n, and the reflection coefficients of the mirrors are r1 and r2. For
the structure to commence oscillation, the loop gain should be unity or larger, which
implies that the field at the starting point E0 has to undergo these reflections and is also
subjected to gain to become after one round trip

E0 = E0(2L) = E0e− j2k0nLe(g−αint)L |r1||r2|. (4.26)

The real part of this equation gives

g = αint + 1

L
ln

1

(|r1||r2|) . (4.27)

The mirror reflectivity is defined as R1 = |r1|2, and similarly R2 = |r2|2. Substituting
in the above equation,

g = αint + 1

2L
ln

1

(R1 R2)
= αint + αmir. (4.28)

The first term on the right-hand side is the medium loss without pumping and the second
term is the mirror loss term, usually denoted by αmir. For the gain medium of GaAs, the
index is about 3.45, and the mirror is assumed to be formed by cleaved facets which
result in plane mirrors, parallel to each other. The reflection coefficient of each facet
mirror is

r1,2 = 3.45 − 1

3.45 + 1
= 0.551. (4.29)

The facet mirror reflectivity is 0.303, and hence the mirror loss term αmir is 1.194 cm−1.
The internal loss term is usually between 10 and 20 cm−1, and therefore the gain needs
to be 11.194–21.194 cm−1 for the round trip gain to be unity, and generally the gain
needs to be higher than this value.

In practice, only part of the wave obtains gain from the active region, and this is
defined by the confinement factor �, which is discussed later. Thus, the oscillation
condition for the laser in Equation (4.28) becomes

�g = αint + αmir. (4.30)

Also the complex propagation constant in the gain medium now is given by

β = nk0 − j
(α

2

)
, (4.31)

where n is the guide effective index and the loss term α is the net loss, and given by

α = αint + αmir − �g. (4.32)
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Fig. 4.6 Plane interface between medium 1, index n1, and medium 2, index n2, and the incident
and transmitted light directions given by θ1 and θ2 respectively to the normal.

The imaginary part of Equation (4.26) determines the phase requirement:

2k0nL = 2mπ or νm = mc

(2nL)
, (4.33)

where m is the longitudinal mode number, which may take values of 1, 2, 3, . . ., but
cannot be zero, as the solution is then trivial. Note that the mode spacing in frequency
is given by c/(2nL). All longitudinal modes, with the values of m, satisfy this equation
but only some of them are valid for a device. Since the medium gain is band-limited, the
modes within this gain region are all excited at threshold when the gain is just larger than
the losses. With increasing gain, generated by current pumping, the mode competition
results in those close to the gain peak growing at the expense of the other modes.

Optical waveguides in semiconductors lasers
The light in the gain medium discussed above needs to be confined and guided, and this
requires that the medium is in the form of an optical waveguide. An optical waveguide
utilises the concept of total internal reflection that occurs when light emerges from a
higher index medium to a lower index medium. In Figure 4.6, light in the form of an
electromagnetic plane wave in a medium of index n2 is incident on the plane interface
between the media, at an angle θ2 to the normal. The second medium index is given by
n1, with n2 > n1, and the light emerges into the second medium at an angle θ2, obtained
from Snell’s law:

n2 sin θ2 = n1 sin θ1 (4.34)

Since n2 > n1, it follows that θ1 > θ2. At the critical angle of θ2c, the value of θ1

becomes π/2, which implies that the emerging light travels along the interface. For inci-
dent angles greater than θ2c, total internal reflection occurs, and with a second interface
below the first, similar total internal reflection occurs so that the light remains confined
to the high index region as shown in Figure 4.7. A similar confinement may occur in
the plane normal to this to obtain two-dimensional guiding with appropriate layers to
provide for an index guiding structure.

The solution of the wave equation for this three-layer guide used in a laser results
in both even and odd modes. The even mode is sketched in Figure 4.8. Semiconduc-
tor lasers are classified as gain-guided lasers or index-guided lasers. In gain-guided
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n1

n2

Fig. 4.7 Slab waveguide which provides confinement in the transverse plane.

n1

zn2

n1

y

d/2

−d/2

0

Fig. 4.8 Three-layer slab symmetric guide, which is typical for laser structures: the upper layer is p-type,
the guide layer of higher index, is generally undoped, and the lower layer is n-type. The guide
layer thickness is d . The even mode field distribution is sketched .

lasers, the mode confinement in the lateral direction, the horizontal direction, is not
designed into the structure, and the mode is guided by the gain region of the structure.
In index-guided lasers, the waveguide is well defined and the mode is confined in both
the transverse direction, the vertical direction normal to the plane of the wafer and the
lateral direction. A very popular structure among research scientists is the ridge laser,
which is weakly index-guided. In all these lasers, the transverse confinement is obtained
by the design of the heterolayers. Gain-guided, index-guided and weakly index-guided
lasers are shown schematically in Figure 4.9.

Optical waveguides are analysed using Maxwell’s equations, and the solution of the
two-dimensional guide problem may be performed by a variety of methods. The results
of this analysis enables the active region which acts as the guide to be designed. These
guides are generally designed to be single mode in the x − y plane. The width of the
guide is usually designated by w, its thickness by d and the length of the laser is L ,
leading to an active volume of Lwd . The current is assumed to flow in the contact over
the length of laser and the width of w, which results in a current flow area of Lw. The
analysis of the guide is generally performed, assuming that there is no loss or gain, and
these terms are added as perturbations. The analysis determines the propagation con-
stant of the guide β, and also its effective relative permittivity εreff and effective index
neff. The phase and group velocities are different in optical guides, and the correspond-
ing effective indices are also obtained. An important parameter is the confinement factor
�. This defines the fraction of the power contained in the active guide region to the total
power in the particular mode of the guide.
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Fig. 4.9 Schematic diagram of the gain-guided laser, the index-guided laser and the ridge laser which is a
weakly index-guided structure.

The effective index method is discussed next; it leads to approximate analytic expres-
sions for the design of the guide layer. In this method, the guiding in the transverse,
vertical, direction is analysed, and effective indices are calculated for each of the
different transverse regions as they vary in the lateral direction. With the effective
indices known for these transverse regions in the lateral, horizontal, direction, the one-
dimensional guide in the lateral direction may be analysed, to obtain the solution of the
entire guide.

Maxwell’s equations lead to the Helmholtz’s equation, assuming that the cross-
section of the waveguide remains constant in the z direction and the propagation
constant does not vary with z. Thus, the wave equation is of the form:

∇2E + εr(x, y)k2
0E = 0, (4.35)

where εr(x, y) is the structure permittivity which varies with both x and y directions
but does not vary with the z direction. The dielectric constant also varies with pumping,
typically the increase in carriers results in a small decrease in index, and vice versa. The
dielectric constant is complex due to absorption or gain, and these effects are added as
perturbations. Ignoring these effects enables the modes of the guiding structure to be
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obtained, and using the effective index approach allows both index-guided structures
and gain-guided laser structures to be analysed.

In the effective index approach, the assumption is that the solution may be separated
into a y-varying, transverse varying, component in the form of a slab waveguide, and a
similar effective index varying guide in the x direction. Assume that the solution of the
Equation (4.35) obtained by the separation of variables is of the form:

E = aξ(y; x)ψ(x)e−jβz, (4.36)

where β is the propagation constant and a is unit vector in the direction of the E-field,
E , which defines the mode polarisation. Substituting in Helmholtz’s Equation (4.35),

1

ψ

d2ψ

dx2
+ 1

ξ

d2ξ

dy2
+

[
k2

0εr(x, y) − β2
]

= 0, (4.37)

where k0 = ω
√
(ε0μ0), which defines the propagation constant in free space.

The next step is to solve the transverse, y directed, field distribution and with it the
effective propagation constant βeff(x) for a fixed value of x . Using the transverse part
of the Equation (4.37)

d2ξ

dy2
+

[
k2

0εr(x, y) − β2
eff(x)

]
ξ = 0. (4.38)

The lateral, x directed, field distribution and the propagation constant β are then
obtained from the equation:

d2ψ

dx2
+

[
β2

eff − β2
]
ψ = 0. (4.39)

Consider the transverse modes of a typical laser structure, which may have as many as
four or five layers in the slab guide form. However, the principle of the design is obtained
from the three-layer guide shown in Figure 4.8. The solution of Equation (4.38) for the
even TE mode (E is directed along the x , lateral, direction) is of the form:

ξ = Ae cos(κy) for |y| ≤ d/2 (4.40)

= Bee−γ (|y|−d/2) for |y| ≥ d/2, (4.41)

where

κ = k0

(
n2

2 − n2
eff

)0.5
(4.42)

γ = k0

(
n2

eff − n2
1

)0.5
. (4.43)

Note that n1 and n2 are the refractive indices of the cladding and the guide layer
respectively, and n2 > n1 for guiding.

In the TE mode case, the only components of field present are Ex, Hy and Hz. The
boundary conditions require the continuity of ξ and dξ/dy at |y| = d/2, and these cor-
respond to the continuity of the Ex component across the interfaces, and the continuity
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of the Hz component across the interfaces, respectively. This leads to the following two
equations:

Ae cos

(
κd

2

)
= Be (4.44)

and

κAe sin

(
κd

2

)
= γ Be. (4.45)

Dividing the above two equations,

κ tan

(
κd

2

)
= γ. (4.46)

The solution of this equation gives the values of βeff from which the effective index is
obtained through the relationship βeff = k0neff.

For the odd TE modes, it may be shown that the dispersion relationship becomes

− κ cot

(
κd

2

)
= γ. (4.47)

This is obtained by setting the initial solution for ξ in Equation (4.40) as sin(κy) instead
of cos(κy).

For the TM modes, the E vector is along the y direction, normal to the interfaces
in Figure 4.8. In this case, the only components of fields present are Ey, Hx and Ez.
From the Maxwell curl equations, Ez is proportional to dEy/dy. Thus, the boundary
conditions are the continuity of the y component of electric flux across the interfaces
and the continuity of Ez across the interfaces. These lead to the following equations for
the even TM modes:

n2
2 Ae cos

(
κd

2

)
= n2

1 Be (4.48)

and

κAe sin

(
κd

2

)
= γ Be. (4.49)

Dividing the above two equations gives the dispersion relationship:

κn2
1 tan

(
κd

2

)
= n2

2γ. (4.50)

For the odd TM mode, the dispersion relationship is given by

− κn2
1 cot

(
κd

2

)
= n2

1γ. (4.51)

Consider the TE mode solutions, squaring Equations (4.42) and (4.43), and adding
results in

κ2 + γ 2 = k2
0

(
n2

2 − n2
1

)
. (4.52)

This is the equation of a circle in the κ−γ plane, and the intersection of the circle with
the curves defined by the Equations (4.46) and (4.47) provides the modal solutions for
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these equations. Note that multiple solutions are likely to occur as both tan and cot are
periodic functions, and also depending on the parameters of the guide, defined by n1,
n2, d and the wavelength which defines k0.

At the cutoff of the guide which implies that the guide is no longer guiding, then
γ = 0. Note that γ may not become negative, as it would imply exponential growth
in the cladding region which is non-physical, and therefore the smallest value γ takes
zero. When γ = 0, then from Equations (4.46) and (4.47)

κd = pπ, (4.53)

where p is an integer whose even and odd values satisfy Equations (4.46) and (4.47)
respectively, corresponding to the even and odd modes. Now let

D = pπ = κd. (4.54)

Now for γ = 0, Equation (4.52) becomes

D = k0

(
n2

2 − n2
1

)0.5
d, (4.55)

where D is the normalized guide layer thickness. For a single transverse TE mode
guide, this requires D < π . The layer thickness d for a single transverse mode guide is
obtained as follows. Setting k0 = 2π/λ in the above Equations gives

d <
λ

2

(
n2

2 − n2
1

)−0.5
. (4.56)

For GaAs/AlGaAs at 870 nm wavelength, with indices of 3.45 and 3.41, this suggests
the guide thickness of less than 830 nm. The usual thickness is of the order of 0.2–
0.5 μm. If the AlGaAs layer has a higher value of index, closer to that of GaAs, then the
thickness of this layer may be larger. For InGaAsP lasers [2], the layer thickness is also
of the order of 0.2 μm, and in this case the layer thickness needs to be less than 0.48 μm.
According to [2], this relationship holds for lasers in the wavelength range 1.1–1.65 μm.
The confinement factor in the transverse direction �T is a measure of how much of the
mode power lies in the guide active region, and is calculated from the equation:

�T =
∫ d/2
−d/2 ξ

2(y)dy∫ ∞
−∞ ξ2(y)dy

. (4.57)

Performing the integration and simplifying, [2] derives this as

�T ∼= D2

(2 + D2)
. (4.58)

The effective index of the guide in the transverse direction is given as [2]:

n2
eff

∼= n2
1 + �T

(
n2

2 − n2
1

)
. (4.59)

The lateral modes are next evaluated. The loss of laser structures may be as high as
5–10 Np cm−1, and therefore in principle these losses need to be taken into account.
However, when pumped, the gain which is typically of the order of 50 Np cm−1 and
larger, allows the guide to become transparent, which implies that the loss is cancelled
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Fig. 4.10 Three-layer slab symmetric guide in which the slabs are specified by the effective indices neff1
and neff2 vertically, with neff2 > neff1 for the index-guided laser and the weakly guiding ridge
laser.

by the gain. However, if the losses need to be accounted for, this is usually performed by
the perturbation technique. Thus, the lateral modes are calculated in a similar manner
as the transverse modes, assuming the guide is lossless. In this case, the wave equation
to be solved is given by Equation (4.39) and repeated here for convenience:

d2ψ

dx2
+

[
β2

eff(x) − β2
]
ψ = 0. (4.60)

Note that βeff(x) = k0neff(x) which is obtained from Equation (4.59), and thus the prop-
agation constant of the total guide β is obtained. In the case of the index-guided laser in
Figure 4.9, the transverse effective index in the main guide region has the largest effec-
tive index, and the regions outside have lower effective indices. As shown in Figure 4.10,
the symmetric slab guide in the vertical direction with the effective indices calculated
from the transverse slab guide equation. Here, neff2 > neff1 so that the guide acts with
the centre region as the larger index.

In this case, the TE mode from the transverse slab guide becomes a TM mode and the
TM mode becomes a TE mode. Based on the earlier approach, the width of the central
region is set as w, and the normalised width as W . Then, it follows that
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W = k0

(
n2

eff2 − n2
eff1

)0.5
w (4.61)

and

W = qπ. (4.62)

For the lowest order mode

w <
λ

2

(
n2

eff2 − n2
eff1

)−0.5
. (4.63)

In this case, the effective indices take different values, but this provides an indication to
the width of the guide which usually is in the 3 μm region.

The lateral confinement factor �L, following the earlier derivation, is given by

�L = W 2(
2 + W 2

) . (4.64)

The waveguide mode refractive index is now given by

n2
eff

∼= n2
eff1 + �L(n

2
eff2 − n2

eff1). (4.65)

The laser confinement factor � is the product of �T and �L and is given by

� = �T�L. (4.66)

The two most important parameters that are obtained from this analysis are the effec-
tive index of the guide and the confinement factor. From the effective index, the guide
propagation constant may be obtained.

These results are for the index-guided structures, and the same technique may be
used for the weakly guiding ridge structure in Figure 4.9. The analysis of the gain-
guided laser is much more complex, and interested readers are referred to the paper by
Nash [24].

Emission characteristics
The waveguide which guides the light has facet mirrors on both sides of the device.
These may be coated to obtain high reflectivity or to reduce the reflectivity as desired,
but generally these facets are uncoated, in which case the reflectivities are equal.

With current pumping, the light intensity against input current is plotted in the L–I
characteristic as shown schematically in Figure 4.11. Note the different regions of this
curve: the pre-threshold where the laser output is from spontaneous emission, the thresh-
old current at which the device starts to lase, which is the linear region, followed by the
saturation region due to gain saturation. The current into the laser is of the form:

I = wL J, (4.67)

where w is the width of the active region and L is the cavity length. In practice, index-
guided lasers in Figure 4.9 have leakage current through the various reverse-biased
junctions, and should be added to this current expression, but this is ignored in the
present discussion.
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Fig. 4.11 Schematic diagram of the light intensity against current drive, the L–I characteristic.

Assume that the gain is given approximately by the expression

g = a(N − N0), (4.68)

where a is the gain coefficient, equal to (∂g/∂N ), N is the carrier density, and N0 is
the carrier density at which transparency is obtained, when population inversion occurs.
The threshold carrier density is defined when the product of the confinement factor and
the gain is equal to the loss, or

�a(Nth − N0) = αmir + αint, (4.69)

or

Nth = N0 + (αmir + αint)/(a�). (4.70)

The number of carriers pumped into the active region per second is I/q. However,
since the equations are in carrier density, the number of carriers injected per second
per unit volume is I/(qVol) = I/(qwLd) = J/qd. The loss of the carrier density is
through recombination at the rate R(N ), which also includes the stimulated emission
recombination, and this is defined as Rtotal. Thus, the rate equation for the carriers is
given by

d N

dt
= J

qd
− Rtotal = J

qd
− N

τe
− Rstim Nph, (4.71)

where τe is the carrier lifetime and the last term is the stimulated emission recombi-
nation. At and below threshold, this last term may be omitted as the contribution from
stimulated emission is small. At steady state, the time variation is zero, and hence

J = qd Rtotal. (4.72)
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The stimulated emission recombination rate is Rstim Nph, where Nph is the photon
density and Rstim is defined by

Rstim = c

n
g(N ), (4.73)

where g(N ) is the gain defined in Equation (4.68), c/n is the group velocity.
From Equations (4.70) and (4.71), the threshold current density is obtained as

Jth = qd Nth

τe(Nth)
, (4.74)

where, neglecting stimulated emission recombination close to threshold,

1

τe(N )
= (Anr + Br N + C N 2), (4.75)

where Anr is non-radiative recombination coefficient, Br is the radiative recombina-
tion coefficient and C is the Auger non-radiative recombination coefficient, which is
important for long wavelength lasers.

When the laser operates beyond threshold, the carrier density is clamped at the
threshold value, and further injection results in conversion into photons by stimulated
emission. Thus, Equation (4.72) may be written as

J = qd Rtotal = qd
Nth

τe
+ qd Rstim Nph. (4.76)

Substituting from Equation (4.73), and replacing g by αint + αmir at threshold,

J − Jth = qdvg(αint + αmir)Nph. (4.77)

The photon density in the cavity depends on the carriers injected into the cavity and the
quantum efficiency of the material. However, the photons in the cavity travel at the group
velocity of the medium vg, and are either absorbed due to internal losses or escape from
the facets. Thus, the photons have a finite lifetime in the cavity, and the photon lifetime
τp is given by

τp = 1

vg(αmir + αint)
. (4.78)

The Equation (4.77) becomes

J − Jth = qd
Nph

τp
(4.79)

The relationship between the injected carrier density per second and the photon density
in the cavity is now obtained. The carriers recombine at a rate defined by the carrier
lifetime, to produce photons, and this is accounted for by the quantum efficiency of the
material from Equation (4.3), and the photon density also decays at the photon lifetime.
Thus,

ηint
(J − Jth)

qd
= Nph

τp
(4.80)
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or

Nph = ηintτp
(J − Jth)

qd
. (4.81)

This equation shows that the photon density in the cavity increases linearly with current
density above the threshold current density.

The output power per facet is obtained by the product of energy of each photon hν, the
photon loss per facet vgαmir/2, the active laser volume Vol and the photon density Nph:

Pfacet = 1

2
hνvgαmirVolNph, (4.82)

where Vol = Lwd . Substituting for Nph

Pfacet = hν

2q
ηint

αmir

αmir + αint
Lw(J − Jth). (4.83)

Since I = LwJ , this equation becomes

Pfacet = hν

2q
ηint

αmir

αmir + αint
(I − Ith). (4.84)

Note that the threshold current is obtained from Equation (4.74)

Ith = q Lwd Nth

τe
. (4.85)

The total output power Pout = 2Pfacet and the differential (external) quantum efficiency
is given by

ηd =
d

(
Pout

hν

)
d
(I − Ith)

q

= ηint
αmir

αmir + αint
. (4.86)

This is proportional to the slope of the L–I curve. Note that in the laser the ηint needs
to take into account the stimulated emission rate. Then, the total recombination rate
becomes

Rtotal = Anr N + Br N 2 + C N 3 + Rstim Nph. (4.87)

The coefficients have been identified in Equation (4.75) except for Rstim, which is
the stimulated emission rate and given in equation (4.73) Thus, the internal quantum
efficiency now is given by

ηint = Rrad

Rtotal
= Br N 2 + Rstim Nph

Anr N + Br N 2 + C N 3 + Rstim Nph
(4.88)

Above threshold, the Rstim Nph dominates and is much larger than the other terms, which
makes ηint almost unity.

The power efficiency of the laser is given by

ηP = Pout

V I
= hν

qV

αmir

(αmir + αint)

(I − Ith)

I
, (4.89)

where V is the applied bias in volts.
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Fig. 4.12 The L–I curves for a buried heterostructure laser at different temperatures. The inset plots the
threshold current against temperature to obtain T0 ( R. J. Nelson, R. B. Wilson, P. D. Wright,
P. A. Barnes, N. K. Dutta, IEEE Journal of Quantum Electronics, Vol. 17, No. 2, pp. 202–207,
1981. c©1981 IEEE).

The temperature dependence of the threshold current density varies as

Jth = Jth0eT/T0 . (4.90)

A typical example of the variation of the L–I curves for different temperatures is shown
in Figure 4.12 [25], and the inset in this figure is also the plot of threshold current with
temperature to obtain T0.

This figure shows that as the temperature rises, the threshold current increases as the
recombination becomes increasingly non-radiative.

The edge-emitting laser has a large number of longitudinal modes within the gain
region, and at threshold all these are excited. Figure 4.13 shows these modes, and at
threshold only those modes that have enough gain to neutralise the loss finally emerge.
In this figure, two modes are shown to have this property, and in general it is possible
that only one of these modes is likely to be dominant and the other becomes a secondary
mode as the current and hence the gain is increased.

In Figure 4.14, the spectrum of the emission is plotted relative to the current excitation
along the L–I curve, and this is also from [25].

The spectrum narrows from several modes close to threshold to a dominant mode
with a few subsidiary modes at higher drive currents. The ratio of the intensity of the
dominant mode to the next highest mode expressed in dBs is a measure of the mode
suppression ratio (MSR). Since there is no guarantee that the Fabry–Perot laser with
facet mirrors will produce a device with a single dominant mode with a large MSR of
at least 20 dB, other techniques for mode selection, such as gratings in the active region
or outside, may be used.
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Fig. 4.13 The longitudinal modes of the laser within the gain region of the laser, showing the modes that
are likely to lase when the gain is equal to the loss, including the mirror loss.
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The laser illuminates the facets and these fields determine the near field pattern of
the laser. It is usual to approximate the fields as a Gaussian distribution in the trans-
verse direction, and a similar Gaussian distribution in the lateral direction (see [1]). The
product of these Gaussians give rise to an elliptic distribution of the E-field on the facet.
The far-field beam pattern is obtained using the usual methods by the spatial Fourier
transform of the near field pattern [1].

Calculation of absorption, emission and gain
The calculation of the absorption, emission and gain in a semiconductor is a complex
process, and will not be given here, as the method has been discussed in several text-
books, for example in [8]. Figure 4.15 shows the calculated gain/absorption spectra of
InGaAsP for different levels of carrier injection, with the gain peak shifting as the carrier
density increases [9].

Rate equations
Since lasers have a complex relationship between the injected carriers and the photons
generated, the calculation of the dynamic response is more involved than that in LEDs.
Essentially, the laser operates as an oscillator with a cavity, which is many wavelengths
long, except in specific cases. Therefore, the cavity has many resonances corresponding
to the expressions in Equation (4.33) in which the resonance frequencies are given by
νm = mc/2nL , for different values of m. The corresponding radial frequency for the
mth mode is assumed to be �m = 2πνm, and the corresponding wave number k is
given by

km = n�m

c
= mπ

L
. (4.91)

For the present, the subscript m is omitted for convenience. The laser radial frequency ω

is undetermined, but nearly coincides with the cavity radial frequency �. The effective
permittivity εreff is defined by the effective index of the laser guide, but the perturbation
of gain and loss has to be added. However, the use of the effective permittivity or index
reduces the wave equation to the one-dimensional form.

The injection of carriers into the laser causes a small change in index of the various
layers, and for the active layer this takes the form:

�n = bN , (4.92)

where b is equal to ∂n/∂N , and has a small negative value. Define

βc = −2k0b

a
= −2k0

(
∂n
∂N
∂g
∂N

)
, (4.93)

which results in βc ∝ b, but is dimensionless, and also positive. βc has been described
as the anti-guiding parameter, or the linewidth enhancement factor.

The effective index is now given by

neff = n + ��n. (4.94)
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Fig. 4.15 The absorption/gain spectra for different levels of carrier injection. Reprinted with permission
from N. K. Dutta, Journal of Applied Physics, Vol. 51, pp. 6095–6100, 1980. c©1980, American
Institute of Physics.

This assumes that �n is mainly in the active guide due to carriers, which is strictly not
correct, as the carriers have to be injected from the top and bottom contacts. However,
both the electrons and the holes end up in the active region to recombine and so this is
an acceptable approximation. This assumption also simplifies equations to be derived
below.

Also, the effective permittivity is given by

εreff = (n + ��n)2 − j
nα

k0
≈ n2 + 2�n�n − jnα

k0
. (4.95)

The one-dimensional wave equation applied to a cavity requires a solution in the form
sin kmz, with km defined in Equation (4.91), neglecting the effects of the end mirrors.
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The electric field wave equation for the cavity is

d2E
dz2

− εreff

c2

d2E
dt2

= 0, (4.96)

and the solution is of the form:

E(z, t) =
∑

i

sin(k j z)A(t)e jωt , (4.97)

where A(t) is assumed to be slowly varying in time compared to the light wave fre-
quency. Assuming this is a single longitudinal mode laser, the summation and the
subscripts i and j are dropped. Substituting this in the wave Equation (4.96) and
neglecting the second time derivative of A

− k2A + ω2

c2
εreffA − 2 jω

c2
εreff

dA
dt

= 0. (4.98)

Simplifying with k2 � �2n2/c2:(
ω2

c2
εreff − �2n2

c2

)
A − 2 jω

c2
n2 dA

dt
= 0. (4.99)

However, since the laser frequency ω is very close to the cavity frequency �, then
(ω2 − �2) ≈ 2ω(ω − �). With further simplifications, substituting for εreff from
Equation (4.95), this equation becomes

dA
dt

= − j
n

ng
(ω − �)A − jω

ng

(
��n − j

α

2k0

)
A, (4.100)

where ng is the group index.
Separate this equation into its real and imaginary parts by substituting

A = Ae jφ (4.101)

into (4.100) to obtain for the real and imaginary parts:

d A

dt
= − α

2k0
A = 1

2
vg(�g − αmir − αint)A (4.102)

and
dφ

dt
= −(ω − �) − ω

ng
��n. (4.103)

The rate equations may be written in terms of the photon density Nph and carrier density
N , or in terms of total number of photons and total number of carriers in the laser active
volume, and both these approaches have been used in the literature. In the following
derivations, the total number of photons and carriers in the laser volume are used. The
total number of photons in the cavity is obtained from the equation:

S = ε0n2

hν

∫
Vol E2dV, (4.104)

and since A2 ∝ S, then multiplying Equation (4.102) by A, this equation becomes

d S

dt
= (G − γp)S + Rsp, (4.105)
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where

G = �vgg (4.106)

is the normalised gain, which is the stimulated emission rate. The photon decay rate is
given by

γp = vg(αint + αmir) = 1

τp
. (4.107)

The term Rsp has been added to account for the spontaneous emission in the lasing
process. The spontaneous emission takes place over the whole laser cavity but only a
small fraction βsp couples into the waveguide mode, which is the integral part of the
laser. Rsp may be written as

Rsp = βspηspγe Nt, (4.108)

where

γe = (Anr + Br N + C N 2) = 1

τe
(4.109)

and βsp is the spontaneous emission factor, which is usually a fitting parameter with
values of 10−4–10−5, according to Agrawal [2]. The term ηsp = Br N/γe is the internal
quatum efficiency, and is the fraction of carriers that recombine to emit photons through
spontaneous emission.

Nt is the total number of carriers in the active volume obtained by integrating the
carrier density N over the volume:

Nt =
∫

NdV . (4.110)

The phase Equation (4.103) needs further simplification. From Equations (4.92) and
(4.93)

�n = − βc

2k0
aN ≈ − βc

2k0
�g. (4.111)

The last term in Equation (4.103) becomes

ω

ng
��n = −1

2
βc�vg�g. (4.112)

Now �G = �vg�g, and replacing �G by G − γp, Equation (4.103) becomes

dφ

dt
= −(ω − ωth) + 1

2
βc(G − γp). (4.113)

The first term on the right-hand side in the above equation has been expanded in terms
of the threshold frequency, and at threshold the cavity frequency � is very close to the
threshold frequency.

The carrier rate equation given above in Equation (4.71) is

d N

dt
= J

qd
− N

τe
− Rstim Nph. (4.114)
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The expression for Rstim is given by

Rstim = c

ng
g(N ) = vgg(N ). (4.115)

Equation (4.75) defines the carrier lifetime τe. Since the volumetric values of N and Nph

are used in the photonic rate equations, integrating this equation over the active volume
results in

d Nt

dt
= I

q
− γe Nt − GS, (4.116)

where γe = 1/τe. The confinement factor is introduced in the last term to convert the
expression to G, and the total photon number S is obtained from the integration of the
photon density Nph.

In practice, Fabry–Perot lasers with facet mirrors are longitudinally multimode, and
therefore the rate equations apply to each individual mode, and have to be solved
simultaneously. Thus, the rate equations become

Ṡm = (Gm − γp)Sm + Rsp(ωm) (4.117)

Ṅt = I

q
− γe Nt −

∑
m

GSm. (4.118)

The rate equations developed above allow the calculation of the L−I curve, the longi-
tudinal mode spectrum and the MSR, among other properties of the laser, provided the
parameters are known. The dynamic behaviour which includes the turn-on delay, the
modal behaviour, small- and large-signal modulation may also be calculated from these
equations. The calculation of noise requires the addition of the noise sources to these
equations, and these may also be obtained. In the following section, some aspects of the
calculation methods for the steady-state and dynamic behaviour are discussed.

Steady-state and dynamic characteristics
Under steady-state conditions, for the single longitudinal mode laser in Equation
(4.105), the time variation is zero. This makes this equation:

(G − γp)S + Rsp(ω) = 0, (4.119)

which becomes

S = Rsp

γp − G
, (4.120)

which states that the spontaneous emission photons in the cavity are created by the
injected current. When the net stimulation emission rate G is nearly equal to the photon
decay rate γp, then threshold is reached. The value of G is a little below the decay rate at
threshold, and as the gain increases, G is asymptotic to γp, but the denominator should
always remain positive.
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Fig. 4.16 Power output against current (G. P. Agrawal and N. K. Dutta, Semiconductor Lasers, Van
Norstrand Rheinhold, 1993. c©Springer). With kind permission of Springer Science and
Business Media.

Substituting in the carrier rate Equation (4.116)

I

q
= γe Nt + Rsp

G

γp − G
. (4.121)

This equation may be used to calculate the light intensity output against current, the L–I
curve. Lee [19] has discussed the method of solution, as this is a non-linear equation.
Figure 4.16 shows the results of the calculation of output power against current from
[2] for the particular laser that has been modelled.

The time evolution of the build up in the carrier levels and the photon levels are
shown in Figure 4.17 from Marcuse’s paper [21] for a multimode laser when the cur-
rent has been increased as a step function from 0 to 1.5 Ith. The rate equations are
solved by numerical calculations outlined in [21], and the results are shown in the
Figure 4.17.

The time delay of the build up to stimulated emission is typically of the order of 3 ns,
and this is the reason why lasers are biased just below threshold current when they are
pulsed on and off. The output power at this bias level is extremely low and so for most
purposes may be regarded as negligible. Note the oscillations in the light power output
at the relaxation oscillation frequency of the laser. This relaxation oscillation frequency
fr determines the maximum small-signal response of the laser, and this may be derived
from the above rate equations. Also it may be shown that the relative intensity noise
of the laser also peaks at the relaxation oscillation frequency, and thus modulation at
or near this frequency needs to be avoided to improve the signal-to-noise ratio of the
detected signal.
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(D. Marcuse, T. P. Lee, IEEE Journal of Quantum Electronics Vol. QE-19, No. 9,
pp. 1397–1406, 1983. c©1983 IEEE).

This figure shows that the oscillations are damped and in the form of e−(�r±j�r)t ,
where �r is the decay rate and �r is the frequency of oscillation, which is the radial
relaxation oscillation frequency in radians s−1.

To calculate the relaxation oscillation frequency, the rate Equations (4.105) and
(4.116), repeated here for convenience, are used.

Ṡ = (G − γp)S + Rsp (4.122)

Ṅt = I

q
− γe Nt − GS. (4.123)

Consider perturbations to S and Nt given by δS and δNt. Additionally,

G(Nt, S) ∼= G + G NtδNt + GSδS, (4.124)

where G Nt = ∂G/∂Nt and GS = ∂G/∂S. Substituting in the rate equations, separating
the perturbed terms, results in

δ Ṡ = −�SδS +
(

G Nt S + ∂Rsp

∂Nt

)
δNt (4.125)

δ Ṅt = �NtδNt − (G + GSS)δS, (4.126)

where

�S = Rsp

S
− GSS, (4.127)
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and

�Nt = γe + Nt

(
∂γe

∂Nt

)
+ G Nt S. (4.128)

To solve these equations, the assumption is that these perturbations decay at the rate
shown in the time evolution result in Figure 4.16.

Thus, let

δS = δS0e−ht (4.129)

δNt = δNt0e−ht, (4.130)

where δS0 and δNt0 are the initial values of the perturbations, and

h = �r ± j�r. (4.131)

The real part is the decay rate

�r = 1

2
(�Nt + �S), (4.132)

and the radial relaxation oscillation frequency, after some approximations, is given by

�r ≈ (GG Nt S)
1/2. (4.133)

With further substitutions for

S = (I − Ith)

(qG)
(4.134)

Ith = qγe Nt−th (4.135)

G Nt = �vga

Vol
, (4.136)

the expression for the relaxation frequency becomes

�r =
[

1 + �vgaN0τp

τpτe

(
I

Ith
− 1

)]1/2

. (4.137)

where N0 is the transparency carrier density. Derivation of the small-signal response
shows that �r is the key parameter for high-speed lasers; the larger this is, the higher
the laser response frequency. The term �vgaN0τp evaluates to a number close to unity,
and therefore may not be neglected. However, making τp smaller increases the value of
�r. This reduction in τp may be obtained by decreasing the facet mirror reflectivities
by coatings, or alternatively by making the laser guide more lossy. The parameter τe

which is the carrier recombination rate is initially determined by the material. After
threshold this recombination rate becomes shorter, and little can be done to reduce it
further. Reducing Ith and increasing the ratio I/Ith also increases the magnitude of �r.

The small-signal modulation response calculation uses the rate equations, but in this
case the phase Equation (4.103) is also featured. The derivation assumes that the laser
is biased above threshold at some current Ib, and the small-signal current modulation
term, modulation at ωm, is given by Im sin(ωmt). The expression for the total current is
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I (t) = Ib + Im sin(ωmt), (4.138)

with the assumption that Im � (Ib − Ith), which implies small-signal modulation.
The total cavity photons may be written as

S(t) = Sb + Sm sin(ωmt + θm), (4.139)

where Sb is the cavity photons at the bias current of Ib and the second term is the
sinusoidal time varying component, with a phase term which usually lags the current
component. The carriers in the cavity have a similar expression given by

Nt(t) = Nt−b + Nt−m sin(ωmt + ξm), (4.140)

with the phase delay ξm, which differs from the photon number delay.
Substituting in the rate equations, the solutions for the various small-signal terms

may be obtained. The small-signal photons in the cavity, which is also a measure of the
output power, may be shown to be

Sm = GNt SIm/q

[(ω2
m − �2

r − �2
r )

2 + 4ω2
m�2

r ]0.5
, (4.141)

and the phase lag term for the photons is given by

θm = tan−1
(

2�rωm

ω2
m − �2

r − �2
r

)
. (4.142)

The modulated cavity photons or equivalently the modulated output light power is
almost constant when ωm � �r, then peaks to a maximum near �r, and falls off for
ωm > �r. Note that the laser is a forward-biased p–i–n diode, and therefore additional
series resistance due to contact resistance and parasitic inductance and capacitance from
the bond wire and pads results in further degradation of the response. This is shown
[33] in Figure 4.18. It may be shown that the 3 dB bandwidth is given by [1], assuming
�r � �r:

f3dB =
√

3�r

2π
. (4.143)

When the laser current is modulated, the increase and decrease in the current result in
the laser effective index varying inversely as the current according to Equation (4.92).
Thus, the longitudinal mode cavity changes its electrical length since the index changes
with current injection. As the modulation takes place the frequency of emission of
the laser keeps changing in synchronism with this modulation. Using the phase rate
equation, it may be shown that the change in frequency results in a frequency chirp
given by [1]:

δν(t) = 1

2π

dφ

dt
= βc

4π

[
G Nt(Nt − Nt−0) − 1

τp

]
, (4.144)

where βc is the linewidth broadening factor of Equation (4.93) and

Nt−0 =
∫

N0dV . (4.145)
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This linewidth broadening that occurs with chirp is unacceptable for long haul fibre
optic systems, and therefore an external modulator is used with dc current into the laser.

The process of obtaining a single longitudinal mode requires a grating in the wave-
guide either in the whole of the gain section which makes it the distributed feedback
(DFB) laser or at the ends as the grating acts as a frequency selective reflector which
makes it a distributed Bragg reflector (DBR) laser. This does ensure that a single
emission line emerges from the laser, and feeds into an external modulator.

Laser noise
The semiconductor laser has noise associated with the emission, and the primary source
of noise is the spontaneous emission, followed by the carrier recombination noise,
which is essentially shot noise. Since this is in a cavity, the oscillations are affected
by an amplitude or intensity noise component called the Relative intensity noise (RIN),
and a phase noise component which affects the linewidth of the emission. The method
of analysis is to include the noise terms in the rate equations, and traditionally these are
the Langevin noise components, which added to the rate equations. These noise terms
are assumed to be Gaussian, with a zero mean, and the correlations are assumed to be
Markovian, which simplifies the equations. Thus, the rate equations become

d S

dt
= (G − γp)S + Rspon + FS(t) (4.146)

d Nt

dt
= I

q
− γe Nt − GS + FNt(t) (4.147)

dφ

dt
= −(ω − ωth) + 1

2
βc(G − γp) + Fφ(t), (4.148)
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where FS(t), FNt and Fφ(t) are the Langevin noise components. The mean of each of
these components is zero, but their auto- and cross-correlation terms result in so-called
diffusion components which have specific values. Thus,

< Fi(t) > = 0 (4.149)

< Fi(t), Fj(t
′) > = 2Dijδ(t − t ′) (4.150)

where i, j, k are S, Nt, φ, and it may be shown [2] that the dominant contributions
are from the auto-correlation terms DSS = RspS and Dφφ = Rsp/4S. The method of
solution is by perturbations of all three variables; these lead to equations which give
rise to the auto-correlation factors for the perturbations, and consequently noise spec-
tral density is obtained through the Fourier transform. Thus, the spectral density of the
photon number or the light intensity leads to the relative intensity noise. The intensity
auto-correlation is given by ASS, and thus

ASS(τ )=<δS(t)δS(t + τ) > S̄ 2, (4.151)

where S̄ is the time average photon intensity and δS = S− S̄, represents the fluctuations,
and hence the noise. Fourier transform of ASS gives the RIN

RIN =
∫ ∞

−∞
ASS(τ )e

jω tdt, (4.152)

and it may be shown that [2]

RIN = 2Rsp[(�2
Nt

+ ω2) + G Nt S
2(1 + γe Nt/RspS) − 2�Nt GNt S]

S
[
(�r − ω)2 + �2

r

] [
(�r + ω)2 + �2

r

] . (4.153)

From this expression, the RIN may be plotted as a function of frequency as shown in
Figure 4.19 [2]. The RIN peaks at the relaxation oscillation frequency, and therefore it
follows that direct modulation of lasers should not be performed close to fr.

It may also be shown that the signal-to-noise ratio is given by

SNR =
(

2�rS

Rsp

)0.5

. (4.154)

Using the phase rate equation with the Langevin noise terms (Equation (4.148)), it may
be shown [2] that the frequency noise spectral density is given by the expression in the
following equation. The frequency noise is the phase noise integrated over time:

Aff ∼= Rsp

2S

(
1 + β2

c�
4
r[

(�2
r − ω2)2 + (2ω�r)2

])
. (4.155)

The above expression shows that the term is flat in the region ω � �r, and similar to
the RIN, it peaks at the relaxation oscillation frequency �r, and then falls off rapidly.

The linewidth fluctuation is obtained by considering the electric field fluctuations, and
including both the amplitude and phase fluctuations. After considerable simplifications,
the FWHM �ω = 2π� f of the line, assumed to be a Lorentzian, is given by [2]

� f = Rsp(1 + β2
c )

4πS
. (4.156)
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Fig. 4.19 Calculated RIN for a typical 1.3 μm InGaAsP laser at different output power levels
(G. P. Agrawal and N. K. Dutta, Semiconductor Lasers, Van Norstrand Rheinhold, 1993.
c©Springer). With kind permission of Springer Science and Business Media.

This may be written as

� f = (1 + β2
c )� f0, (4.157)

where

� f0 = Rsp

4πS
, (4.158)

which is the unperturbed linewidth of the laser.

Quantum well and quantum dot lasers
The gain medium considered so far has been assumed to be bulk material, where gain
is in the region of 100 cm−1. The use of quantum wells or quantum dots as the gain
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Fig. 4.20 A single quantum well, showing the lowest energy levels in the conduction and valence bands.

medium results in considerable reduction in the number of carriers injected to obtain
population inversion and thus the threshold current.

In traditional double heterostructure lasers, the active region is between higher
bandgap materials, and the holes and electrons recombine in this region to emit light.
To obtain stimulated emission, the energy difference between quasi-Fermi levels for the
holes and electrons in this active region needs to be greater than the band gap of the
active region. Then population inversion takes place and the light output is dominated
by stimulated emission. When the active region becomes very narrow, comparable to
the de Broglie wavelength in the material, quantum confinement occurs, and this region
becomes a quantum well.

In a quantum well the energy level in the direction across the well, the x direction
in Figure 4.20, is quantised, and is a continuum in the other directions, y and z direc-
tions. The depth of the well in the conduction band is �Ec and in the valence band is
�Ev, and the emission energy for the recombination from E1c to E1v is greater than
(Eg). These levels are calculated by solving the time-independent Schrödinger equation
of the well with finite barriers for the conduction band electrons, and for the valence
band heavy holes and light holes. The bulk material degeneracy of the heavy hole and
light hole bands is removed in the quantum well with the heavy hole band being upper-
most, followed by the light hole band, and at a lower level, the split-off band as shown
schematically in Figure 4.21. The effective masses of the heavy and light holes are dif-
ferent and therefore the levels are also different. The normal wavelength of the lasing
level is from E1c to E1hh which is a TM mode wave.

The density of states per unit volume for the quantum well is given by

ρqw−ci = πmci

h2Lqw
, (4.159)
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Fig. 4.21 Schematic band diagram of a bulk semiconductor and a quantum well.

where mci is the effective mass of the electrons in i th sub-band of the quantum well
and Lqw is the width of the quantum well. The density of states for the valence band is
identical except that the appropriate effective masses are used.

The density of states for the conduction band of bulk material, assuming parabolic
bands, is of the form:

ρc(E) = 4π

(
2mc

h2

)3/2

E1/2. (4.160)

Comparing the two, it is apparent that the density of states for the quantum well is
independent of energy. Furthermore, it may be shown that the density of states for
the quantum well is much smaller than that of the bulk material. Thus, the current
density for threshold is generally much smaller than that for bulk material. The cur-
rent state of the art structures have current densities of the order of 100 A ·cm−2 per
quantum well, in contrast to bulk structures which have threshold current densities
of almost ten times this figure. The maximum gain of quantum wells is estimated at
between 1000 cm−1 and almost 10 000 cm−1. However, the confinement factor of a sin-
gle quantum well is of the order of 0.01–0.02, which makes the net gain of the order
of 100 cm−1. In contrast, bulk structures have gains of the order of 100 cm−1, and con-
finement factors of about 0.20–0.40. In multiple quantum well structures, the spacing
between the wells is chosen to be sufficiently large so that the wells are not coupled.
Typical well widths are about 10 nm, and the barriers between them are also of similar
widths.

Quantum well lasers come in different forms, from the single quantum well laser to
the multi-quantum well laser, and these may be incorporated in the waveguides for lasers
discussed earlier. Figure 4.22 sketches some of these structures from the graded index
single quantum well laser to the separate confinement single and multiple quantum well
lasers.
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Fig. 4.22 Schematic band diagrams of the graded index single quantum well laser structure, and separate
confinement single and multiple quantum well laser structures.

Strained quantum well lasers have the quantum wells with compressive or tensile
strain, and sometimes the barriers between wells are also strained. The compressive
strain increases the band gap, and also the separation between the heavy hole and light
hole bands, and the emission is in TM mode. With tensile strain the band gap is reduced,
and the gap between the light hole and heavy hole bands is reduced, and may even push
the light hole band above the heavy hole band. With the light hole band above the heavy
hole band, the lasers emit in the TE mode. Strained quantum well lasers have lower
threshold current densities and are sometimes preferred over unstrained well structures.

Quantum well lasers show better performance compared to the bulk lasers with
reduced threshold current densities, better linewidths and better chirp performance.
With the distributed Bragg grating to obtain single longitudinal mode with further
modifications, these have become the lasers of choice for fibre optical systems.

Quantum dot lasers are a class of lasers that use confinement to improve on the
performance of the quantum well lasers. In these devices, the gain is through current
injection into quantum dots. A quantum dot is a three-dimensional structure in which
every dimension is less than the de Broglie wavelength in the material, and quantum
confinement occurs. The density of states in this case is a delta function, and in prin-
ciple the number of carriers to be injected is very small. Quantum dots are created by
the Stranski–Krastinov growth technique [5], with further modifications, by allowing a
strained layer to relax, and this results in self-organised dots. These dots need to have
wetting layers to make contacts, and since single layer of dots does not provide sufficient
gain this composite of dot layers and wetting layers need to be repeated many times.
Lasers made of these active layers show reduced threshold current densities, linewidth
reduction, and reduced chirp [11] compared to quantum well lasers. The major problem
with these lasers is that the dots vary in size and so the distribution affects the linewidth.

Vertical cavity surface emitting lasers (VCSELs) are another class of lasers that use
quantum wells for the gain medium. In this case, the cavity is usually one wavelength
long, and the quantum well is placed in the middle so as to provide maximum gain to
the standing wave within the cavity. Since the gain is so small, the mirror reflectivities
need to be extremely high, as close to unity as possible. This is obtained by a multi-layer
dielectric stack mirror with reflectivities of 0.997 for the top output mirror and 0.999 for
the lower mirror. A schematic diagram of a VCSEL is shown in Figure 4.23. Currently,
VCSELs have been built in the visible, at 840 nm, 980 nm, and also at the longer wave-
lengths of 1300 nm and 1550 nm. These devices may be built with sub-milliampere
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Fig. 4.23 Schematic diagram of a single quantum well vertical cavity laser.

threshold current. These lasers are also one of the most efficient devices with very high
wall plug efficiencies. The 840 nm VCSELs are used in data-communication applica-
tions where data is transferred between computers, processors and storage media. The
linewidth of these lasers is generally high, of the order of 0.1 nm, and direct modulation
of these results in linewidth broadening. These lasers find application in coarse wave-
length division multiplexed systems, where channel spacing may be as high as 40 nm,
and in the 10 GHz Ethernet applications.

High-speed lasers
High-speed lasers need to have high relaxation frequencies, �r or fr. The expressions
for �r are repeated here:

�r ∼= (GGNt S)
1/2. (4.161)

With the substitution for S,

S = (I − Ith)

(qG)
(4.162)

results in

�r =
[

GNt(I − Ith)

q

]0.5

. (4.163)

Also note that

Ith = qγe Nt−th (4.164)

GNt = �vga/Vol, (4.165)
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Fig. 4.24 Plot of relaxation oscillation frequency against square root of normalised current. Reprinted with
permission from D. Tauber, G. Wang, R. S. Geels, J. E. Bowers, L. A. Coldren, Applied Physics
Letters, Vol. 62, No. 4, 1993. Copyright 1993, American Institute of Physics.

the expression for the relaxation frequency becomes

�r =
[

1 + �vg N0τp

τpτe

(
I

Ith
− 1

)]1/2

. (4.166)

Equation (4.161) suggests that high values of G Nt are required, which is essentially
that ∂g/∂N is high per unit volume, and S needs to be high, which implies that the
photon density Nph should be high in the cavity. From Equation (4.163), it follows that
Ith should be as low as possible. The small-signal derivation in Equation (4.145) shows
again that f3dB is determined by �r. Thus, this equation may be written as

f3dB ≈
√

3�r

2π
. (4.167)

Ideally, the quantum dot lasers should have the highest relaxation oscillation frequency.
However, the problem of the parasitics of the wetting layer and other issues [11] result
in these lasers not being as fast as the quantum well tunneling injection lasers discussed
below.

Of the lasers discussed above, the lowest threshold current device is the VCSEL, and
early measurements have shown that the relaxation oscillation frequency measured by
streak camera [31] was 84 GHz shown in Figure 4.24. However, the problem is that the
parasitics of the device in its present form, with the current passing through the entire
top and bottom mirrors, are large. Thus, the device parasitics should be made as low
as possible, as well as the packaging parasitics, as otherwise the modulation signal will
be attenuated severely at high frequencies. A high-speed VCSEL operating at 35 GHz
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Fig. 4.25 Plot of the band diagram of the conduction band of the tunnelling injection laser (X. Zhang,
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[6] has the laser drive and modulation current pass through the top mirror but only
through a small number of layers of the lower mirror to achieve this result.

The approach by Bhattacharya’s group [35] has resulted in tunneling injection quan-
tum well lasers that have the potential for very high modulation rates. The claim is
that when the electrons travel from the cladding and fall into the separate confinement
region, they gain energy and become hot. The electrons diffuse across the separate con-
finement region (SC), and when they fall into the quantum wells, they become even
more hot. The holes having a large mass are not as mobile, and therefore are largely
unaffected by these changes in potential. The approach is to have a reservoir of elec-
trons in the SC region, and these tunnel out into the SC region, and also into the quantum
wells with only small gains in energy, to allow high modulation rates. The theory dis-
cussed above for �r does not account for the temperature of the carriers in determining
its value. A more elaborate theory would do this, but only qualitative explanations are
therefore available.

Figure 4.25 shows the conduction band diagram of the device. Careful design of the
reservoir, its width and its level with respect to the SC region and the quantum wells are
necessary. Again the device parasitics need to be low. The results are indeed impressive,
3 dB bandwidths of 100 GHz, and these are probably the fastest lasers built to date. Note
that the structure used in high-speed quantum dot lasers has also used the tunnelling
structure, but these are not as fast as the quantum lasers discussed above.

4.3 Photodetectors

Photodetectors are devices used to convert light signals into electrical versions. The per-
formance of the different types of detectors is determined by their quantum efficiency,
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their frequency response and responsivity. In this chapter only solid state detectors are
considered, and the slower detectors are only briefly discussed. The photomultiplier,
which is widely used as a sensitive and fast (of the order of 100 MHz) detector, will
not be discussed here. Solid state detectors considered here are the extrinsic kind, in
which the photon energy is close to the band gap of the semiconductor material used
for the detector. Intrinsic photodetectors are used for detection of light with energies
below the band gap, and depend on deep level traps, or with different energy levels
in a quantum well, but these are not discussed here. In this chapter, the detectors con-
sidered are photoconductors, and the junction devices which include the p–i–n diode,
the metal–semiconductor–metal (MSM) photodetector and the avalanche photodetec-
tor (APD). The photoconductor is a slow device and also noisy, but its simplicity is an
attractive feature.

4.3.1 Preliminaries

Consider a semiconductor photodetector which absorbs photons with energies at or
above Eg, the bandgap energy of the semiconductor. Suppose the incident optical power
is given by Pin, and it is assumed that all the incident photons enter the semiconductor.
Suppose the photocurrent generated as a result of this incident optical power is given by
Ip, then the relationship between Pin and Ip is

Ip = R Pin, (4.168)

where R is the responsivity of the photodetector in units of AW−1.
The quantum efficiency of the detector η may be defined as ratio of the number of

hole–electron pairs generated to the number of incident photons, and is given by

η =
Ip

q
Pin

hν

= hν

q
R. (4.169)

Thus, R may be written as

R = qη

hν
= ηλq

hc
. (4.170)

Suppose the thickness of the semiconductor is w, and the absorption coefficient is α

Np m−1, then the transmitted optical power escaping from the semiconductor is given by

Ptr = Pine−αw. (4.171)

Thus, the absorbed power is given by

Pabs = Pin − Ptr = Pin(1 − e−αw). (4.172)

Since every absorbed photon creates one hole–electron pair, the quantum efficiency is
given by

η = Pabs

Pin
= (1 − e−αw), (4.173)

which assumes that all the incident photons enter the semiconductor with no reflection.
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4.3.2 Photoconductor detectors

The photoconductor detector depends on the increase in conductivity of a semiconduc-
tor when illuminated with photons of energy above the band gap. The absorbed light
creates hole–electron pairs, which increases the conductivity, and with an applied bias,
the excess carriers drift to the appropriate electrodes, and constitute an increase in cur-
rent. Holes and electrons created by the light may be swept out before they recombine
by the applied bias field. Alternatively, they recombine as they drift towards the appro-
priate electrode. The electrons are swept out faster than the holes, and to maintain charge
neutrality, more electrons are injected, and this constitutes gain.

A typical photoconductor detector takes the form of a slab of material of thickness a,
width b and length L , with ohmic contacts at the sides as shown in Figure 4.26.

The dark current flowing in the slab is given by

I = qab(nμn + pμp)
V

L
, (4.174)

where n and p are the free electron and hole number densities, μn and μp are the mobil-
ities of the electrons and holes respectively, and V is the applied voltage across the slab.
When illuminated, the conductivity increases due to the electron–hole pairs created by
the photons. Thus, the current when the slab is illuminated is given by

(I + �I ) = qba[(n + �n)μn + (p + �p)μp] V

L
, (4.175)

where I is the dark current, assumed to be small. The increase in current due to the
illumination is

�I = qab(�nμn + �pμp)
V

L
. (4.176)

Suppose the minority carriers are electrons, then the rate equation for the electrons takes
the form:

d�n

dt
= ηP

hνabL
− �n

τ
, (4.177)

where η is the quantum efficiency, which determines the number of hole–electrons gen-
erated per photon, usually taken to be unity, and P is the optical power absorbed. Note
that an equal number of holes as electrons are generated, but remain as the majority
carrier. Under steady state, the time variation is set to zero, and then

V

i

Photons

a

b

Fig. 4.26 Schematic diagram of a photoconductor slab: length between contacts L , width b and
thickness a.

More free ebooks  :  http://fast-file.blogspot.com



264 High-Speed Electronics and Optoelectronics

�n = ηPτ

hνabL
. (4.178)

This assumes that the photon-generated hole-electron pairs are in the volume of the slab,
and the volume is abL . The electron current due to these excess electrons is given by

�In = q�nμnba
V

L
= qηPG

hν
, (4.179)

where G is the gain of the device. Substituting for �n from Equation (4.178), G is
defined as

G = μnτV

L2
= τ

ttr,n
, (4.180)

where the electron transit time ttr,n is given by

ttr,n = L

vn
= L

μnE = L2

μnV
. (4.181)

In addition to the electrons, adding the motion of the holes results in this equation
becoming

G = (μn + μp)τV

L2
= μn + μp

μn

τ

ttr,n
. (4.182)

Note that since μh � μn, the expression for gain is that given in Equation (4.180).
Making L as small as possible increases the gain and also reduces the response time.

If the carriers are swept out before they recombine, then the electrons reach the ohmic
contact before the holes. To maintain charge neutrality, extra electrons are injected into
the photoconductor. If sweep out of the carriers occurs, then the lifetime is the transit
time of the carriers and is given by

ttr,n,p = L

μn,p
( V

L

) = L2

μn,pV
. (4.183)

Since the mobility of holes is lower than that of electrons, the transit time of electrons
is smaller. If μp � μn, then the gain term is dominated by the electron mobility term
and in turn the transit time

G = τ

ttr,n
. (4.184)

Thus, the photon-induced current from Equation (4.179) becomes

Iph = �In = τ

ttr,n

qηP

hν
. (4.185)

In Equation (4.177), the time variation of �n may be as ejωt, and in the small-signal case
the response time varies inversely as (1 + jωτ), which defines the bandwidth. Thus, if
the optical power is given by

P(ω) = Popt + P1ejωt, (4.186)

then the ac current term is

�Iac = qηP1

hν

τ

ttr,n

1

1 + jωτ
. (4.187)

More free ebooks  :  http://fast-file.blogspot.com



Optoelectronics 265

The rms current magnitude is given by

�Iac,rms = qηP1√
2hν

τ

ttr,n

1

(1 + ω2τ 2)1/2
. (4.188)

Noise in these detectors is from several sources and these are thermal or Johnson noise,
generation-recombination noise, and at low frequencies, the 1/ f flicker noise. If the
resistance of the device is Rcond, then the thermal noise current is given by〈

|ıth|2
〉
= 4kBT� f

Rcond
, (4.189)

where � f is the bandwidth. The generation-recombination noise term is given by〈
|ıGR|2

〉
= 4qG Io� f

1 + ω2τ 2
. (4.190)

where Io = qηPoptG/ωτ . Neglecting the contribution of 1/f noise at low frequencies,
the signal-to-noise ratio is given by

S

N
= �I 2

ac,rms〈|ıth|2
〉 + 〈|ıGR|2 〉 (4.191)

= ηP2
1

8hνPopt� f

[
1 + kBT

Gq
(1 + ω2τ 2)

1

Rcond Io

]−1

. (4.192)

The noise equivalent power (NEP) is defined as the incident rms optical power required
to produce a signal-to-noise ratio of unity in a bandwidth of 1 Hz, [3], and the detectivity
of a detector is the inverse of NEP or D = (NEP)−1. The normalised detectivity D∗ is
defined as

D∗ = A1/2(� f )1/2

N E P

(
cm.Hz1/2 W−1

)
, (4.193)

where A is the area of the photoconductor on which light is incident. The bandwidth
is usually set to 1 Hz, and the reference area is set to 1 cm2. Note that D∗ is usually
expressed as D∗(λ, f, 1), where λ is the wavelength of light, f is its frequency of
modulation, and 1 is the bandwidth in Hz and may be obtained from Equation (4.192).

The structure of these devices may take various forms, including the interdigitated
surface contact structure shown in Figure 4.27.

4.3.3 P–I–N diodes

Detection of photons with energies at or above the band gap of a semiconductor requires
that they are absorbed and create hole–electron pairs, and a current be induced due to
this absorption. The depletion layer of a reverse-biased p–n junction of the semicon-
ductor causes the holes and electrons to separate and be collected by the appropriate
contact/collection region. The photons entering this device, schematically shown in
Figure 4.28, create hole–electron pairs as the light is absorbed, from the top contact
region, through the depletion layer on both sides of the junction and possibly beyond, to
the lower contact region. The fields in the depletion layer are high enough to separate the
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Fig. 4.27 Schematic diagram of a photoconductor detector with interdigitated fingers.
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p+ n+
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Photons

Fig. 4.28 Schematic diagram of a p–n junction photodiode.

holes and electrons, and send them to the respective majority carrier region, holes to the
p region and electrons to the n region, because of the reverse bias. Holes and electrons
generated in the p and n contact regions need to be considered differently. The minority
carriers, electrons in the p region and holes in the n region, about one diffusion length
from the depletion layer, diffuse towards the depletion layer and are accelerated to the
appropriate majority carrier region. This diffusion is a slow process, which degrades the
response of the diode detector.

The alternative to the simple p–n junction detector is to use a p–i–n structure, the ‘i’
region is either an ‘i’ layer or a p− or n− layer. In this device, the depletion layer extends
through the whole of the ‘i’ region with no bias or with a negative bias. The usual top
p+ layer is made thin to ensure that absorption in the top contact layer is negligibly
small. Most of the absorption is in the ‘i’ or n− layer, with some in the lower n+ layer,
as shown in Figures 4.29 and 4.30.

Suppose the photon flux per unit area is given by φ0, and the absorption coefficient is
given by α, then the hole–electron generation rate is given by

Gen(z) = φ0αe−αz, (4.194)
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Fig. 4.29 Schematic diagram of a p–n junction photodiode in mesa form, with a ring top contact.
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Fig. 4.30 Schematic diagram of a p–i–n junction photodiode.

and the photon flux density φ0 is given by

φ0 = Pinc(1 − R)

Ahν
(4.195)

where the incident optical power is given by Pinc, R is the reflectivity of the surface
and A is the device area. Note that the extra α introduced in the generation term is to
normalise the current density. The drift current density is given by

Jdrift = −q
∫ w

0
Gen(z)dz = qφ0(1 − e−αw). (4.196)

The tail end of the optical power also enters the lower n+ region, and generates hole–
electron pairs. In this region, the hole, minority carrier, motion is determined by the
diffusion equation

Dp
∂2 pn

∂z2
− pn − pn0

τp
− Gen(z) = 0, (4.197)

where Dp is the diffusion coefficient for holes, τp is the lifetime for holes beyond
pn0, the equilibrium hole density for the n+ doped layer. The boundary conditions are
pn = pn0 for z = ∞ and pn = 0 for z = w; the former has some validity since the
structure is generally grown on an n+ substrate. The latter boundary condition has the
excess hole density to be zero since those generated at the boundary are acted upon by
the depletion layer and accelerated away. The solution is given by
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pn = pn0 − (pn0 + Ce−αw)e(w−z)/Lp + Ce−αz, (4.198)

where Lp = √
Dpτp and

C = φ0αL2
p

Dp

(
1 − α2L2

p

) . (4.199)

The diffusion current density is

Jdiff = −q Dp

(
∂pn

∂z

)
(4.200)

= qφ0
αLp

1 + αLp
e−αw + qpn0

Dp

Lp
, (4.201)

and the total current density is the sum of the drift current density and the diffusion
current density, and is given by

Jtot = qφ0

(
1 − e−αw

1 + αLp

)
+ qpn0

Dp

Lp
. (4.202)

The value of pn0 is small in the n+ region, and therefore under illumination, this last
term is small and is usually omitted, and the current is proportional to the photon flux.

The quantum efficiency may be obtained from these expressions:

ηext = Jtot A/q

Popt/hν
= (1 − Rr)

(
1 − e−αw

1 + αLp

)
, (4.203)

where Popt is the optical power absorbed and Rr is the reflectivity. To make the quantum
efficiency high, the diode reflectivity needs to be made small using an anti-reflection
coating, so that Rr ≈ 0. Also αw� 1 makes ηext closer to unity but at the expense of
transit time delay, and hence the frequency response becomes small.

The frequency response of the photodiode is governed by several factors, and these
are discussed below. The diffusion of the minority carriers generated outside the deple-
tion region and their transit to the appropriate electrode region are major limitations
to the response time of the diode. However, careful design may minimise this effect,
including the use of heterostructures so that the p+ and the n+ regions are in higher
bandgap material, which prevents the generation of hole–electron pairs in these contact
regions. The RC time constant of the diode, where C is its capacitance and R is shunt
resistance added to extract the signal, determines the circuit response, and is minimised
by suitable choice of R, and the area of the diode. The carrier transit time across the
depletion region is also a major factor, and this is analysed below.

Suppose the incident optical flux is modulated to have a time varying component of
the form φ1e jωmt . At any point z in the depletion layer, the carriers generated have to
drift to the appropriate electrode region at the saturation velocity vs. Thus, the conduc-
tion current density due to the carriers generated at z has a phase delay of e−jωsz/vs and
is given by

Jcond(z) = qφ1ejωmte−jωmz/vs . (4.204)
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Fig. 4.31 Plot of the transit time factor in Equation (4.206) against the product of the transit time and the
modulation frequency (A. Yariv, Optical Electronics in Modern Communications, Fifth Edition,
Oxford University Press 1997. Figure 4.11– 4.17. By permission of Oxford University
Press, Inc.).

Considering the carriers generated over the entire depletion layer, neglecting the
absorption coefficient, the total conduction current density is given by

Jcond = 1

w

∫ w

0
qφ1ejωmte−jωz/vsdz (4.205)

= qφ1

(
1 − e−jωmttr

jωttr

)
ejωmt, (4.206)

where ttr is the transit time equal to w/vs. In addition to the conduction current density,
the displacement current density is given by

Jdisp = jωmεE = jωmεV

w
. (4.207)

The total current density is the sum of these two terms. The conduction current density
is reduced by the transit time factor as shown in Equation (4.206). Figure 4.31 shows a
plot of this factor (1 − e−jωmttr)/(ωmttr) against ωmttr. Note that when the denominator
becomes 2π , this factor goes to zero.

The expression for the transit time effect in Equation (4.206) becomes 1/
√

2 when
the value of ωmttr is 2.4, and also has a phase shift of 2π/5. Thus, the 3 dB response is
given by

f3 dB = 2.4

2π ttr
= 0.382vs

w
= 0.382vsα, for αw = 1. (4.208)

Note that including the effect of the absorption coefficient in the above derivations,
Equations (4.204)–(4.208) in fact reduces the transit time factor further, and therefore
these results are optimistic.
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Fig. 4.32 Equivalent circuit of a p–i–n photodiode.

The equivalent circuit of the p–i–n photodiode is shown in Figure 4.32, and consists
of a current generator, the diode incremental resistance Rd in parallel, the diode capac-
itance C also in parallel, the series resistance Rs, which includes the contact resistance
and the load resistance RL also in parallel. The inductance of the wire bond or contact
line in series with Rs has been omitted. Note that RL is generally small compared to Rd.

The analysis of this section shows that to make frequency response of the photodi-
odes high, the capacitance of the diode should be low so that the RLC time constant is
small and the ‘i’ layer thickness should be between 1/α and 2/α, where α is the absorp-
tion coefficient, and this comes at the expense of responsivity. Using higher bandgap
materials for the p+ and n+ regions allows higher fields to be used as the breakdown
voltage is increased. The usual choice is to make RLC time constant equal to the tran-
sit time across the depletion region. To reduce the capacitance, the area is made small,
of the order of 50 μm2 or less. High-speed p–i–n diodes have been designed and built
for many years, and currently diodes with responses in the 50 GHz region are available
[10]. To reduce the transit time effects, the absorbing layer is made as thin as possible,
of the order of 0.15 μm, and this is at the expense of responsivity. To overcome the
reduced absorption in the thin ‘i’ layer, the use of a dielectric mirror above the contact
layer and an epitaxial mirror below the absorbing layer causes the light to have multiple
passes, and improves the responsivity [10]. The problem of having this in the n+ layer
requires careful design of the doping of the heterostructure mirror, since current has to
flow through it. Note that the lower mirror is similar to those used in VCSELS and there
the mirror series resistance problem has been alleviated considerably.

Heterostructure diodes in which the p+ and n+ regions are of a larger bandgap mate-
rial, with the absorption ‘i’ or n− layer, have also been designed. The advantage of this
structure is that the incoming light is not absorbed in the heavily doped regions, and the
depletion fields may be higher. However, the heterojunctions may have to be graded to
prevent carrier trapping.

The noise output of the p–i–n diode is dominated by the thermal or Johnson noise.
Then the input signal photocurrent is given by

Iph = qηint Pin

hν
≡ R Pin, (4.209)

where R is the diode responsivity in A W−1. The shot noise is due to the background
optical power generating a current given by IB, the dark current Id due to the reverse-
biased p–i–n diode and the photocurrent Iph, and is given by〈

|σs|2
〉
= 2q(Iph + IB + Id)� f. (4.210)
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The diode is usually connected to a preamplifier, noise figure Fn, input resistance Ra,
which is in parallel with the diode output resistance Rd and the load resistance across
the diode RL, and neglecting the series resistance Rs which is small, the equivalent
resistance given by

1

Req
=

(
1

Rd
+ 1

RL
+ 1

Ra

)
≈ 1

RL
, (4.211)

and the corresponding Johnson or thermal noise current squared, including the pream-
plifier noise figure, is given by 〈

|σt|2
〉
= 4kbT Fn� f

Req
. (4.212)

Thus, the signal-to-noise ratio is given by

S

N
=

(
qηint Pin

hν

)2

2q(Iph + IB + Id)� f + 4kbT Fn� f

Req

. (4.213)

Usually, the shot noise current is small, Req is approximately equal to RL, and the
signal-to-noise ratio becomes

S

N
=

(
qηint Pin

hν

)2

4kbT� f

RL

(4.214)

Thus, to make the signal-to-noise ratio large, RL needs to be made as large as possible,
but the problem here is that the RC time constant then becomes large and the response
time becomes slow. Thus, the values of RL are of the order of 50–100� to ensure that
the RC time constant approaches the transit time limit.

4.3.4 Avalanche photodiodes

The p–i–n diode has no gain, and adding gain enhances its performance. Increasing the
reverse bias close to or at the breakdown of the diode, the electric field in the ‘i’ or n−
region becomes high, and results in the carriers being accelerated to a higher velocity
before a collision with the lattice occurs. If the velocity is high, then this collision may
be inelastic and causes ionisation, resulting in an additional electron and hole being
generated. This additional electron and hole together with the original electron are also
accelerated in turn to have further collisions to create additional hole–electron pairs.
A schematic diagram of this process is shown in Figures 4.33 and 4.34 in which an
electron is injected, at the start of the high field region of the depletion layer. This
figure assumes that the ionisation coefficient for the electrons αe is equal to that for
the holes αh. These coefficients are probabilistic, and are the reciprocal of the average
distance that the carrier travels before an ionising collision occurs. These coefficients
are a function of the electric field, and vary with the material parameters. In Silicon,
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Fig. 4.33 Schematic diagram of the avalanche process with injection of an electron into the avalanche
region, which after collision creates an additional hole–electron pair, which, together with the
original electron, is also accelerated to have further ionising collisions, resulting in additional
hole–electron pairs for each carrier. In this diagram, the ionisation coefficients of the electrons
and holes are assumed to be nearly equal.

p+ n+w

x = 0 x = w

‘i’

n−

E 

Fig. 4.34 Schematic diagram of the avalanche diode.

αe > αh; but in III–V material, GaAs and InP and others they are almost equal. The
collisional increase in carriers results in an increase in the current which implies current
gain.

The expression for the ionisation coefficient is given by [3]:

αe,h = α∞ exp

[
−

(
b

E
)m]

. (4.215)

In GaAs, α∞ is ∼1.3 × 106 cm−1, b is 2 × 106 V cm−1 and m is 2. The multiplication
coefficient or factor M is the ratio of the output current density to the input current
density, and may be subdivided for the electron component and the hole component.

Suppose that the total current density in the diode is given by

Jtot = Je(x) + Jh(x), (4.216)
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where Je(x) is the electron current density, Jh(x) is the hole current density and Jtot is
a constant at any plane of the diode. The multiplication factors are defined as

Me = Je,out

Je,in
= Je(w)

Je(0)
(4.217)

for the electron current density, and

Mh = Jh,out

Jh,in
= Jh(0)

Jh(w)
(4.218)

for the hole current density.
Suppose a p–i–n diode with an ‘i’ region is considered, the field across the ‘i’ region

is uniform. Also assume that the ionisation coefficients αe = αh, and are constant at
the fixed electric field in the ‘i’ region, and the width of the avalanching region is w.
The holes and electrons are accelerated in opposite directions, and the collisions result
in ionisation and multiplication. Assume that at x = 0, there is only electron injection,
hole injection is zero at x = w, and therefore the avalanching is initiated by electrons.
In this case, the multiplication factor is given by

M = 1 + αew + (αew)2 + (αew)3 + (αew)4 + · · · (4.219)

= 1

1 − αew
for αew < 1. (4.220)

This final result implies that the multiplication factor goes to ∞ when αew is unity, or
that each carrier has one ionising collision over the distance w.

For the case of the p–i–n, with an n− region instead of the ‘i’ region, the field
increases linearly from the n+ region to the p+ region, and the above assumptions
of constant ionisation coefficients no longer hold. The total current density flow-
ing in the diode is the sum of the electron current density and the hole current
density.

The current densities in the avalanching region satisfy the following equations:

d Je

dx
= αe Je + αh Jh + qGen(x) (4.221)

−d Jh

dx
= αe Je + αh Jh + qGen(x), (4.222)

where qGen(x) is the optical generation rate. Subtracting these two equations results in

d

dx
[Je(x) + Jh(x)] = 0, (4.223)

or

Je(x) + Jh(x) = constant = Jtot. (4.224)

This implies that the current density is a constant at any plane in the diode, as claimed
earlier in Equation (4.216). Substituting for Jh from Equation (4.216) by Jtot − Je in
Equation (4.221)

d Je

dx
− (αe − αh)Je = αh Jtot + qGen(x). (4.225)
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Consider the case when αe = αh, neglecting the Gen term, this becomes

d Je

dx
= αe Jtot, (4.226)

and the solution is

Je(w) = Jtot

∫ w

0
αedx + Je(0). (4.227)

Assuming that there is no hole injection at x = w, then Je(w) = Jtot, and this equation
becomes

Je(w) = Je(w)

∫ w

0
αedx + Je(0). (4.228)

Dividing by Je(0), this equation becomes

Je(w)

Je(0)
= Me = Me

∫ w

0
αedx + 1, (4.229)

or

Me = 1

1 − ∫ w

0 αedx
. (4.230)

For avalanching, ∫ w

0
αedx = 1. (4.231)

When αe �= αh, then Equation (4.225) needs to be solved. This is first-order differential
equation of the form:

dy

dx
+ P(x)y = Q(x), (4.232)

and the solution is given by

y =
∫ x

0 Q(x ′)e
∫ x ′

0 P(x ′′)dx ′′ + y(0)

e
∫ x

0 P(x ′)dx ′ . (4.233)

Consider the case of electron injection at x = 0, with Gen(x) = 0 and no hole injection
at x = w, which implies that Jh(w) = 0, and Jtot = Je(w). Following the above
procedure, with these boundary conditions, the solution of Equation (4.225) is obtained,
and the electron current multiplication factor becomes [8]:

Me = Je(w)

Je(0)
= e

∫ w
0 (αe−αh)dx ′

1 − ∫ w

0 dx ′αh(x ′)e
∫ w

x ′ (αe−αh)dx ′′ . (4.234)

When αe = αh, then this equation becomes, as shown in Equation (4.230)

Me = 1

1 − ∫ w

0 αedx
. (4.235)

When the denominator of these multiplication factors is zero, the diode avalanches. A
similar expression to that in Equation (4.234) may be derived for Mh, if the avalanche
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is initiated by holes. For this case, it is assumed that at x = w, Je(w) = 0, Gen(x) = 0
and Jh(0) = Jtot, and the variable is Jh(x) to give

Mh = Jh(w)

Je(0)
= e− ∫ w

0 (αe−αh)dx ′

1 − ∫ w

0 dx ′αe(x ′)e− ∫ x ′
0 (αe−αh)dx ′′

, (4.236)

and again the avalanching occurs when the denominator goes to zero. The avalanching
is dependent on the field in the depletion layer, carrier population and the collision
frequency, and not dependent on the carrier initiating the avalanche process. By careful
control of the bias, the avalanche gain may be controlled to values as desired.

Notice that the generation term has been omitted in these expressions, but may be
included as necessary. Silicon avalanche photodiodes (APDs) may use the absorption
region as the avalanche region. In this case, the derivations above with the genera-
tion term would be the appropriate equations. Near infrared wavelengths have used
GaAs/AlGaAs APDs, and for wavelengths in the telecommunications band, 1300 nm
and 1550 nm bands, the absorption layer is generally InGaAs which is lattice-matched
to InP. The avalanche region for these diodes is separate and usually InP, since large
leakage currents occur due to tunneling with high reverse bias in InGaAs. This type of
diode is termed the separate absorption and multiplication (SAM) APDs [26], and is
currently the usual APDs at these wavelengths, as shown schematically in Figure 4.35.
Accumulation of holes occurs in the InP–InGaAs valence band junction region, and a
graded junction alleviates this problem [22].

The multiplication factor is a random variable and therefore the excess noise due to
this avalanche process may be estimated by a noise factor FM. This factor is a function
of the multiplication factor M and kA, where kA is the ratio of the ionisation coefficients
and kA lies in the range 0 < kA < 1. Thus, kA = αh/αe, provided αh < αe, or
alternatively kA = αe/αh, provided αe < αh. The expression for the noise factor is
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Fig. 4.35 Schematic diagram of the separate absorption and multiplication avalanche photodiode, also
showing the field in the different regions.
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Fig. 4.36 Excess noise factor FA as a function of the multiplication factor M and the ratio of the ionisation
coefficients kA (G. P. Agrawal, Fiber-Optic Communication Systems, 3rd edition, John Wiley &
Sons, 2002. c©2002 John Wiley & Sons). Reprinted with permission of John Wiley & Sons, Inc.

given by [23]:

FA = kA M + (1 − kA)

(
2 − 1

M

)
. (4.237)

Figure 4.36 shows the excess noise factor FA plotted against the multiplication factor
M , as a function of kA, from the Equation (4.237) [1].

The responsivity of the avalanche photodiode includes the multiplication factor M
and is given by

RAPD = M
ηq

hν
, (4.238)

and therefore the input signal photocurrent is given by

Iph,APD = RAPD Popt = M
ηq

hν
Popt. (4.239)

The shot noise current squared of the avalanche diode is also enhanced by the
multiplication factor and the noise factor and is given by〈

|σs|2
〉
= M2 FA(RAPD Pin + ID + IB)� f, (4.240)

where ID is the dark current and IB the background current. The thermal noise current
squared is given by, as in Equation (4.212), including the amplifier noise figure Fn,〈

|σt|2
〉
= 4kbT Fn� f

Req
. (4.241)
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Hence the signal-to-noise ratio is given by

S

N
=

(
Mqηint Pin

hν

)2

2q M2 FA(Iph + IB + Id)� f + 4kbT Fn� f

Req

. (4.242)

In this case, the shot noise term dominates and therefore the signal-to-noise ratio
becomes

S

N
=

(
Mqηint Pin

hν

)2

2q M2 FA(Iph + IB + Id)� f
. (4.243)

The APD is the preferred photodiode, but the introduction of the gain stage reduces
the frequency response. However, recent results have shown that these devices have
gain bandwidth products of over 300 GHz, with a response of 28 GHz [18]. Lower gain
results show a higher response of over 30 GHz [29]. These devices are much more
expensive than p–i–n diodes, although the performance is better because of the gain
that arises due to avalanching.

4.3.5 Metal–semiconductor–metal detectors

A planar version of the p–i–n diode is the metal–semiconductor–metal (MSM) detector,
in which the contacts are metal Schottky barrier diodes to a thin undoped semiconductor
layer, and the region between the metal contacts, usually in the form of an interdigitated
structure, shown in Figure 4.37, is completely depleted. The gap between the fingers is
made small, and the transit time limitation is small. The capacitance has two compo-
nents: one in parallel with the gap across the fingers, and the second is the capacitance
to the ground of both electrodes. However, this latter may be made small so that the RC
time constant of the diode is small. Consequently, these detectors are extremely fast,

Fig. 4.37 Interdigitated form of the MSM detector, in which the contacts are Schottky diodes to the thin
epitaxial absorption layer.
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Fig. 4.38 Capacitance against the edge length of the fingers of the interdigitated MSM device for gaps of
1, 2 and 3 μm spacing, with finger widths of 0.5 and 1.0 μm. The parallel plate capacitance of
the p–i–n diode is plotted for comparison, with the ‘i’ or n− layer thickness of 0.5 and 1 μm.
The electrode width for the p–i–n diode has not been given in the paper (J. B. D. Soole and
H. Schumacher, IEEE Journal of Quantum Electronics, Vol. 27, No. 3, March 1991. c©1991
IEEE).
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Fig. 4.39 Response of the MSM detector showing the detected photocurrent against the bias voltage for
different values of light intensity for the 1 μm electrode width and a 2 μm interelectrode gap
device (J. B. D. Soole and H. Schumacher, IEEE Journal of Quantum Electronics, Vol. 27,
No. 3, March 1991. c©1991 IEEE).

but their responsivity is affected by the shadowing effect of the fingers. However, it was
found that the quantum efficiency increases with increasing bias, which suggests that
there is some gain that arises due to trap densities at the interfaces between layers, at
electrode interfaces. However, [30] suggests that with careful growth this gain may be
much reduced as seen in Figure 4.39. Note that one of the diodes is forward-biased and
the other is reverse-biased, and again careful processing results in symmetric response
and soft breakdown.

MSM photodetectors of InGaAs on an InP substrate [30] for operation at 1.3 μm
and 1.5 μm wavelengths are discussed here. The Schottky barrier on InGaAs is of the
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Fig. 4.40 Quantum efficiency of the InGaAs MSM device the electrode widths of 1 μ and different
spacings from 1, 2, 3 μm inter-electrode spacing. The zero width electrode result is also plotted
here (J. B. D. Soole and H. Schumacher, IEEE Journal of Quantum Electronics, Vol. 27, No. 3,
March 1991. c©1991 IEEE).

order of 0.2 V, and is leaky in reverse bias, and therefore is enhanced by a layer of
lattice-matched InAlAs under the electrodes. The thickness of the InGaAs layer was
1.3 μm, and the InAlAs layer was 80 nm. The capacitance between the fingers has been
calculated by means of the usual Schwarz–Christofel transformation in this paper, and
it is shown that the edge capacitance of the fingers is much less than the capacitance of
comparable area mesa-type p–i–n diodes, as shown in Figure 4.38. Provided the series
resistance is comparable, the RC time constant is much less for the MSM detector.

The device with a 1 μm wide electrode with the interelectrode gap of 2 μm between
them has a response shown in Figure 4.39 of the detected photocurrent against the bias
voltage across the electrodes for different values of light intensity on the device. Note
that the response is not flat but rises, indicating that there is gain in the device; this
may be in part due to the photoconductor effect and also may be at the higher bias due
to avalanching near the electrodes. The quantum efficiency of the MSM detectors is
hampered by the shadowing effect of the electrodes and this is plotted for this InGaAs
device in Figure 4.40, which shows that this may rise to as high as about 70% for the
1 μm electrode width and a 2 μm interelectrode gap device. The bandwidth of the device
is in the 20 GHz region, and other devices on GaAs show similar or better frequency
response.

4.3.6 Travelling wave p–i–n photodiodes

As discussed above, the frequency response limitation of p–i–n diodes arises from
the transit time of photogenerated carriers reaching their respective electrode contact
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regions, and also from the RC time constant of the device. Making the absorption
layer small, 0.3 μm, results in poor responsivity; placing mirrors underneath to obtain
a double pass improves the response, but the RC time constant rises. The MSM device
reduces the RC time constant but the transit time limitation remains. The second lim-
itation is the device saturation that occurs when the light intensity becomes high. The
alternative is the waveguide photodetector (WPD), which is an edge-fed p–i–n diode
that is made very narrow and long, and the absorption layer may be thin to overcome the
transit time limitation, making it highly efficient. However, the RC time constant limits
the device response to about 55 GHz bandwidth–efficiency value (product of bandwidth
and quantum efficiency) [16].

To overcome the problem of the RC limitation of the waveguide detector, and also
be able to handle high power detection, the travelling wave detector was proposed by
[8, 32]. An optical waveguide with a thin absorption layer is the basis for this device.
The absorption layer is made thin enough to only absorb a small fraction of the light
per unit length so as not to saturate the device, thus high power signals may be detected
without saturation. However, the limitation of the travelling wave detector arises from
the velocity mismatch between the electrical wave on the electrode structure and the
optical waveguide. The electrode on top of the guide with the accompanying ground
electrodes on the sides form a coplanar waveguide, in which the detected signal trav-
els in the form of a voltage/current wave, see Figure 4.41. The optical signal travels at
the guide layer group velocity, usually at c/ng, and ng is the group index of the guide
layer. The detected signal forms electrical forward and backward waves on the elec-
trode structure. The backward wave reflects at the input of the electrode structure, if it
is an open circuit at the start of the detector, or alternatively, the wave is absorbed in
the load if matched. Thus, the electrical wave travelling on the electrodes is a combina-
tion of the forward wave and the reflected component of the backward wave travelling
in the forward direction, and also the backward wave traveling in the reverse direc-
tion. The lack of velocity match between these two optical and electrical waves leads
to walk off, and the frequency response drops [15]. However, bandwidth of 172 GHz
and bandwidth–efficiency product of 76 GHz [12] and pulse response with transform
bandwidth as high as 560 GHz [28] have been reported. Careful choice of the absorb-
ing layer, absorbing coefficient of α0, and its thickness and location in the waveguide

Absorption region and
optical waveguide

Optical
Input

Contacts (Transmission line)

Electrical
Signal

Optical
Signal

Fig. 4.41 Schematic diagram of a travelling wave photodiode, with coplanar electrodes (G. Rengel-Sharp,
R. E. Miles, S. Iezekiel, The Radio Science Bulletin, Vol. 311, No. 12, pp. 55–64, December
2004. c©2004 URSI).
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Fig. 4.42 Schematic diagram of a travelling wave photodiode, showing the p–i–n structure with the
absorbing layer, and the electrodes.

allow the confinement factor � to be determined, and thus the decay factor becomes
e−α0�z for the optical wave intensity. These types of travelling wave devices are the fully
distributed detectors. A second design has used a passive guide between MSM detec-
tors [20], in which each detector only detects a small fraction of the power carried by the
optical wave. Velocity matching allows the 3dB frequency response to rise to 49 GHz.
Both these types of travelling wave devices are the fastest photodetectors built at the
present time. The usual optical waveguides are of the ridge type, with the top electrode
and adjacent ground electrodes of the coplanar waveguide (CPW) type, as shown in
Figure 4.41 [27].

The theory of the distributed detector has been developed by [12] and [15]. Essen-
tially, the p–i–n diode has to support the optical mode, and the electrode structure
supports the electrical mode. Figure 4.42 shows a typical structure of this travelling
wave photodetector.

The optical mode travels in the central p–i–n region, and the electrical mode is sup-
ported by the electrode structure transmission line shown in this figure. The equivalent
circuit of the elemental section of the line is now the usual R–L in series and C–G in
parallel, but now with the elemental p–i–n structure in parallel; the modified circuit is
shown in Figure 4.43. Note that the usual capacitance is that of the depletion layer, and
therefore is across the current source.

In this circuit, Rcpw is the series resistance of the central electrode and varies due
to the skin effect, increasing as

√
f . The semiconductor series resistance Rsemi is in

series with the depletion layer, and is determined by the doping levels of the p+ and
n+ layers, shown as p and n in Figure 4.42. The capacitance of the central electrode is
dominated by the depletion layer capacitance of the p–i–n diode, which is much larger
than the edge capacitance. The depletion layer capacitance gives rise to a slow wave
effect, similar to that suggested by Hasegawa [14]. The inductance is the usual CPW
value, and is unaffected by the presence of the p–i–n structure. The series resistance Gs

is the top contact layer in parallel with the electrodes. The distributed current source is
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Fig. 4.43 Schematic diagram of the equivalent circuit of a travelling wave photodiode (G. Rengel-Sharp,
R. E. Miles and S. Iezekiel, The Radio Science Bulletin, Vol. 311, No. 12, pp. 55–64, December
2004. c©2004 URSI).

related to the input optical power Po, and is given by

Iph(z) = Po
ηqλ

hc
�αoe−�αo e− jβoz, (4.244)

where λ is the wavelength of the optical power, αo is the absorption layer coefficient, �
is the confinement factor in this absorption layer, βo is the optical propagation constant
and η is the quantum efficiency of the distributed p–i–n diode. The terminations at the
input may be an open circuit or a matched load, and at the output is matched to extract
the signals on the electrical wave. This equivalent circuit may be used to analyse the
performance of the travelling wave detector.

The major concern in the treatment of the travelling wave detector is the velocity
mismatch between the optical wave and the electrical wave on the electrode structure.
Giboney et al. [12] have analysed the transmission line using an impulse excitation,
to account for the velocity mismatch. Performing the Fourier transform, the following
expression for the normalised photocurrent is obtained for the case when �αo� � 1 for
the frequency ω:

ıν(ω) = 1

2

[
ωf

ωf − jω
+ γ (ω)

ωr

ωr + jω

]
e−jω(�/ve), (4.245)

where

ωf = �αove(
1 − ve

vo

)
and

ωr = �αove(
1 + ve

vo

) .

γ is the electrical reflection coefficient at the device input, γ = 1 for an open circuit
and γ = 0 for matched load. The term ve is the electrical wave velocity and vo is the
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Fig. 4.44 Normalised current response for both the velocity-matched and -mismatched cases for both the
open circuit and the matched terminations at the input (G. Rengel-Sharp, R. E. Miles and
S. Iezekiel, The Radio Science Bulletin, Vol. 311, No. 12, pp. 55–64, December 2004. c©2004
URSI).

optical wave velocity. The results of this calculation are shown in Figure 4.44. Notice
that the normalised current for the matched case has no frequency variation, but since
half of it goes to the input-matched load, the output current is reduced by half. For
the velocity-mismatched case, for γ = 0, again the frequency variation is lower than
for the case when the input has an open circuit, when γ = 1. The open circuit case
has considerable frequency variation, but the current is higher at all frequencies for the
velocity-matched case, and becomes asymptotic to the γ = 0 case. For the velocity-
mismatched case, the current falls off faster at the higher frequencies, and becomes
asymptotic to the velocity-mismatched γ =0 case.

For the velocity mismatched case with matched input termination, γ = 0, when
��αo � 0, the 3 dB bandwidth is given by [27]

f3dB = �αo

2π

vove

(vo − ve)
, (4.246)

and for the case when open circuit input termination, γ = 1, the bandwidth is

f3dB ≈ �αove

3π
. (4.247)

This last result holds for velocity mismatch in the range 0 ≤ ve/vo ≤ 1.47 [13]. Addi-
tional losses occur due to the optical guide scattering loss and microwave transmission
line loss, and carrier transit time effects, and these will change the results and hence
the performance of the photodetector. Since the optical waveguide is in the heterostruc-
ture form, carrier trapping may be a problem, but graded interface junctions would
alleviate this.
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Fig. 4.45 Schematic diagram of a photo-HBT showing the depletion layers.

4.3.7 Heterostructure bipolar transistor photodetector

The bipolar transistor acts as excellent photodetector with gain. In the HBT, Figure 4.45,
the absorption of light occurs solely in the base, and possibly in the subcollector region.
In a double HBT in which the emitter and collector are of larger bandgap material, the
absorption is confined to the base region, even though the base is not fully depleted. The
usual modus operandi is to leave the base open circuit, as the light-generated carriers
constitute the base current, though in some case to avoid carrier trapping contact is
made to the base. The transit time of the electrons in the base of an n–p–n transistor
determines the frequency limit of operation of the HBT, in addition to the base resistance
effects. For a reasonable fraction of the incident to be absorbed, the base and the base–
subcollector regions should be of the order of 1 μm thick, which makes these devices
extremely slow, typically about 1 GHz bandwidth.

According to [3], the optical gain G of the single heterojunction phototransistor is
the ratio of the number of carriers in the collector current due to the photogenerated–
base and subcollector carriers to the number of photons incident on the base-
subcollector:

G = hν Iph−coll

q Pinc
. (4.248)

For a thick subcollector depletion width, which is greater than 1/α, then

G = ηβT, (4.249)

where η is the quantum efficiency and βT is optical current gain of the photo-transistor.

4.4 Problems

(1) A GaAs LED has a structure shown in Figure 4.1, and injection takes place from
the n+ layer into the p layer where the recombination takes place. Suppose the
lifetime of the electrons in this layer is 10 ns, the electron mobility is 3000 cm2

(V.s)−1 and hole mobility is 300 cm2 (V.s)−1, determine the thickness of the p
layer if it is to be one diffusion length.
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(2) Calculate, numerically, the correct value of the external quantum efficiency of a
LED radiating into air. Assume that the semiconductor index is 3.5, the polari-
sation random which implies that half the radiation is perpendicular polarisation
and the other half is parallel polarisation. Assume that the transmission coeffi-
cient for the perpendicular polarisation from medium 1, index n1, into medium
2, index n2, is given by

τ⊥ = 2n1 cos θ1

(n1 cos θ1 + n2 cos θ2)
,

and the transmission coefficient for parallel polarisation is given by

τ‖ = 2n1 cos θ2

(n2 cos θ1 + n1 cos θ2)
.

(3) A ridge laser is to operate at 800 nm, with a guide index of 3.41 and cladding
index of 3.43. Determine the maximum thickness and width of the laser wave-
guide.

(4) An InGaAsP laser operating at 1300 nm has an effective guide index of 3.4. What
is the reflectivity of its cleaved facets? Suppose the internal loss is 30 cm−1,
what is the photon lifetime, assuming the group index is 3.5? Suppose the laser
length is 300 μm, width 3 μm and thickness of 0.2 μm, the gain coefficient a
is 2 × 10−16 cm2, the value of the transparency number density is 1018 cm−3

and carrier lifetime is 1 ns. What is the threshold carrier density and the thresh-
old current? What is the relaxation oscillation frequency at twice the threshold
current?

(5) A p–i–n diode receiver at 1300 nm has a preamplifier noise figure of 2 dB. The
signalling rate is 1 GHz, bandwidth of 100 MHz, the load resistance is 100�,
dark current is 1 nA, the diode quantum efficiency is 0.95 and a signal of 5 μW
illuminates this diode. Determine the signal-to-noise ratio at the output.

(6) Suppose the p–i–n diode is replaced by an avalanche photodetector, multiplica-
tion factor of 10, noise factor of 3, dark current of 10 nA and background current
of 1 nA. This APD is illuminated with 1 μW of optical power; determine the
signal-to-noise ratio.
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5 Building blocks for high-speed
analogue circuits

5.1 Executive summary

This chapter is about the use of electronic devices in elementary circuit blocks found in
any micro- or millimetre-wave system – or in the analogue portions of fibre-optic com-
munications systems. An introductory section describes linear two-ports on the basis of
scattering parameters, discusses different gain definitions and treats important aspects
of stability as well as noise in two-ports, with special emphasis on noise reduction by
proper choice of generator impedance.

Following this, amplifiers, oscillators and mixers are described in sequence. In the
amplifier section, small-signal parameters are used to derive fundamental properties of
common topologies, from the simplest, one-transistor circuits to more complex gain
cells, such as the cascode and differential amplifiers. Tuned amplifiers are covered,
as well as broadband amplifier techniques, including distributed amplification. Finally,
low-noise and power amplifiers are being treated, as well as non-linearities in amplifiers.

The oscillator section discusses how small-signal instability and non-linear gain com-
pression effects combine to create stable sinusoidal oscillations. Important oscillator
topologies and noise phenomena affecting the phase stability of oscillators are also
covered.

Mixer circuits show how specifically designed non-linear circuits provide frequency-
translating capabilities. Mixing principles are discussed first, followed by several mixer
topologies using field effect and bipolar transistors.

5.2 Basic relations for two-port networks

5.2.1 Scattering parameter theory

Small signal equivalent circuits for semiconductor devices and circuits are usually repre-
sented in two-port form as shown in Figure 5.2. At low frequencies, two-port networks
are represented by an impedance matrix, an admittance matrix, a hybrid matrix or a
chain matrix. These matrices are described by Z, Y, h or ABCD parameters. Such rep-
resentations are suitable at low frequencies where the parameters may be measured
by placing short or open circuits at the input and output terminals of the two-port. At
high (microwave) frequencies where there are travelling waves, short and open circuits
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b

a

ZV1VS

Z0 I1

Fig. 5.1 Source and load circuit for the S-parameter discussion. a and b are normalised power waves.

cannot be precisely placed and the above-mentioned matrix representations cannot be
accurately determined. The development of the vector network analyser made it pos-
sible to perform measurements of high frequency travelling wave circuits. Scattering
parameters were introduced by Kurokawa [24]. He defined a set of normalised power
waves a and b and introduced a normalising impedance Z0:

a = V + Z0 I

2
√

Z0
(5.1)

b = V − Z0 I

2
√

Z0
, (5.2)

where V and I are the voltage and the current, respectively, at a load Z .
These normalised power waves are chosen in this way so that they relate to the power

delivered to the load. Refer to Figure 5.1 where a source with a real source impedance
Z0 is connected to an arbitrary load Z . The maximum power is delivered to the load if
Z = Z∗

0 = Z0. Then,

PZ,max = V 2
1

Z0
= V 2

S

4Z0
= |a|2.

|a|2 is hence the available power from a generator with source impedance Z0. This also
tells us that the unit of a (and b) is

√
W .

Now consider:

|a|2 − |b|2 = �{V1 I ∗
1 }. (5.3)

This is the power delivered to the load for arbitrary Z . We can hence interpret |a|2 as
the power travelling towards the load, and |b|2 as the power travelling from the load
back to the generator, with the difference dissipated in the load. The ratio of b to a is
the reflection coefficient:

� = b

a
= V1 − Z0 I1

V1 + Z0 I1
= Z − Z0

Z + Z0
, (5.4)

because Z = V1/I1.
We now expand the normalised power wave concept to a two-port. The incident

waves at each port are again designated as a and the reflected waves are designated
as b, while the subscript denotes the port where the power waves are measured. For the
two-port, the normalised power waves are a1, b1, a2 and b2, as shown in Figure 5.2. The
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Two-port network

Port 1 Port 2

Z0 Z0
a1 a2

b2b1

Fig. 5.2 Two-port network embedded in a transmission line with characteristic impedance Z0, with
incident waves a1, a2 and reflected waves b1, b2.

scattering parameters are the coefficients of linear equations relating the reflected waves
b to the incident waves a:

b1 = S11a1 + S12a2 (5.5)

b2 = S21a1 + S22a2. (5.6)

The scattering parameters can therefore be expressed as the ratio of two power waves,
provided that all the ports are terminated in a non-reflective fashion (a = 0 at all other
ports). For a two-port,

S11 = b1

a1
|a2=0 (5.7)

S12 = b1

a2
|a1=0 (5.8)

S21 = b2

a1
|a2=0 (5.9)

S22 = b2

a2
|a2=0. (5.10)

These relations can be written in matrix form as follows:(
b1

b2

)
=

(
S11 S12

S21 S22

) (
a1

a2

)
. (5.11)

Let Z0 be the characteristic impedance of the transmission lines connected to ports 1
and 2 of the two-port. If port 2 is terminated by Z0, there is no reflection at the load and
hence the wave incident at port 2, a2, is zero. Similarly, if port 1 is terminated by Z0

and the stimulus is fed to port 2, a1, is zero. If port 1 is designated to be the input and
port 2 the output, then S11 is the input reflection coefficient with Z0 the output, S22

is the output reflection coefficient with the input terminated by Z0, S21 is the forward
transmission coefficient with Z0 as the output load, and S12 is the reverse transmission
coefficient with Z0 at the input.

In general, the scattering parameters are complex. The polar form of the scattering
parameter is useful in many applications:

S = | S | exp j θ , (5.12)

where | S | is the magnitude of S and θ is the phase.
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Properties of scattering parameters
The following properties of the scattering parameters are important in two-port network
applications. Subsequently, it is assumed that the transmission line is lossless with negli-
gible attenuation, such that the line’s complex propagation constant γ = α + jβ ≈ jβ.

(i) Reciprocity. Passive networks are reciprocal (unless they contain non-reciprocal
components like isolators or circulators), and the S-parameters satisfy

Sjk = Skj. (5.13)

This property can be written in general form as

[S] = [ST]. (5.14)

It states that the matrix is equal to its transpose denoted by [ST].
(ii) Lossless networks. An important property of lossless networks is that the product

of the transposed complex conjugate scattering matrix and the scattering matrix is
equal to the unitary matrix.

[S][ST]∗ = [I ], (5.15)

where

[I ] =
[

1 0
0 1

]
(5.16)

defines the unitary matrix.
(iii) Lossy networks. In lossy networks, the network itself dissipates power, hence∑

| ak |2 >
∑

| bk |2 . (5.17)

The scattering matrix satisfies the property

[I ] − [S][ST]∗ > 0. (5.18)

(iv) Reference planes. Measurements can be made at different planes along the trans-
mission lines connected to the two-port network; this changes the results due to
the signals’ travelling wave nature. The reference plane is the position where the
actual measurements are made. If the positions of the ports are shifted by electri-
cal distances β� away from the reference planes, the S-parameters in these shifted
planes can be related to the initial S-parameters in the reference plane.

If the S-parameters were measured originally at the planes z1 = 0 and z2 = 0
and if the reference planes are now at z1 = �1 and z2 = �2 as in Figure 5.3, the
resulting S-matrix is given by[

S′
11 S′

12
S′

21 S′
22

]
=

[
S11 exp−j2θ1 S12 exp−j(θ1+ θ2)

S21 exp−j(θ1+ θ2) S22 exp−j2θ2

]
, (5.19)

where

θ1 = β�1

θ2 = β�2.

The expression (5.19) assumes that the transmission lines are lossless.
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Two-port network

Port 1 Port 2

z =  1 z = 0 z = 0 z =  2

Fig. 5.3 Change of reference planes.

The scattering parameters can be converted to current–voltage parameters such as
impedance ([Z ]) parameters as well as admittance ([Y ]) parameters. These conversions
are given by Gonzalez [14].

5.2.2 The Smith chart

The analysis of two-port networks at microwave frequencies was tedious and time-
consuming before speedy computation methods were available with computer-aided
design software. A graphical aid to calculate various network properties such as
impedances was developed by Smith [36, 37] and referred to as the Smith chart. The
accuracy of results obtained from the Smith chart is quite adequate in most cases.

When a transmission line is terminated in an arbitrary impedance Z , there are reflec-
tions along the line, and the reflection is defined as the ratio of the voltage in the wave
reflected from the terminating load to the voltage in the wave incident on the terminat-
ing load. In Equation (5.4), we had already defined the reflection coefficient �, which
can be expressed as

� = Z − Z0

Z + Z0
. (5.20)

In most applications, it is convenient to use the value of the impedance normalised
to the characteristic impedance or other reference impedance. The normalised value is
given by

z = Z

Z0
. (5.21)

Equation (5.20) can now be written as

� = z − 1

z + 1
. (5.22)

Both z and � are complex quantities and they are written in terms of their real and
imaginary parts:

� = u + jv (5.23)

z = r + j x . (5.24)
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z plane
z = r + jx

Γ plane
Γ = u + jv

x = 0
r = 0

x = –1

x = +1

r 
x

x

+j

–j
1

r u

v

Fig. 5.4 Mapping between the z plane and the � plane.

It is often useful to express the reflection coefficient in polar coordinates.

� = | � | e j θ , (5.25)

where | � | is the magnitude, and θ is the phase of the reflection coefficient.
It follows that z and � are defined in two complex planes. Equation (5.22) gives

the relationship between points in the two complex planes. The relationship is known
as mapping. Equation (5.22) is a bilinear transformation where orthogonal lines in the
z plane map into orthogonally intersecting circles in the � plane. Furthermore, it is a
conformal mapping whereby the angle between the two line segments is maintained in
mapping between the z and � planes. It is to be noted that a straight line is simply a
degenerate circle. Figure 5.4 shows the correspondence between points in the z and �

planes. Expanding Equation (5.22) we have

u + jv = r + j x − 1

r + j x + 1
. (5.26)

Equating real and imaginary parts on both sides,

u = r2 − 1 + x2

(r + 1)2 + x2
(5.27)

v = 2x

(r + 1)2 + x2
. (5.28)

By eliminating x from Equations (5.27) and (5.28), we have(
u − r

r + 1

)2

+ v2 =
(

1

r + 1

)2

. (5.29)

By eliminating r from Equations (5.27) and (5.28), we obtain

(u − 1)2 +
(
v − 1

x

)2

=
(

1

x

)2

. (5.30)
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u

v

Constant resistance

Constant reactance

Fig. 5.5 Constant resistance and reactance circles in the � plane.

Equation (5.29) is the equation of a family of circles with their centres at u = r/r + 1,
v = 0 and radii equal to 1/r + 1, while Equation (5.30) is the equation of a family of
circles with their centres at u = 1, v = 1/x and radii equal to 1/x . Equation (5.29)
represents constant resistance circles; each value of r ≥ 1 represents a circle. Equation
(5.30) represents constant reactance circles which are plotted for all values of z when
Re(z) ≥ 0. Both constant resistance and constant reactance circles are shown in Figure
5.5. A typical Smith chart representation for practical use is shown in Figure 5.6.

The Smith chart can also be used as an admittance chart. The constant resistance cir-
cles become the constant conductance circles and the constant reactance circles become
the constant susceptance circles. The bilinear transformation in this case is

� = 1 − y

1 + y
. (5.31)

The impedance and admittance representations of the Smith chart are symmetric with
respect to the origin of the Smith chart. Because in typical impedance-matching prob-
lems, both impedance and admittance representations are needed, they are frequently
plotted in the same diagram (see Figure 5.7).

5.2.3 Impedance matching

To maximise gain in an amplifier, its input and output impedances must be chosen to be
the complex conjugate of the generator and load impedances, respectively. To achieve
this, impedance-matching networks are connected at the input and the output of the
amplifier, which convert the true generator and load impedances (frequently 50�) to
the necessary values. Figure 5.8 shows the block diagram of the complete network.
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Fig. 5.6 Practical Smith chart.

Aside from the complex conjugate match, also referred to as power match, impedance
transformation may be necessary to achieve minimum noise figure, or maximum output
power. Detailed discussions of these techniques (with diverging goals) are given later in
this chapter.

5.2.4 Power gains for amplifier design

The power gain in microwave circuits is expressed in terms of the scattering parameters
for convenience in performing calculations using network analyser measurements.
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Fig. 5.7 Smith chart showing impedance circles (bold lines) and admittance circles (thin lines).

Matching
network

Matching
network

Two-
port

ZS

VS

ZL

50 Ω

50 Ω

Fig. 5.8 Block diagram of a two-port embedded in impedance matching networks.

Input and output reflection coefficients for arbitrary terminations
The two-port network in Figure 5.9 is now assumed to be an amplifier circuit. We will
first calculate the input and output reflection coefficients �in and �out, respectively, for
arbitrary source and load reflection coefficients.

If ZL is the load impedance in a transmission line system of characteristic impedance
Z0, the reflection coefficients at the source and load (Figure 5.9) are given by
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Amplifier

b2a1

b1VS

ZS

a2

ZL

ΓLΓin ΓoutΓS

Fig. 5.9 Amplifier representation.

�S = ZS − Z0

ZS + Z0
(5.32)

�L = ZL − Z0

ZL + Z0
. (5.33)

Writing Equation (5.11) in expanded form, we have

b1 = S11a1 + S12a2 (5.34)

b2 = S21a1 + S22a2. (5.35)

It is evident from Figure 5.9 that reflection coefficients are related to the incident and
reflected waves by the following equations:

�in = b1

a1
(5.36)

a2 = �Lb2. (5.37)

By substitution into Equation (5.11), it can be shown that

�in = S11 + S12S21�L

1 − S22�L
. (5.38)

The output reflection coefficient is defined as

�out = b2

a2
|VS=0 . (5.39)

By substitution in Equation (5.11), it can be also shown that

�out = S22 + S12S21�S

1 − S11�S
. (5.40)

Powers at input and load
When designing amplifiers, different definitions of power gain are applied depending
on the application. It is necessary to define the power at the input and the output of the
amplifier in order to obtain the gain.

The power delivered to the input port of the amplifier is written in terms of the inci-
dent and reflected waves at the input. The reflected wave can be expressed in terms of
the incident wave and the reflection coefficient, see Equation (5.36).
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Pin = | a1 |2 − | b1 |2 (5.41)

= | a1 |2
(

1− | �in |2
)
. (5.42)

Similarly, the power delivered to the load ZL is

PL = | b2 |2 − | a2 |2 (5.43)

= | b2 |2
(

1− | �L |2
)
. (5.44)

The power travelling towards the load is partly due to the wave originated by
the generator electromotive force bS, and partly by the reflection from the source
impedance �S:

a1 = bS + �Sb1 (5.45)

with

bS = VS
√

Z0

ZS + Z0
(5.46)

�S = ZS − Z0

ZS + Z0
. (5.47)

Detailed analyses are given by Gonzalez [14].
The power available from the source is labelled Pavs and is defined as

Pavs = | bS |2
1− | �S |2 (5.48)

= |a1|2 |1 − �S�in|2
1 − |�S|2 .

Note that Pavs is the input power under conjugate match, i.e. when �in = � 
S.

The power available from the network Pavn is defined as the power delivered by the
network when the load is conjugately matched to the output impedance, or

Pavn = |S21|2|bS|2
|1 − S11�S|2(1 − |�out|2) . (5.49)

Power gain definitions
Let us now discuss the power gain definitions which are important in amplifier design.
The operating power gain GP is the ratio of the power delivered to the load to the power
delivered to the input of the amplifier:

GP = PL

Pin

=
∣∣∣∣b2

a1

∣∣∣∣2 1− | �L |2
1− | �in |2 .

Since
b2

a1
= S21

1 − �LS22
,
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and using Equation (5.38), we obtain

GP = |S21|2 1 − |�L|2
|1 − �LS22|2 − |S11 − �L�(S)|2 , (5.50)

where �(S) is the determinant of the scattering matrix.
The transducer power gain GT is the ratio of the power delivered to the load to the

power available from the source:

GT = PL

Pavs

=
∣∣∣∣b2

a1

∣∣∣∣2
(1 − |�L|2)(1 − |�S|2)

|1 − �in�S|2

= |S21|2 (1 − |�L|2)(1 − |�S|2)
|1 − �LS22 − �S (S11 − �L�(S)) |2 . (5.51)

In the absence of deliberate feedback, the reverse transmission S12 is frequently very
small and can be neglected. S12 = 0 simplifies the denominator in Equation (5.51) and
we obtain the unilateral transducer power gain

GTU = |S21|2 (1 − |�L|2)(1 − |�S|2)
|(1 − S11�L)(1 − S22�S)|2 . (5.52)

The available power gain GA, finally, is the ratio of the available gain from the network
Pavn to the available power from the source Pavs:

GA = Pavn

Pavs
(5.53)

= |S21|2 1 − |�S|2
|1 − S11�S|2(1 − |�out|2)

= |S21|2 1 − |�S|2
|1 − S11�S|2 − |S22(1 − S11�S) + S12S21�S|2 ,

using Equation (5.40).

5.2.5 Stability

GA still contains �S as a variable. We know already that the maximum power transfer
from the source to the load occurs for �S = � 

in, so this appears to be an optimum
choice. Before we proceed, however, let us again investigate Equation (5.53). If the
denominator becomes zero, the available gain would grow beyond all bounds. This
happens if

|1 − S11�S| = |S22(1 − S11�S) + S12S21�S|,
or, written differently, ∣∣∣∣S22 + S12S21�S

1 − S11�S

∣∣∣∣ = 1 = |�out|,
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using Equation (5.40). Likewise, we can show from the available gain in the reverse
direction that it would grow beyond all bounds for |�in| = 1.

Both these conditions are considered as the instability of the amplifier, a potentially
dangerous situation which may lead to malfunction or even fatal failure. In most cases
(the notable exception are oscillators), it needs to be avoided.

Unconditional stability
From the above, we can deduce that a two-port will be unconditionally stable if∣∣∣∣S11 + S12S21�L

1 − S22�L

∣∣∣∣ < 1, (5.54)

for all |�L| ≤ 1, and ∣∣∣∣S22 + S12S21�G

1 − S11�G

∣∣∣∣ < 1, (5.55)

for all |�G| ≤ 1.

Stability circles
The following discussion follows Hoffmann [20]. For conditionally stable two-ports –
where at least one of the conditions in Equations (5.54) and (5.55) is violated – we can
still find generator and load admittances which allow stable operation. If we plot the
locus of ∣∣∣∣S22 + S12S21�G

1 − S11�G

∣∣∣∣ = 1

in the complex �G plane, we obtain a circle with centre vector

�G,C = �(S)∗S22 − S∗
11

|�(S)|2 − |S11|2 . (5.56)

The radius is

rG = |S12 S21|∣∣|�(S)|2 − |S11|2
∣∣ . (5.57)

Likewise, plotting the locus of ∣∣∣∣S11 + S12S21�L

1 − S22�L

∣∣∣∣ = 1

in the complex �L plane, we obtain a circle with centre vector

�L,C = �(S)∗S11 − S∗
22

|�(S)|2 − |S22|2 , (5.58)

and radius

rG = |S12 S21|∣∣|�(S)|2 − |S22|2
∣∣ . (5.59)

Examples for stability circles in the generator and load planes are shown in Figure 5.10.
The stability circles provide the boundaries between the stable and the unstable regions;
however, we still need to determine whether the inside or the outside of the circle is
stable. Let us do this for the �G plane first.
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(a)

ΓG, C

rG

rL

ΓL, C

(b)

Fig. 5.10 Stability circle examples: (a) in the �G plane and (b) in the �L plane.

Using Equation (5.40), we conclude that �out(�G = 0) = S22. Now we locate the
area which contains �G = 0 (the centre of the Smith chart). We can say:

• If |S22| < 1, then the region which contains �G = 0 is the stable region.
• Otherwise, if |S22| > 1, the region containing �G = 0 is the unstable region.

The same procedure applies for finding the stable region in the �L plane.
Using the stability circles, we can look at stability in a different way. A two-port will

be unconditionally stable, if all of the following conditions are fulfilled:

(i) |S11| < 1
(ii) |S22| < 1

(iii) |�L,C| > 1 + rL

(iv) |�G,C| > 1 + rG.

In this case, both stability circles are fully outside of the Smith chart unity circles in the
reflection coefficient plane (which contain all |�G|, |�L| < 1), and the outer regions of
the circles are the stable ones.

Rollet’s stability factor
Conditions (iii) and (iv) above can be combined into the following:

k > 1 + max

[
0,

|�(S)|2 − 1

2|S12||S21|

]
, (5.60)

where

k = 1 − |S11|2 − |S22|2 + |�(S)|2
2|S12||S21| . (5.61)

k is the Rollet factor. k > 1 is often used as a stability criterion; however, note that it is
a necessary, but not sufficient requirement for unconditional stability.
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A very common, and potentially fatal, mistake is to assess stability only for the
intended frequency of operation. It must be investigated over the full frequency range
where instability may conceivably occur – parasitic oscillations at very low frequencies
are extremely common, and instabilities may also increase with increasing frequencies
such as in cascode amplifiers (see p. 333).

5.2.6 Maximum available gain and maximum stable gain

Let us now reassess the case of an amplifier with simultaneous complex conjugate
match at the input and output ports, i.e. �S = � 

in, �L = � 
out. The available gain

in this case is the maximum available gain and can be written using the Rollet factor
Equation (5.61) as

M AG =
∣∣∣∣ S21

S12

∣∣∣∣ (
k −

√
k2 − 1

)
. (5.62)

Obviously, a real solution exists only if k ≥ 1.
For k < 1, the maximum stable gain is frequently quoted. This is the MAG in the

limit of k = 1, which can be obtained by the resistive loading of an otherwise not
conditionally stable amplifier:

M SG =
∣∣∣∣ S21

S12

∣∣∣∣ . (5.63)

5.2.7 Mason’s unilateral gain

The concept of unilateral gain for a two-port network was first introduced by Mason in
his paper [28], which is now considered a classic. A comprehensive review of the paper
and its relevance today is given by Gupta [15].

The unilateral gain is defined as the maximum power gain obtained by a two-port
when it is made unilateral – unilateralised. A two-port network that includes an active
device is made unilateral by a lossless and reciprocal four-port network connected to
input and output of the two-port under investigation. This network provides the nec-
essary feedback to impose the unilateral condition. Mason’s unilateral gain is not to
be confused with the unilateral transducer power gain GTU, Equation (5.52), which
had been derived by neglecting the reverse transmission. Here, reverse transmission is
eliminated by a unilateralising network.

The unilateral gain is a figure of merit which is intrinsic to the device and hence
independent of the circuit in which the device is placed. The unilateral gain is, therefore,
an invariant property of the device. Hence, it can be expressed in terms of the device’s
small-signal parameters. The scattering parameter representation of U is the most useful
in microwave applications. Ku [23] has given an expression in terms of the S-matrix:

U = | S12 − S21 |2
�([I ] − [S∗]T[S]) , (5.64)
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where [I ] is the identity matrix. U can also be expressed with the help of the stability
factor k [15]:

U =

∣∣∣∣( S21

S12

)
− 1

∣∣∣∣2

2k

∣∣∣∣ S21

S12

∣∣∣∣ − 2Re

[
S21

S12

] . (5.65)

5.2.8 Maximum frequency of oscillation

The maximum frequency of oscillation is a criterion for a device’s ability to amplify
power. Because the maximum power gain at any frequency is obtained by conjugately
matching the input and output ports, the MAG (see Equation (5.62)) is an obvious
choice. The maximum frequency of oscillation fmax is then the frequency where MAG
drops to unity:

MAG( fmax) = 1. (5.66)

However, we had seen that MAG only exists when Rollet’s stability factor k ≥ 1. This
raises a practical problem – for many high-performance microwave transistors, k < 1 in
the whole measurement range, and so fmax cannot be determined using Equation (5.66).

Another customary definition therefore makes use of Mason’s unilateral gain U (see
Equation (5.65)), which does not have this limitation. fmax is then understood as the
frequency where U drops to unity:

U ( fmax) = 1. (5.67)

Note, however, that Equations (5.66) and (5.67) will generally not yield the same result,
so it is important to check the definition used when comparing fmax values.

5.3 Noise in two-ports

5.3.1 Noise phenomena

Any electronic component exhibits electronic noise, provided that the absolute tempera-
ture is T > 0. There are several physical origins, which have been discussed in Chapter
2 in the context of active devices, so only a brief summary shall be given here.

Noise occurs in all contexts where carrier motion or carrier density is stochastic:

• As there is always a random thermal motion superimposed on any charge carrier
movement, thermal or Johnson noise is omnipresent in all conductors with non-zero
resistance. The rms voltage generated by the thermal noise in a resistor of value R
is Vrms = √

4kT RB, where k is Boltzmann’s constant and B is the measurement
bandwidth.

• Emission of charge carriers over energy barriers is equally a stochastic process, and
its associated noise mechanism is called shot noise. The rms current generated by a
current of magnitude I flowing over an energy barrier is Irms = √

2q I B, where q is
the elementary charge and B again the measurement bandwidth.
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R

R

vn

Fig. 5.11 Thévenin equivalent circuit of a noise resistor terminated by a load of equal value.

• Examples of noise due to random fluctuations in carrier density is generation-
recombination noise or noise due to trapping and de-trapping processes. Unlike
the first two noise phenomena, which can be considered to have a spectral density
independent of frequency (‘white noise’), these processes produce noise spectra with
low-pass behaviour, and cutoff frequencies in the Hz–MHz range.

• Another example of noise generated by random changes in carrier densities is
avalanche noise, due to carrier multiplication effects in high-field regions. This pro-
cess also produces a low-pass limited noise spectrum with a cutoff frequency in the
GHz range.

For the discussion of noise in linear two-ports, however, the physical origin of noise
is irrelevant. In fact, we will occasionally assume in the following that noise is always
thermal in nature. Thermal noise has an interesting property. Consider that the squared
magnitude of the noise voltage phasor generated in a resistor R in a bandwidth B is〈

|vn|2
〉
= 8kT RB, (5.68)

which corresponds to the rms value of
√

4kT RB mentioned above. The Thévenin equiv-
alent circuit of the noise resistor can then be drawn as in the box of Figure 5.11. The
source is terminated by the same resistance R, so that the available power is delivered.
As power is related to the peak voltage as 0.5V̂ 2/R, and the voltage drop across the
resistor is vn/2, the resulting available power due to the thermal noise in resistor R in a
bandwidth B is

N =
〈|vn|2

〉
8R

= kT B. (5.69)

The available noise power of a resistor is hence independent of the resistor value and
depends only on the absolute temperature T and the measurement bandwidth B.

5.3.2 Noise figure

We will now, in a general form, consider what happens to a signal as it traverses a
noisy two-port. Figure 5.12 shows an arrangement where the two-port is connected to
a generator (source) with generator resistance RG and a load RL. For now, we assume
that we deal only with real impedances and that both generator and load constitute a
power match, i.e. Rin = RG, Rout = RL. The condition of power match at the input will
be dropped further down.
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RG

RL

Gain G

Noisy
Two-port

Port 1: S1, N1 Port 2: S2, N2

Fig. 5.12 Generic noisy two-port connected to source and load.

We further assume that the noise at the input is only due to the thermal noise of the
generator resistance, and that this resistor is at a temperature of T0 = 290 K.1 The noise
power at the input port is then

N1 = kT0 B. (5.70)

In a 1 Hz bandwidth, this amounts to 4 · 10−21 W or −174 dBm.2

The two-port will also contribute noise. To simplify things, let us assume that all
noise sources inside the two-port combine into a single noise source with power Neq,
also located at port 1. Because the two-port has a gain of G, the noise power at the
output is N2 = G · (N1 + Neq).

If there is an additional signal component S1 present at the input, it equally is magni-
fied by G. S2 = G · S1. We can now define the ratio of the signal-to-noise ratios at the
input and the output:

S1/N1

S2/N2
= S1G(N1 + Neq)

N1GS1
= 1 + Neq

N1
= F (5.71)

This defines the noise figure F of the two-port as the ratio of the signal-to-noise ratios at
the input and the output, provided that the input carries thermal noise at a temperature
T0 = 290 K only. Note that F > 1 under all circumstances.

We also found the relationship between the equivalent noise power at the input and
the noise figure:

Neq = (F − 1)N1 = (F − 1)kT0 B. (5.72)

If we assume that Neq is also thermally generated, Neq = kTn B, we can define an
equivalent noise temperature for the two-port:

Tn = (F − 1)T0. (5.73)

Both F and Tn can be used interchangeably to characterise the noise performance of
two-ports. The use of Tn is customary in cases where F is very close to 1, for example
in low-noise amplifiers (LNAs) for satellite applications, while F is more popular for
general applications.

1 290 K is the standard temperature for noise calculations.
2 1 dBm is one decibel relative to a power of 1 mW.
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RS

RLG1, F1 G2, F2 G3, F3

Fig. 5.13 Cascaded noisy two-ports.

Noise figure of cascaded two-ports
The situation depicted in Figure 5.12 is too simplistic for practical applications, because
amplifiers or receivers generally consist of several stages. Let us consider next what
happens when several noisy two-ports are being cascaded. This is shown in Figure 5.13.
Again we assume that all ports are power-matched, which is an important restriction,
but is made here to simplify calculations.

First, we calculate the noise at the output (delivered to the load RL), assuming that
for each two-port, the noise sources are combined into equivalent noise sources at its
input. Then,

N2 = G3
{

Neq,3 + G2
[
Neq,2 + G1

(
Neq,1 + N1

)]}
. (5.74)

Now we assume that all noise sources are being transferred to the input of the cascade.
The equivalent noise source there will have a noise power of

Neq,tot = Neq,1 + Neq,2

G1
+ Neq,3

G1G2
. (5.75)

Recalling Equation (5.72), we finally calculate the noise figure of the cascaded two-
ports:

Ftot = 1 + Neq,tot

N1
= F1 + F2 − 1

G1
+ F3 − 1

G1G2
. (5.76)

In a more generalised form, the total noise figure of a cascade of n stages is

Ftot = F1 +
n∑

i=2

Fi − 1
i−1∏
k=1

Gk

(5.77)

This is the famed Friis equation [11] which in effect postulates that in a receiver
chain the overall noise figure is approximately the noise figure of the first stage, pro-
vided that that stage has sufficient gain – an important observation for the design
of LNAs.

A consequence of the Friis formula is that in any amplifier, a low noise figure without
sufficient gain is meaningless as the noise of the following stages will take over. It
is therefore useful to combine noise figure and gain in a single figure of merit. This is
the noise measure according to Haus and Adler [19]. When using noise figures, it is
written as

M = F − 1

1 − 1/G
, (5.78)
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where F is the noise figure and G the gain. The noise figure of an infinite chain of
identical transistors is then

F∞ = M + 1. (5.79)

The noise measure can also be written in the form of a noise temperature:

MT = Tn

1 − 1/G
, (5.80)

where Tn is the equivalent noise temperature of the two-port (see Equation (5.73)).

5.3.3 Noise figure with arbitrary generator admittance

We will now abandon the condition that all ports are power-matched by allowing arbi-
trary terminations for the input port. The source admittance Y S is expressed by its real
and imaginary parts, Y S = GS + j BS. As before, we assume that all noise sources
internal to the two-port can be combined at the input. Due to the arbitrary generator
admittance, we now have to split the noise sources into a noise voltage source v and a
noise current source i . This is shown in Figure 5.14.

The equivalent noise voltage and current sources, v and i , are partially correlated.
This can be accounted for by introducing a correlation admittance Y C and splitting the
current source into an uncorrelated part iu and a fully correlated part Y Cv:

i = iu + Y Cv. (5.81)

The real part of the generator admittance contributes a thermal noise current with the
phasor: 〈

|iT|2
〉
= 8kT0 BGS, (5.82)

where T0 = 290 K is the standard temperature and B the measurement bandwidth.
Note that in Figure 5.14(b), all sources share the same source admittance YS, so that

it is sufficient to calculate v1 for the case i1 = 0:

v1 = v + i + iT

YS
. (5.83)

Noisy
two-port

Noiseless
two-port

(a) (b)

is is

i1

v1Ys

v

iYs

Ys = Gs + j Bs

Equivalent noise
two-port

Fig. 5.14 (a) Noisy two-port with arbitrary generator admittance and (b) its equivalent circuit, introducing
the equivalent noise voltage v and the equivalent noise current i .
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We are really only interested in the powers, N ∝ 〈|v1|2
〉
:〈

|v1|2
〉
= 〈v1v

 
1〉 (5.84)

=
〈
|v|2

〉
+

〈|i |2〉 + 〈|iT|2〉
|Y S|2 + 〈iv 〉

Y S
+ 〈i v〉

Y  
S

=
〈|i |2〉 + 〈|iT|2〉

|Y S|2 +
〈
|v|2

〉 [
1 + Y C

Y S
+

(
Y C

Y S

) ]
.

The noise figure can be expressed as

F = N1,total

N1,iT
= |v1|2〈|iT|2〉/|Y S|2 , (5.85)

where N1,total is the noise power due to all noise sources and N1,iT the noise power due
to the generator thermal noise at T = T0 alone.

Combining Equations (5.84) and (5.85) yields

F = 1 +
〈|i |2〉〈|iT|2〉 +

〈|v|2〉〈|iT|2〉 |Y S|2
[

1 + Y C

Y S
+

(
Y C

Y S

) ]
. (5.86)

Equation (5.86) can be written in a simpler form by introducing

• an equivalent noise admittance

gn =
〈|i |2〉

8kT0 B
,

• an equivalent noise resistance

Rn =
〈|v|2〉

8kT0 B
,

• and remembering that

GS =
〈|iT|2〉
8kT0 B

,

from Equation (5.82).
This results in

F = 1 + gn

GS
+ Rn

GS
|Y S|2

[
1 + Y C

Y S
+

(
Y C

Y S

) ]
. (5.87)

The noise figure depends therefore on the generator admittance YS = GS + jYS. This
was first pointed out by Rothe and Dahlke in 1955 [31, 32].

We can now search for the generator admittance where F will be minimal. This
results in

GS,opt =
√

gn

Rn
− B2

C (5.88)

BS,opt = −BC,

where BC is the imaginary part of the correlation admittance.
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Introducing these terms into Equation (5.87), the noise figure can be written as
follows:

F = 1 + 2Rn(GS,opt + GC) + Rn

GS

[
(GS − GS,opt)

2 + (BS + BS,opt)
2
]
. (5.89)

For YS = YS,opt, the minimum noise figure is

Fmin = 1 + 2Rn(GS,opt + GC) = 1 + 2Rn

(
GC +

√
gn

Rn
− B2

C

)
, (5.90)

and therefore finally

F = Fmin + RN

GS

[
(GS − GS,opt)

2 + (BS − BS,opt)
2
]

(5.91)

= Fmin + RN

GS

∣∣∣Y S − Y S,opt

∣∣∣2
.

To describe the noise performance of a two-port, we need the following parameters:

• the minimum noise figure Fmin,
• the equivalent noise resistance Rn,
• the noise-optimised generator admittance Y S,opt.

For microwave applications, it is more customary to work with reflection coefficients
instead of impedances or admittances. For this, we introduce a normalising admittance
Y0, typically 20 mS, and a normalised noise resistance rn = RnY0. Then Equation (5.91)
turns into

F = Fmin + 4rn
∣∣�S − �S,opt

∣∣2(
1 − |�S|2) ∣∣1 + �S,opt

∣∣2
, (5.92)

where

�S = Y0 − YS

Y0 + YS
.

Plotting F = f (�S) on a Smith chart, the contours of constant F are circles. An
example is shown in Figure 5.15.

Associated gain
The condition for noise-optimised source reflection coefficient �S = �S,opt is inde-
pendent of the power matching conditions derived earlier, �S = � 

in. The maximum
gain under ‘noise matching’ conditions is therefore smaller than the MAG, which
would be achieved when input and output of the two-port are conjugately matched.
Here, �S = �S,opt and the gain for the conjugately matched output becomes (see
Equation (5.53))
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ΓS,opt

Fig. 5.15 Example for ‘noise circles’ – contours of constant noise figures on the Smith chart.

Gass = 1− | �S,opt |2
| 1 − S11�S,opt |2 | S21 |2 1

1− | �out |2 (5.93)

=
|S21|2

(
1 − ∣∣�S,opt

∣∣2
)

∣∣1 − S11�S,opt
∣∣2 − ∣∣S22(1 − S11�S,opt) + S12S21�S,opt

∣∣2
,

since

�out = S22 + S21S12�S,opt

1 − S11�S,opt
.

The available gain under noise matching conditions is called associated gain.

5.4 Transistor amplifiers

5.4.1 A brief historical discourse

Amplifiers are such an integral part of any wireless communication system that we have
to explicitly recall that in the first decades of radio, they were not used at all. It was not
before the invention of the electron tube triode that amplification of alternating current
signals became possible. Lee De Forest’s Audion tube (conceived in 1906 and patented
in 1908 [10]) is probably the first example of an amplifying device. It was 24-year-
old Edwin Armstrong, the prolific and finally tragic inventor of radio’s early days, who
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Fig. 5.16 De Forest’s three-terminal audion (from US Patent No. 879,582).

actually explained its operation in 1914. As Figure 5.16 shows, the De Forest Audion
already has the common three-terminal arrangement which we also find in transistor
amplifiers. De Forest’s claim to have invented the tube concept independently of the
‘thermionic valve’ patented by John Ambrose Fleming in 1905 [9] is doubtful, however.

Critical amplifier parameters vary with respect to where in a system it is being used,
and what kinds of signals are being fed through the amplifiers. For example:

• When dealing with very low-level signals, for example immediately after the receiving
antenna, or behind the optoelectronic converter in a fibre communication system, it
is of paramount importance that the amplifier itself adds as little electronic noise as
possible.

• At the output of a wireless transmitter, an amplifier should produce the required RF
power with optimum efficiency and/or the required linearity, which in turn depends
on the modulation format used.

• Other systems, such as in fibre-optic communications or ultra-wideband wireless sys-
tems, require extreme bandwidths, with little variation of gain and group velocity
between the lower and upper cutoff frequencies.

These requirements can rarely be met simultaneously, so trade-offs have to be made
which require a thorough study of the system specifications before the amplifier design
is begun.

5.4.2 Fundamental amplifier configurations

Amplifiers will be discussed initially at a certain level of abstraction in order to make
clear that the fundamental methods apply to FETs and bipolar transistors alike. The use
of general methods will be emphasised rather than introducing a large number of circuit
topologies. To this end, we will first introduce a generalised equivalent circuit for an
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1 2

0

Y12

Y10 Y20
v10 gm v10

Fig. 5.17 Generic three-terminal amplifying device.

amplifying device, and then calculate its small-signal parameters – the y matrix in this
case. Based on the y matrix, we develop general expressions for important amplifier
parameters – the input and output admittances, and voltage and current gain. For differ-
ent circuit topologies, we then calculate modified y matrices, which will immediately
yield the amplifier parameters.

The move from abstract concept to actual circuit implementation will also be made
occasionally. You will see that the elements of real devices can be readily matched to
the general equivalent circuit.

The first important observation in amplifier design is that three-terminal devices can
be used in three fundamentally different ways. Let us consider the generic three-terminal
device depicted in Figure 5.17.

We restrict our discussion to linear behaviour for the time being – corresponding to
the small-signal case. The amplifying action is due to the voltage-controlled current
source between nodes 2 and 0. The controlling entity is the input voltage v10 and the
parameter is the transconductance g

m
, which is generally taken as a complex value.

This allows us to include additional phase delays in g
m

:

g
m

= gm0e−jωτ (5.94)

Additionally, we included complex impedances Y 10, Y 20 and Y 12. These can later
be correlated with the parameters of FET or bipolar transistor small-signal equivalent
circuits introduced in Chapter 2.

y matrix representation
For the ‘hybrid π ’ equivalent circuit in Figure 5.17, the y matrix is easily calculated and
will be used here. The advantage is that general amplifier properties, such as voltage and
power gain or input and output admittance with arbitrary terminations, can be calculated
once and can then be easily applied to the different topologies we will consider.

The y matrix expresses the following system of linear equations with respect to the
two-port shown in Figure 5.18:

i1 = y11 v1 + y12 v2 (5.95)

i2 = y21 v1 + y22 v2 (5.96)
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[Y ]

i1 i2

v1
v2YG YL

Fig. 5.18 A two-port in y matrix representation terminated with generator impedance Y G and load
impedance Y L.

The y matrix [Y ] can also be calculated from the scattering matrix [S] introduced earlier:

[Y ] = Y0 · ([1] − [S]) ([1] + [S])−1 (5.97)

where [1] is the identity matrix and Y0 the normalising admittance used in the
calculation of the scattering matrix – usually 20 mS.

First, consider the input admittance Y1. The output port is terminated by an
admittance Y L.

Y1 = i1

v1

i2 = −v2 Y L.

We find

Y1 = y11 − y12 y21

YL + y22
. (5.98)

Likewise, the output admittance when the input is terminated with an arbitrary
admittance Y G is

Y2 = y22 − y12 y21

YG + y11
. (5.99)

The forward voltage gain AV = v2/v1 is

AV = −y21

YL + y22
. (5.100)

And finally the current gain AI = i2/ i1:

AI = y21 Y L

y11(y22 + Y L) − y21 y12
. (5.101)

The frequently used short-circuit current gain can be easily calculated from Equation
(5.101) when Y L → ∞:

h21 = i2

i1
|(v2 = 0) = y21

y11
. (5.102)

Common source/common emitter: node 0 as the common node
The most obvious connection is to ground node 0. In FETs, this configuration is called
common source; in bipolar transistors, it is called common-emitter configuration.
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v1
v10 v2

gm v10

i1 i21 2Y12

Y10 Y20

Fig. 5.19 Generic amplifier configuration with node 0 grounded.

The y matrix can be easily calculated (see Figure 5.19):

y11 = Y 10 + Y 12 (5.103)

y12 = −Y 12 (5.104)

y21 = g
m

− Y 12 (5.105)

y22 = Y 20 + Y 12. (5.106)

Let us first investigate the voltage gain using Equation (5.100):

AV = − y21

Y L + y22
= − g

m
− Y 12

Y L + Y 20 + Y 12
. (5.107)

To facilitate interpretation, let us assume that g
m

is real, and that the feedback
admittance is weak: gm − Y 12 ≈ gm, Y L + Y 20 + Y 12 ≈ Y L + Y 20. Then,

AV ≈ − gm

Y L + Y 20
.

For low frequencies, Y L and Y 20 are real, and we find:

• The magnitude of voltage gain in common-source and common-emitter stages will be
approximately equal to the product of transconductance and effective load resistance
(the parallel connection of external load resistance and device output resistance).

• The output voltage lags the input voltage by 180◦.

A useful figure of merit is the maximum voltage gain a three-terminal device can pro-
duce with node 0 grounded. We find it from Equation (5.107) by choosing YL = 0 and
assuming Y 12 � Y 20, g

m
:

AV,max ≈ − g
m

Y 20
. (5.108)

Now let us take a look at the input admittance, using Equation (5.98):

Y1 = y11 − y12 y21

YL + y22
= Y 10 + Y 12

(
1 + gm − Y 12

Y L + Y 20 + Y 12

)
,

or recognising from Equation (5.107) that the last term in parentheses is AV:

Y1 = Y 10 + Y 12(1 − AV). (5.109)
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v1 = vgs gm vgs

gDS

CGS

CGD

YL

i1G D

S

Fig. 5.20 Simplified hybrid π equivalent circuit of a FET with load admittance.

Miller effect
It is now time for a small practical example. In a FET, the small-signal equivalent circuit
looks like Figure 5.20, if we neglect the series resistances. From comparison with Figure
5.17, we recognise that

Y 10 = jωCGS

Y 12 = jωCGD

Y 20 = gDS.

The voltage gain is now

AV = − gm − jωCGD

YL + gDS + jωCGD
≈ − gm

YL + gDS
,

for low frequencies.
The input admittance is, using Equation (5.109),

Y1 = jωCGS + jωCGD (1 − AV) . (5.110)

The feedback capacitance CGD appears in parallel with CGS, but is multiplied by the
magnitude of the voltage gain, augmented by one – this is the dreaded Miller Effect,
which we always have to be aware of in high-speed circuit design, because it may
significantly increase the input capacitance. It was described as early as 1920 [29].

Going back to Figure 5.19, we calculate the output admittance to be

Y2 = Y 20 + Y 12

(
1 + g

m
− Y 12

Y G + Y 10 + Y 12

)
. (5.111)

The term
gm − Y12

YG + Y10 + Y12
= Ar

can be significantly larger than 1 and may act like a ‘reverse Miller Effect’. This has to
be taken into account if a tuned circuit is connected to the output node, as is the case
in typical tuned amplifiers. Figure 5.21 shows an example – the detuning effect of the
feedback capacitance will be much larger than expected.

The current gain of the common-source/common-emitter amplifier, finally, becomes

AI = (g
m

− Y 12) Y L

Y 12(Y L + g
m

+ Y 10 + Y 20) + Y 10(Y L + Y 20)
. (5.112)

We can safely assume here that the real parts of all admittances are larger than zero –
then the current gain in the quasi-static limit ( f → 0) is positive.
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CGD (1 + Ar)

Fig. 5.21 Common-source amplifier stage with tuned load, and the output-referred Miller capacitance.

Let us check the latter equation again with our FET equivalent circuit by calculating
the short-circuit current gain:

h21 = AI|(Y L → ∞) = gm − jωCGD

jω(CGS + CGD)
≈ gm

jωCGS

assuming that gm � ωCGD and CGS � CGD.
This is the equation we had earlier used in Chapter 2 to estimate the transit frequency

of a FET to be fT = gm/(2πCGS).
Let us summarise our findings for the amplifier configuration with node 0 grounded –

applicable to both the FET common-source and the bipolar common-emitter topologies:

• The configuration can provide substantial voltage and current gains.
• The voltage gain provides a phase shift of 180◦ in the quasi-static limit, whereas the

current gain experiences no phase shift.
• Due to the presence of feedback, the input and output admittances always depend on

the termination of the opposite port.
• For substantial voltage gains, the Miller effect has to be observed which can

substantially increase the input capacitance.

Common gate/common base: node 1 as the common node
In the next set-up to be discussed, node 1 is grounded, and the input current is fed into
node 0. Node 2 is still the output node. This applies to the FET common-gate and the
bipolar common-base configurations. Again, we will first calculate the y matrix in a
general form. For this, it is valuable to recognise in Figure 5.22 that v1 = −v10.

y11 = Y 20 + Y 10 + g
m

(5.113)

y12 = −Y 20 (5.114)

y21 = −Y 20 − g
m

(5.115)

y22 = Y 20 + Y 12. (5.116)
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1
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2i1 i2

v1

Y10

Y12

v2Y20
gm v10

v10

Fig. 5.22 Hybrid π equivalent circuit with node 1 grounded.

This input admittance is then

Y1 = Y 10 + (g
m

+ Y 20)
Y L + Y 12

Y L + Y 20 + Y 12
. (5.117)

Let us simplify this expression somewhat. First, realise that in practical devices nec-
essarily g

m
� Y 20, otherwise it would not have a reasonable voltage gain in

common-source or common-emitter configuration (see above). Further, let us assume
that Y 12 � Y L. Then,

Y1 ≈ Y 10 + g
m

Y L

Y L + Y 20
.

An interesting observation is that now Y 20 is the feedback admittance which determines
the sensitivity of the input admittance on the load. If further, this admittance is very
small, Y 20 � Y L, then

Y1 ≈ Y 10 + g
m
.

Using the example of Figure 5.20, we find

Y1 ≈ gm

(
1 + jωCGS

gm

)
= gm

(
1 + j

ω

ωT

)
.

The input admittance is hence approximately the transconductance, unless we are oper-
ating close to fT. In practical transistors, this will be a quite large value – much larger
than the input admittance in the topology with node 0 grounded.

The output admittance is

Y2 = Y 12 + Y 20
Y G + Y 10

Y G + Y 10 + Y 20 + g
m

. (5.118)

Assuming again that g
m

� Y 20,

Y2 ≈ Y 12 + Y 20

1 + g
m

Y G + Y 10

Compared to the topology with node 0 grounded (common emitter or common source),
the output admittance will be substantially smaller.

The voltage gain is calculated as

AV = g
m

+ Y 20

Y L + Y 20 + Y 12
. (5.119)
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Assuming again that g
m

� Y 20, this simplifies to

AV = g
m

Y L + Y 20 + Y 12
.

Compare with Equation (5.107) – this is the same result, if Y 12 � gm, which is a safe
assumption.

Finally, the current gain is

AI = − Y Lg
m

(Y L + Y 12)(Y 20 + Y 10 + g
m
) + Y 20 Y 10

. (5.120)

The magnitude of AI for this topology is hence less than 1. For greater simplicity,
calculate the short-circuit current gain (YL → ∞):

h21 = − Y 20 + g
m

Y 20 + g
m

+ Y 10

≈ − 1

1 + Y 10

g
m

.

Using again the simple FET equivalent circuit in Figure 5.20, this reduces to

h21 = − 1

1 + j
ω

ωT

.

In other words, the short-circuit current gain of the common-gate and common-base
configurations will remain independent of frequency until quite close to fT.

Common drain/common collector: node 2 as the common node
The last fundamental configuration of the generic amplifying three-terminal device
(Figure 5.17) has node 2 as the common node (see Figure 5.23). In FETs, this will
be called common drain; in bipolar transistors, this will be called common-collector
configuration.

Again, first calculate the y matrix of this configuration.

y11 = Y 10 + Y 12 (5.121)

y12 = −Y 10 (5.122)

y21 = −(Y 10 + g
m
) (5.123)

y22 = Y 10 + Y 20 + g
m
. (5.124)

1

2

0i1
i2

v1 v2

Y10

Y12

Y20
v10 gm v10

Fig. 5.23 Generic amplifier configuration with node 2 grounded.
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Let us first consider the voltage gain AV, when port 2 is terminated with a load
admittance YL.

AV = − y21

YL + y22
= Y 10 + g

m

Y L + Y 10 + Y 20 + g
m

=
(

1 + Y L + Y 20

Y 10 + g
m

)−1

. (5.125)

In practical devices, the second term in parentheses will be small compared to 1, at least
at lower frequencies, so that AV ≈ 1 (but always less than 1) – v2 follows v1, which
is why this topology is also called a source follower or emitter follower for FETs and
bipolar transistors, respectively.

The input admittance is calculated to be

Y1 = y11 − y21 y12

YL + y22
= Y 12 + (Y L + Y 20)Y 10

Y L + Y 20 + Y 10 + g
m

= Y 12 + Y 10

1 + Y 10 + g
m

Y L + Y 20

(5.126)

≈ Y 12 + Y 10

1 + g
m

Y L

, (5.127)

because typically, at least at frequencies sufficiently below fT, g
m

� Y 10, and
assuming that Y L � Y 20.

Compare this to the input admittance of the topology where node 0 was grounded,
Equation (5.109), and you will notice that the influence of Y 10 is substantially reduced,
while Y 12 does not suffer from the augmentation due to the Miller effect. We can
therefore state that the topology with node 2 grounded presents a much lower input
admittance.

Going to our usual FET example where the amplifying device is represented by
the equivalent circuit in Figure 5.20, we can show that Equation (5.126) may have an
unexpected result. In this case,

Y1 = jωCGD + jωCGS

1 + gm + jωCGS

YL + gDS

.

Now assume that gm � ωCGS, i.e. ω � ωT, that YL is capacitive (YL = jωCL), and
that ωCL � gDS.

Y1 = jωCGD − ω2CGSCL

gm + jω(CL + CGS)
,

or separating into real and imaginary parts,

Y1 = − ω2gmCGSCL

g2
m + ω2(CL + CGS)2

+ jω

(
ω2CGSCL(CL + CGS)

g2
m + ω2(CL + CGS)2

+ CGD

)
. (5.128)

We created an admittance with a negative real part! This can be useful, for example if
we want to build an oscillator (see Section 5.5), but also very dangerous for amplifier
stability.
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Moving back to the more general case, let us calculate the current gain:

AI = − Y L(Y 10 + g
m
)

Y 12(Y 10 + Y 20 + Y L + g
m
) + Y 10(Y L + Y 20)

. (5.129)

Comparing this with the equation for the current gain with node 0 grounded (Equation
(5.112)), we see that the denominators are equal. If further g

m
� Y 10, Y 12, which is

typically the case, the two current gains have equal magnitude.
Finally, the output admittance of the topology with node 2 grounded will be

calculated. The input port is terminated with a generator admittance YG.

Y2 = Y 20 + (Y 10 + g
m
)(Y G + Y 12)

Y G + Y 10 + Y 12
. (5.130)

To interpret this equation, assume that YG � Y 10 + Y 12, g
m

� Y 10. Then,

Y2 ≈ Y 20 + g
m

≈ g
m
,

in most cases. Compared to the output admittance of the original topology which had
node 0 as the common node (Equation (5.111)), we see that now we have a substantially
higher output conductance.

The combination of a very low input conductance (very high input impedance)
and high output conductance (low output resistance) is the most important aspect of
common-drain/common-collector topologies.

5.4.3 Feedback

Negative feedback is another important principle in amplifier design. In small-signal
design, it is used for impedance matching purposes, to make an amplifier stable and to
increase its bandwidth. The negative feedback amplifier was invented by Harold Black
in 1927 [22].

The most important feedback implementations in high-speed amplifier design are
shunt–shunt and series–series feedback, as shown in Figure 5.24.

[Yf]

[Yf][Y ]

[Y ]

(a) (b)

Fig. 5.24 Feedback configurations: (a) shunt–shunt feedback and (b) series–series feedback.
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Shunt–shunt feedback
Case (a) is easily calculated using a y matrix representation, because the resulting y
matrix is the sum of the individual matrices.

[YT] = [Y ] + [Yf] =
[

y11 + y11, f y12 + y12, f

y21 + y21, f y22 + y22, f .

]
(5.131)

Series–series feedback
Series–series feedback is better treated using a z matrix representation:

v1 = z11i1 + z12i2 (5.132)

v2 = z21i1 + z22i2. (5.133)

Conversion from y to z matrix is easy because the z matrix is simply the inverse of the
y matrix:

[Z ] = 1

�(Y )

[
y22 −y12

−y21 y11

]
, (5.134)

where �(Y ) is the determinant of the y matrix and �(Y ) = y11 y22 − y12 y21.
Once the z matrices have been obtained, the resulting z matrix of the circuit with

series–series feedback is the sum of the individual z matrices:

[ZT ] = [Z ] + [Zf] =
[

z11 + z11,f z12 + z12,f

z21 + z21,f z22 + z22,f

]
. (5.135)

The conversion back from z to y matrix is equally simple:

[Y ] = 1

�(Z)

[
z22 −z12

−z21 z11

]
. (5.136)

Use of feedback in small-signal amplifiers
A very common feedback example is shown in Figure 5.25, where an admittance Yf is
connected between the output and the input of a common-source amplifier. The FET

YL

Yf

Q1

v1

v2

Fig. 5.25 Example of shunt–shunt feedback in a common-source amplifier.
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shall be treated using the generic equivalent circuit in Figure 5.17. The feedback two-
port contains only one element, Yf. If [YQ1] is the y matrix of transistor Q1, then the y
matrix of the transistor with feedback is

[YT] =
[

y11,Q1 + Yf y12,Q1 − Yf

y21,Q1 − Yf y22,Q1 + Yf

]
. (5.137)

Unilateralisation
An immediate application of this feedback technique is the elimination of the parameter
y12. Choosing

Yf = −y12,Q1

results in a unilateralised amplifier two-port where the input parameters no longer
depend on the output load, and vice versa. This can be used to improve amplifier
stability, and is referred to as neutralisation.

There are several ways of achieving this. In narrow-band amplifiers, the usually
purely capacitive feedback may be tuned out using an inductor. The inductor is chosen
to form a parallel resonance with the feedback capacitor at the frequency of operation.

A more elegant technique was invented by Harold A. Wheeler in the early 1920s
for electron tubes. A current with equal magnitude – but opposite phase, as the current
through the feedback admittance – is fed back from the output to the input node, where
the two currents cancel out exactly. This is shown in Figure 5.26. In integrated circuits,
the realisation of the autotransformer is hampered by the typically high losses of on-chip
inductors. However, any kind of phase reversal will do; a particularly simple technique
will be discussed further down in the context of the differential amplifier (p. 336).

Port matching
A very common task in amplifier design is matching, e.g. the input admittance Y1 to
the generator admittance: Y1 = Y ∗

G, where Y ∗
G is the complex conjugate of the generator

VDD

CN CGD

Fig. 5.26 Amplifier neutralisation using an autotransformer.
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YL

i1

v1

Q1

L

Fig. 5.27 Inductive emitter degeneration as an example for series–series feedback.

admittance. While this is commonly done by cascading a matching network and the
amplifier two-port, the same result can frequently be achieved by using feedback.

With shunt–shunt feedback, the input admittance becomes

Y1 = y11,Q1 + Yf − (y12,Q1 − Yf)(y21,Q1 − Yf)

YL + y22,Q1 + Yf
. (5.138)

Setting Y1 = Y ∗
G and solving for Yf, we obtain

Yf = (y11,Q1 − Y ∗
G)(YL + y22,Q1) − y21,Q1 y12,Q1

Y ∗
G − YL − (y11,Q1 + y12,Q1 + y21,Q1 + y22,Q1)

. (5.139)

Inductive source degeneration
Series–series feedback is also commonly used in matching problems. A practical exam-
ple is shown in Figure 5.27. An inductor is inserted into the source lead of a FET. This
is referred to as inductive source degeneration, and may equally be applied to bipolar
transistors. We shall now investigate its effect on the input impedance. For simplicity’s
sake, we assume that for transistor Q1, Y 12 and Y 20 can be neglected. For a general
impedance Zf in the source lead, the input impedance becomes

Z1 = v1

i1
= 1

Y 10
+ Zf

(
1 + g

m

Y 10

)
. (5.140)

In the specific case, Zf = jωL . Using the simple FET equivalent circuit in Figure 5.20,
further Y 10 = jωCGS. Recall that ωT = gm/CGS, and we find

Z1 = ωTL + j

(
ωL − 1

ωCGS

)
. (5.141)

The inductance hence creates a real part in the input impedance.

Bandwidth improvement
Both shunt–shunt and series–series feedback can be used to increase bandwidth,
however at the expense of maximum gain.
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[Y ]

ZG

v0 v1 v2

YL

Yf

Fig. 5.28 Two-port in y matrix representation with shunt–shunt feedback.

Let us investigate the use of shunt–shunt feedback. First, realise that the influence
of the generator impedance needs to be included. Figure 5.28 shows the correspond-
ing schematic. We are interested in the voltage gain between generator and load. For
Yf = 0, this is

GV = v2

v0
= AV

1 + ZG(y11 + AV y12)
(5.142)

where AV is given by Equation (5.100). With Yf �= 0, we obtain

A′
V = −AV

1 − Yf

y21

1 + Yf

y22 + YL

(5.143)

G ′
V = A′

V

1 + ZG
[
y11 + A′

V y12 + Yf(1 − A′
V)

] . (5.144)

The noteworthy feature here is that Yf appears magnified by 1 − A′
V in the denominator.

We found this already in a different context when discussing the Miller effect.
The bandwidth enhancement effect can be seen in a simple example. The amplifying

device shall be the simple FET from Figure 5.20. Then the y matrix is, with some
appropriate simplifications,

y11 = jω(CGS + CGD) ≈ jωCGS

y12 = −jωCGD

y21 = gm − jωCGD ≈ gm

y22 = gDS + jωCGD ≈ gDS.

Let us further assume that

Yf � gm.

Then,

AV = − gm

YL + gDS
,

A′
V = AV

YL + gDS

YL + gDS + Yf
,
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and

G ′
V = A′

V

1 + ZG
[
(1 − A′

V)Yf + jω(CGS − A′
VCGD)

] .
We calculate the 3 dB cutoff frequency as the frequency where the real and the
imaginary parts in the denominator are equal. For Yf = 0, this is

ωC(Yf = 0) = 1

ZG(CGS − AVCGD)
.

Next, we apply a purely resistive feedback, Yf = Gf:

ωC(Yf = Gf) = 1 + ZGGf(1 − A′
V)

ZG(CGS − A′
VCGD)

.

Frequently, Gf � (YL + GDS) and therefore A′
V ≈ AV. The resistive feedback hence

results in a very substantial bandwidth enhancement by the factor 1 + ZGGf(1 − AV).
The low-frequency gain, however, decreases to

GV(ω → 0) = AV

1 + ZG Rf(1 − AV)
,

so that the product GV(ω → 0)ωC = const.
Larger bandwidth enhancement is possible if we allow Yf to have a negative

imaginary part. This will be treated further down.
Bandwidth enhancement using series–series feedback will be treated for the specific

example shown in Figure 5.29. This is a transadmittance stage which converts an input
voltage into an output current. The series feedback using Zf will first of all increase the
input impedance to lower the load on the preceding stage. If it is made complex, it can
be used for significant bandwidth enhancement as well.

YL

Q1

Z f

v1

i2

i1

v2

Fig. 5.29 Bandwidth enhancement using series–series feedback.
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The transadmittance of this stage is

Yt = i2

v1
= gm

1 + gm Zf

(
1 + jω

ωT

) , (5.145)

if the FET is described by the simple equivalent circuit in Figure 5.20, and using ωT =
gm/CGS.
If now Zf is a parallel RC network,

Zf = Rf

1 + jωRfCf
,

and Cf is chosen,

Cf = 1

ωT Rf
,

the frequency dependence in YT will disappear:

YT = gm

1 + gm Rf
,

at least for this simple equivalent circuit!

5.4.4 Amplifier configurations with two transistors

In the first part of this chapter, we have seen how the fundamental topologies we can
realise with a three-terminal amplifying device have very different properties in terms
of input and output admittances, as well as voltage and current gains. Further flexibility
in tailoring amplifier properties is achieved when we combine two of the fundamental
topologies. We will use generic FETs in order to help visualise the circuits. However, the
fundamental concepts apply equally to bipolar transistors – in fact, to any three-terminal
amplifying device, as was outlined in the more abstract discussion above.

Common-drain/common-source configuration
Suppose that we want to construct a buffer amplifier, which shall impose a minimal load
on a generator, yet also have a significant voltage gain. This can be achieved with the
combination of

• a common-drain stage (node 2 as the common node), providing the high input
impedance, and

• a common-source stage (node 0 as the common node), providing the voltage gain.

Figure 5.30 shows the schematic of the common-drain/common-source (CD/CS) topo-
logy. Q1 is the common-drain transistor, Q2 the common-source transistor, YL is the
load admittance and YG the generator admittance.

The two important aspects of this configuration are input admittance and voltage gain,
as discussed.

The voltage gain of the second stage is

AV,Q2 = v2

vA
≈ − g

m

Y L + Y 20
= − gm,Q2

gDS,Q2 + YL
,
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YL

v2Q2

Q1 A

vA

v1YGIG

Fig. 5.30 Schematic of a CD/CS amplifier cell. Bias arrangement has been omitted for clarity’s sake.

using Equation (5.107) with the simplifying assumptions indicated there, and the FET
equivalent circuit in Figure 5.20.

We can now calculate the input admittance of stage two:

Y1,Q2 = Y 10,Q2 + Y 12,Q2(1 − AV,Q2) = jω
[
CGS,Q2 + CGD,Q2(1 − AV,Q2)

]
.

Because Q2 is in common-source configuration, we observe the Miller effect, which
may significantly increase the capacitance seen from node A into Q2. To judge the
importance of this, consider the output admittance of transistor Q1, which appears
in parallel to Y1,Q2 at node A. We can use Equation (5.130) with the appropriate
simplifications:

Y2,Q1 ≈ Y 20,Q1 + g
m,Q1

= gDS,Q1 + gm,Q2 ≈ gm,Q1.

The admittance from node A to ground can then be written as

YA = gm,Q1 (1 + jωτA) ,

where τA is the characteristic time constant of node A:

τA = CGS,Q2

gm,Q1
+ CGD,Q2

gm,Q1
(1 − AV,Q2).

As long as (2πτA)
−1 is significantly outside of the intended frequency range of

operation, its effect can be neglected.
The concept of the characteristic time constant of internal nodes is very helpful in

high-speed design, especially when tracking down reasons for unexpected limitations
in performance.

Here, the situation may not be so bad, because the high capacitance seen into Q2 is
compensated for by the high conductance seen into the output of Q1 in its common-
drain configuration.

The voltage gain of stage Q1 is Equation (5.125):

AV,Q1 = vA

v1
=

(
1 + YL + Y 20,Q1

Y 10,Q1 + g
m,Q1

)−1

≈ gm,Q1

gm,Q1 + Y1,Q1
= 1

1 + jωτA
.
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The total voltage gain is finally

AV = AV,Q1 AV,Q2 ≈ AV,Q2

1 + jωτA
≈ AV,Q2,

if ω � τ−1
A . Again we notice the importance of the characteristic impedance of node A.

The input admittance can be calculated from Equation (5.126):

Y1 ≈ Y 12,Q1 + Y 10,Q1

1 +
g

m,Q1

Y1,Q2

= jωCGD,Q1 + jωCGS,Q1

1 + gm,Q1

Y1,Q2

.

Recall that in our case, Y1,Q2 is purely capacitive. As shown earlier, a capacitive load to
a common-drain stage leads to a negative real part in the input admittance (see Equa-
tion (5.128)). Whether this represents a problem for amplifier stability depends on the
generator admittance value YG. This should be kept in mind when investigating stability
problems.

Finally, we take a look at the overall current gain. Because the output current of
the first stage feeds the input of the second, we expect the overall current gain to be the
product of the two individual current gains. However, we have to observe that we always
counted currents positive when they flow into the device (see Figure 5.18). Then,

AI = −AI,Q1 · AI,Q2. (5.146)

The current gain of the first (common-drain) stage is given by Equation (5.129),
observing that now the load admittance is the input admittance of the second stage:

AI,Q1 = −
Y1,Q2(Y 10,Q1 + g

m,Q1
)

Y 12,Q1(Y 10,Q1 + Y 20,Q1 + Y1,Q2 + g
m,Q1

) + Y 10,Q1(Y1,Q2 + Y 20,Q1)
,

(5.147)
while the current gain of the common-source stage is given by Equation (5.112):

AI,Q2 =
(g

m,Q2
− Y 12,Q2) Y L

Y 12,Q2(Y L + g
m,Q2

+ Y 10,Q2 + Y 20,Q2) + Y 10,Q2(Y L + Y 20,Q2)
, (5.148)

where YL is the load admittance connected to the drain of Q2.
Since the explicit calculation of AI presents considerable difficulty, let us make a

number of simplifying assumptions. First, we make the two-ports unilateral, i.e. we
assume Y 12 = 0. Then, we assume that the load admittances are always much larger
than the elements Y 20 for both transistors: Y1,Q2 � Y 20,Q1, YL � Y 20,Q2. Equation
(5.146) then has a very simple solution:

AI =
g

m,Q2

Y 10,Q2

(
1 +

g
m,Q1

Y 10,Q1

)
. (5.149)

For further interpretation, turn again to our simple FET equivalent circuit (Figure 5.20),
and recall the transit (cutoff) frequency ωT ≈ gm/CGS. Equation (5.149) can then be
written as
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YL

v2Q2

Q1 A

vA
v1YGIG

Fig. 5.31 Darlington amplifier configuration.

AI = −
(ωT,Q1 ωT,Q2

ω2
+ j

ωT,Q2

ω

)
. (5.150)

Assume now that ωT,Q1 = ωT,Q2 = ωT. For ω � ωT, the current gain is now
approximately the product of the current gains of the individual devices, but rolls
off at −40 dB/decade, instead of −20 dB/decade. The frequency where |AI| = 1 is√

2/(
√

5 − 1)ωT = 1.272ωT.

Darlington amplifier
The CD/CS configuration is not quite the same as the popular Darlington [7] topology,
shown in Figure 5.31. The difference is that in the Darlington amplifier, the drain of
Q1 is connected to the drain of Q2. While the goal is similar, there are two noteworthy
differences:

• The feedback admittance of device Q1, Y 12,Q1, is now in the path between the
output and the input nodes, and not connected directly to ground as in the CD/CS
configuration. Therefore, the Miller effect will be present at the input.

• The output current of Q1 now also flows through the load. This changes the current
gain equation. Using the same strong simplifications as in deriving Equation (5.150),
we now find

AI = −
[ωT,Q1 ωT,Q2

ω2
+ j

(ωT,Q1

ω
+ ωT,Q2

ω

)]
. (5.151)

Compared to the CD/CS amplifier, the Darlington has slightly more short-circuit
current gain close to ωT. If again both transistors are equal and equally biased, the
frequency where |AI| = 1 is 2ωT. This is why this configuration is sometimes also
called fT doubler. The expression should be taken with a grain of salt. Remem-
ber that fT is derived here from current gain, and that we neglected the feedback
admittances in calculating Equation (5.151). The Miller effect disadvantage of the
Darlington stage therefore does not show up in the simplification, but can signif-
icantly affect circuit performance for small values of YL. Further, the current gain
rolls off with −40 dB/decade, which may lead to stability problems when feedback is
applied around the stage. So your mileage may vary.
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VCC

YL

Q2

Q3

Q1

A
v2v1

Fig. 5.32 Battjes fT doubler circuit.

Battjes fT Doubler
The well-known circuit shown in Figure 5.32, patented by C. R. Battjes [2], is essen-
tially a Darlington amplifier (Q1, Q2) combined with a current mirror (Q2, Q3), which
makes sure that both transistors in the signal path are operated with the same current. If
they are also of equal size, they will have the same transit frequency. The circuit shown
uses bipolar transistors (as in the patent), but the concept equally works with FETs.
Note that the input capacitance of Q3 needs to be accounted for – if Q1/Q3 and Q2 are
supposed to have the same current, then Q2 and Q3 need to have the same size, and the
effective capacitance attached to node A approximately doubles (neglecting the Miller
capacitance seen into Q2).

Cascode amplifier
The cascode amplifier is a combination of a common-source (or common-emitter) with
a common-gate (or common-base) topology. It was conceived as a way to overcome the
Miller effect and first described in 1939 using two triode tubes [21], where the cathode
of tube 2 was series-connected (‘cascaded’) to the anode of tube 1. The term cascode
hence refers to cascaded anode. Figure 5.33 shows a cascode realised using FETs.

Let us assess the input admittance first. Because Q1 is in common-source configura-
tion (node 0 grounded), we use Equation (5.109):

Y1 = Y 10,Q1 + Y 12,Q1 (1 − AV,Q1).

When calculating AV,Q1, we recognise that the load admittance is the input admittance
of Q2 at node A:

AV,Q1 = −
g

m,Q1
− Y 12,Q1

Y1,Q2 + Y 20,Q1 + Y 12,Q1
.

The input admittance Y1,Q2 is calculated using Equation (5.117), because Q2 is in
common-gate configuration:

Y1,Q2 = Y 10,Q2 + (g
m,Q2

+ Y 20,Q2)
YL + Y 12,Q2

Y L + Y 20,Q2 + Y 12,Q2
.
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YL

v2

v1

Q2

Q1

A

Fig. 5.33 Schematic of a cascode stage built with FETs (bias arrangement omitted).

Assume that g
m,Q2

� Y 20,Q2, further YL � Y 12,Q2, Y 20,Q2. Then, the input
admittance of Q2 simplifies to

Y1,Q2 ≈ Y 10,Q2 + g
m,Q2

.

With this simplification, the voltage gain of Q1 is then

AV,Q1 = −
g

m,Q1
− Y 12,Q1

Y 10,Q2 + g
m,Q2

+ Y 20,Q1 + Y 12,Q1

≈ −
g

m,Q1

Y 10,Q2 + g
m,Q2

,

further assuming that g
m,Q2

� (Y 12,Q1 + Y 20,Q1).
The input admittance of the cascode finally becomes

Y1 ≈ Y 10,Q1 + Y 12,Q1

⎛⎜⎜⎜⎜⎝1 +
g

m,Q1

g
m,Q2

1

1 + Y 10,Q2

g
m,Q2

⎞⎟⎟⎟⎟⎠ . (5.152)

Using our simple FET equivalent circuit (Figure 5.20) this finally becomes

Y1 = jω

[
CGS,Q1 + CGD,Q1

(
1 + gm,Q1

gm,Q2

1

1 + j ω
ωT

)]
.

The suppression of the Miller effect is simply explained by the low voltage gain of the
common-source stage −gm,Q1/gm,Q2 for low frequencies. Frequently, transistors Q1

and Q2 are chosen the same size, and since they share the same drain (or collector)
current, it follows that gm,Q1 = gm,Q2 and AV,Q1 = −1.
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The calculation of the output admittance starts with the output admittance of tran-
sistor Q2, which is in common-gate configuration (node 1 grounded), using Equation
(5.118):

Y2 = Y2,Q2 = Y 12,Q2 + Y 20,Q2

Y2,Q1 + Y 10,Q2

Y2,Q1 + Y 10,Q2 + Y 20,Q2 + g
m,Q2

,

where Y2,Q1 is the output admittance of transistor Q1 in common-source configuration
(see Equation (5.111)):

Y2,Q1 = Y 20,Q1 + Y 12,Q1

(
1 +

g
m,Q1

− Y 12,Q1

YG + Y 10,Q1 + Y 12,Q1

)
,

where YG is the admittance terminating the input port. We simplify the expressions by
assuming that the feedback admittances are small and the corresponding terms can be
neglected. Then Y2,Q1 ≈ Y 20,Q1 and the overall output conductance becomes

Y2 ≈ Y 20,Q2

(
1 +

g
m,Q2

+ Y 20,Q2

Y 10,Q2 + Y 20,Q1

)−1

. (5.153)

Because g
m
/Y 20 is the magnitude of the maximum voltage gain in common-

source configuration (see Equation (5.108))), an additional sensible assumption is that
g

m,Q2
� Y 20,Q2. Then,

Y2 ≈ Y 20,Q2

(
1 +

g
m,Q2

Y 10,Q2 + Y 20,Q1

)−1

. (5.154)

In our simple FET example, we finally find

Y2 ≈ gDS,Q2

(
1 + gm,Q2

gDS,Q1 + jωCGS,Q2

)−1

,

and for the quasi-static case, ω → 0:

Y2 ≈ gDS,Q2

1 + gm,Q2

gDS,Q1

.

The output admittance is therefore significantly reduced compared to the common-gate
or common-source configurations.

The voltage gain of the cascode stage, AV = AV,Q1 · AV,Q2, is

AV ≈ −
g

m,Q1

YL + Y 20,Q2
·

g
m,Q2

+ Y 20,Q2

g
m,Q2

+ Y 10,Q2
, (5.155)

neglecting the feedback admittances. In the FET example,

A ≈ gm,Q1

YL + gDS,Q2
· 1 + gDS,Q2/gm,Q2

1 + jω/ωT
,
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or provided that gm,Q2 � gDS,Q2 and ω � ωT:

AV = − gm,Q1

YL + gDS,Q2
.

In summary, the cascode configuration provides a comparable voltage gain to the
common-source topology, but its input admittance is significantly lower due to the
reduction of the Miller capacitance and its output admittance is significantly higher.

Finally, an important side effect of the cascode shall be pointed out here: the real part
of the output admittance may become negative. In practical devices, the assumption
that parameter Y 20 is purely real is not correct; a better approximation is Y 20 = gDS +
jωCDS. If we insert this into Equation (5.153) and separate real and imaginary parts,
we find that the real part becomes negative if

gDS,Q1 · gDS,Q2 < ω2CDS,Q2 · (CDS,Q1 + CGS,Q2),

assuming that gm,Q2 � gDS,Q1 along the way. Frequently, this can lead to amplifier
instabilities, but it may also be used to compensate losses in travelling-wave amplifiers,
as will be discussed later.

5.4.5 Differential amplifiers

An important component in many high-speed electronic circuits is the differential
amplifier. One of the most influential pioneers of biomedical engineering, Otto Schmitt,
is frequently held to be the father of the differential amplifier topology [34] – the ability
of the differential amplifier to reject common-mode signals at its input is crucial for
the measurement of weak bio-electric signals. Incidentally, he also invented the Schmitt
trigger circuit.

A generic differential amplifier topology realised with FETs is shown in Figure 5.34.
A first noteworthy difference between the amplifiers discussed so far is that the input
and output voltages are not referenced to ground, but to the other input and output
electrodes, respectively.

Figure 5.35 shows the small-signal representation of the differential amplifier, where
the transistors are represented using the generic small-signal equivalent circuit from
Figure 5.17. The transistors are identical.

Differential mode
Any combination of nodal input voltages vA = v′

A + v′′
A, vB = v′

B + v′′
B can be split into

a differential mode (v′
A = −v′

B, v′′
A = v′′

B = 0) and a common mode (v′′
A = v′′

B, v′
A =

v′
B = 0). First, we concentrate on the differential mode. To calculate the voltage of the

common mode v0, we first loop through vA, v1,1, v1,2 and vB:

−v′
A + v1,1 − v1,2 − v′

A = 0 → v′
A = v1,1 − v1,2

2
.

On the other hand, v0 = v′
A − v1,1 and therefore

v0 = −v1,1 + v1,2

2
.
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Fig. 5.34 Generic differential amplifier topology.
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Y0
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v1,1

v1

vA

vB

Y20

Y12

v2

v1,2Y10

v0

Fig. 5.35 Small-signal representation of the differential amplifier.

For symmetry reasons, v′
A = −v′

B also implies v1,1 = −v1,2 and hence

v0 = 0

in differential mode! The common node A constitutes a virtual ground. This is a very
important concept in high-speed circuit design, as it dramatically reduces problems with
common-node impedances, such as in bond wires to ground, which otherwise may lead
to a variety of feedback problems.
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Now that A is grounded, the two halves of the differential amplifier reduce to standard
common-source (or common-emitter) circuits which we have already analysed. The
input voltage to the left half is v1,1 = v1/2, while the right half receives v1,2 = −v1/2.

Using Equation (5.109) to calculate the common-source input admittance Y1,CS for
the individual transistors, the differential mode input admittance is

Y1,d = i1

v1
= Y1,CS

2
. (5.156)

Likewise, the output admittance is half the output admittance Y2,CS for the common-
source stage given by Equation (5.111):

Y2,d = i2

v2
= Y2,CS

2
. (5.157)

Equation (5.107) is used to calculate the common-source voltage gain AV,CS. The
differential voltage gain is then

AV,d = v2

v1
= AV,CS. (5.158)

Common mode
In common mode, both input terminals have the same potential to ground: v′′

A = v′′
B.

The individual transistors are connected in parallel then at input and output, resulting in
the equivalent circuit shown in Figure 5.36, and their y matrices can simply be added.
We arrive at an equivalent transistor Qe with the following y matrix:

[yQe] = 2

[
Y 10,1 + Y 12,1 −Y 12,1

g
m,1

− Y 12,1 Y 20,1 + Y 12,1

]
.

The parameters are those of the individual transistor. This problem can be treated using
the results of the feedback discussion (see p. 323), converting the y matrix first to a z
matrix, and adding the z matrix corresponding to Y0, which is

2YL

Qe

Y0 v2v1 =vA =vB

Fig. 5.36 Equivalent circuit of the differential amplifier under common mode excitation.
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[Zf] =

⎡⎢⎢⎣
1

Y0

1

Y0
1

Y0

1

Y0

⎤⎥⎥⎦ ,

and converting back to a y matrix.
Here, we will consider a quick solution using a simplified equivalent circuit where

we neglect both Y 12,e and Y 20,e for the transistor Qe. Let g
m,e

= 2gm,1 and Y 10,e =
2Y 10,1, as discussed. The voltage gain AV,cm for common-mode excitation is then

AV,cm = v2

v1
=

−2gm,1

(2YL)

1 + 2

Y0gm

= − gm,1

YL

(
1 + 2gm

Y0

)
≈ − Y0

2YL
, (5.159)

assuming gm,1/Y0 � 1. The output voltage here is taken between one of the output
terminals and ground – the differential output voltage for common-mode excitation is
0, provided that the circuit is perfectly symmetrical. The voltage gain under differential
excitation, but with the output voltage taken between one of the output terminals and
ground, is

AV,d,gnd = −gm,1

2YL
.

The ratio ∣∣∣∣ AV,d,gnd

AV,cm

∣∣∣∣ =
∣∣∣∣ gm,1

Y0

∣∣∣∣ (5.160)

is the common-mode rejection ratio, a measure for the suppression of common-mode
input signals. We see that Y0 should be as small as possible.

Neutralisation of differential amplifiers
The fact that the output voltages of a differential amplifier are exactly 180◦ out of phase
can be used to elegantly eliminate the effect of the feedback capacitances in the transis-
tors. This is shown in Figure 5.37. The capacitances Cn, which have to be exactly equal
to CGD, feed a current into the gate nodes of the two transistors, which is equal in mag-
nitude, but of opposite sign, compared to the currents flowing through CGD, cancelling
these capacitances.

A more complex differential amplifier example
Differential amplifiers for high-speed applications are frequently more complex and
exploit the special properties discussed in the section on basic amplifier topologies using
two transistors. Figure 5.38 shows a cell common to many high-speed differential ampli-
fiers. Transistors Q1 and Q2 are in common-collector configuration, connected to the
transistor pairs Q3, Q5 and Q4, Q6, respectively, which form a differential cascode.
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VDD

YLYL

Cn

V1

Q1 Q2 Cn

I0Y0

Fig. 5.37 Differential amplifier with neutralisation.

VCC

v1

Q1

Q3

Q5 Q6

Q2

v2

Q4

Fig. 5.38 A more complex differential amplifier example. The dashed line indicates the symmetry plane;
all nodes along this plane are virtual grounds.

All nodes along the median, which is indicated as a dashed line, are virtual grounds,
provided that the circuit is driven fully differentially. This is particularly interesting
for the bases of Q5 and Q6, because proper grounding of the base terminal can be a
problem in cascode stages – here, it is easy due to the virtual ground property. Equally,
the emitters of Q3 and Q4 are properly grounded. The DC bias voltage terminal, VCC,
is also an RF ground, facilitating RF/DC decoupling.
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YL

Q1

v1

v2

Q2

Fig. 5.39 Source-coupled amplifier schematic (bias elements omitted).

These advantages lead to an increasing use of differential topologies in micro- and
millimetre-wave circuits. Drawbacks are the increased power consumption due to the
doubled component count and the increased area consumption. Another problem may
be on-wafer testing, due to the necessity for differential probes.

5.4.6 Source-coupled amplifier

The amplifier topology shown in Figure 5.39 has, at first glance, a configuration very
similar to the differential amplifier. We immediately recognise the source-coupled pair
and the common-current source. However, the amplifier is driven single-endedly and
also has only a single output. Upon closer investigation, Q1 is in common-drain and Q2

in common-gate topology.
The idea is therefore very similar to the CD/CS amplifier discussed earlier. The

common-drain input transistor creates a low input admittance, while the common-gate
stage delivers the voltage gain. The Miller effect is eliminated, and the input is well
isolated from the output.

Compared to the CD/CS amplifier, the input admittance is higher, because the input
admittance of the common-gate transistor Q2 is much higher than that of a comparably
biased common-source transistor: Y1,Q2 ≈ Y 10,Q2 + g

m
; see Equation (5.117) with

YL � Y 20,Q2. The input admittance of the source-coupled amplifier is then

Y1 = Y 12,Q1 + Y 10,Q1

1 +
g

m,Q2
+ Y 10,Q2

g
m,Q1

+ Y 10,Q1

. (5.161)

Using our simple FET equivalent circuit, Y 10 = jωCGS and

g
m

+ Y 10 = gm

(
1 + j

ω

ωT

)
.
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If the transistors therefore have the same ωT, the input admittance is

Y1 = jω

⎛⎜⎝CGD,Q1 + CGS,Q1

1 + gm,Q2

gm,Q1

⎞⎟⎠ .

It is purely capacitive and does not show the risk of a negative real part, which the
CD/CS amplifier had posed.

The circuit can also be compared to the cascode – the source-coupled amplifier has
a lower input admittance, is non-inverting and requires a lower supply voltage than the
cascode, but the cascode requires less current, because the current through the common-
gate stage is recycled in the common-source transistor.

5.4.7 Tuned amplifiers

Tuned amplifiers are commonly used at micro- and millimetre-wave frequencies when
the fractional bandwidth is small. The fractional bandwidth is the required opera-
tional bandwidth divided by the centre frequency. For example, the 24 GHz license-free
ISM band has a total allowed spectral width of 250 MHz, so any amplifier will need
sensibly only a fractional bandwidth of 10−2. Other applications, such as emerging
ultra-wideband sensor and communications standards, will have fractional bandwidths
which are orders of magnitude larger – the design of amplifiers for such systems will be
treated in the next section (p. 350).

A typical tuned amplifier will use three fundamental circuit techniques:

(i) A resonant load – the load admittance goes through a minimum at the frequency
of operation, maximising the voltage gain for a given transconductance.

(ii) Complex conjugate match at the input, ensuring that the available power from the
source is delivered to the amplifier.

(iii) Complex conjugate match at the output, ensuring that the available power from the
amplifier is delivered to the load.

For LNAs and power amplifiers, other matching strategies may apply for the input and
output ports, respectively. These will be treated in the sections on LNA design (p. 365)
and power amplifier design (p. 376). For now, we assume that achieving the maximum
gain is our objective.

Resonant loads
Let us first investigate the resonant load, using the simple example of Figure 5.40. The
schematic also indicates the generator and the equivalent input admittance of the fol-
lowing stage – it is essential to include at least the next-stage input admittance in the
calculations, and due to feedback, the generator admittance will also have an effect,
albeit more weakly.

The admittances Y2,Q1 and Y1,Q2 can typically be represented by a conductance in
parallel with a capacitive reactance (exception – if the following stage is a common-gate
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Generator Load

LLRLCL

Q1
Y2,Q1

Y1,Q2

Fig. 5.40 Tuned amplifier stage with resonant load.

or common-base stage, the reactance may be inductive). These elements are absorbed
into the load. The resulting reactances of the tank circuit are then

GT = R−1
L + Re(Y2,Q1 + Y1,Q2)

CT = CL + 1

ω
Im(Y2,Q1 + Y1,Q2)

LT = LL.

The transfer function of the voltage gain is

AV(ω) = −g
m

GT

1

1 + j
(
ω CT

GT
− 1

ωLTGT

) , (5.162)

which has its maximum at

ω0 = 1√
LT CT

,

and its −3 dB corner points at

ω 1
2

=
√

G2
T

4C2
T

+ 1

LT CT
± GT

2CT
.

The bandwidth between the −3 dB points is therefore

�ω = ω1 − ω2 = GT

CT
. (5.163)

This equation can be used to choose the proper GT for the required bandwidth of the
amplifier.
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Using Equations (5.162) and (5.163), we find the product of the voltage gain at ω =
ω0 and the −3 dB bandwidth:

− AV(ω0) · �ω = gm

CT
, (5.164)

which is interestingly independent of frequency. This is due to simplifying assumptions,
of course. In the ansatz for Equation (5.162) we used Equation (5.107) with the assump-
tion that g

m
� Y 12, hence that feedback is negligible, which is no longer true at very

high frequencies.
A tuned tank circuit always bears the risk of amplifier instability. For the common-

source amplifier in the example, we use Equation (5.109) to calculate the input
admittance of the circuit, using the expression in Equation (5.162) for AV(ω):

Y1 = Y 10 + Y 12

⎧⎨⎩1 + g
m

GT

1

1 + j
[
ω CT

GT
− 1

LTGT

]
⎫⎬⎭

= Y 10 + Y 12 + Y 12

g
m

GT

1 − j
[
ω CT

GT
− 1

ωLTGT

]
1 +

[
ω CT

GT
− 1

ωLTGT

]2
.

If, as is usually the case, Y 12 ≈ jωCGD, the third term in the sum has a negative real
part for ω < ω0. The risk of parasitic oscillations increases with increasing peak gain.
Neutralisation measures as discussed already (p. 325) may become necessary in such
cases.

Input and output matching networks
A common requirement in microwave amplifiers is that input and output admittances
need to have a predefined value. There are two major reasons for this:

(i) If the input and output admittances are the complex conjugates of the source and
load admittances, the source’s available power is transferred to the amplifier, and
the amplifier’s available power is transferred to the load, resulting in the maximum
power gain – this value is called the maximum available gain and will be discussed
shortly.

(ii) To avoid standing waves on interconnecting transmission lines, the lines need to
be terminated by their characteristic impedances at least at one end.

The characteristic impedance of a lossless transmission line is real; hence, input and out-
put admittances are normally tuned to a purely real value where the circuit will interface
with a transmission line. For internal nodes, however, this is not necessary – in fact,
as we will see in our discussion of broadband amplifier techniques, at internal nodes
impedance matching is often abandoned altogether, in favour of increased bandwidth,
but with penalties in power gain.

Because the Smith chart (see p. 295) is the most important tool in solving matching
problems, we will conduct the matching discussions using scattering parameters.
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Most importantly, we need to translate source and load admittances as well as two-
port input and output admittances into reflection coefficients. This is easily done:

� = Y0 − Y

Y0 + Y
= Z − Z0

Z + Z0
, (5.165)

where Y0 = 1/Z0 is the normalising admittance, which is frequently 20 mS (corre-
spondingly Z0 = 50�), but can be chosen arbitrarily.

We have seen that in two-ports which are not unilateral (y12 �= 0, correspond-
ingly S12 �= 0), the input admittance depends on the load admittance, and the output
admittance depends on the source admittance. In general terms and with the two-port
expressed as a scattering matrix, the input (�1) and output (�2) reflection coefficients
are (p. 300)

�1 = S11 + S12S21�L

1 − S22�L
(5.166)

�2 = S22 + S12s21�G

1 − S11�G
, (5.167)

where �G and �L are the generator and load reflection coefficients, respectively.
For simultaneous power match at input and output ports, we need these coupled

equations to be satisfied:

�∗
G = S11 + S12S21�L

1 − S22�L

�∗
L = S22 + S12S21�G

1 − S11�G
,

where �∗ is the complex conjugate of �. Solving these equations for the necessary
generator and load reflection coefficients �G,m and �L,m, we find

�G,m = C∗
1

|C1|

⎛⎝ B1

2|C1| −
√

B2
1

|C1|2 − 1

⎞⎠ , (5.168)

with

B1 = 1 − |S22|2 + |S11|2 − |�(S)|2
C1 = S11 − �(S) S∗

22,

where �(S) is the determinant of the scattering matrix. For the load reflection
coefficients, we find likewise:

�L,m = C∗
2

|C2|

⎛⎝ B2

2|C2| −
√

B2
2

|C2|2 − 1

⎞⎠ , (5.169)

with

B2 = 1 − |S11|2 + |S22|2 − |�(S)|2
C2 = S22 − �(S) S∗

11.

Simultaneous input and output power match is not always possible, but requires a two-
port to be unconditionally stable (see p. 303).
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 5.41 Generic L network topologies.

Generally speaking, impedance transformation can be achieved using

• reactances L, C,
• transformers,
• transmission line impedance transformation.

At micro- and millimetre-wave frequencies, ‘true’ transformers based on coils are
rarely used, because when realised on-chip using planar inductors, they tend to be very
lossy, and additionally have high parasitic capacitances. So only impedance transforma-
tions using reactive networks and transmission line impedance transformation will be
discussed here.

The most fundamental impedance transforming network is the L network, which can
have any of the shapes shown in Figure 5.41.

There is always more than one topology which achieves the desired impedance trans-
formation. This is an important observation, because other considerations need to be
taken into account also. For example, the input port may have to be DC-blocked, in
which case a topology with a series C may be suitable(cases c, d, g, or h in Figure 5.41),
or DC bias may have to be supplied through the port, in which case a series L and no
shunt L are needed (cases a or e). Likewise, it may be advantageous to ground the input
port at low frequencies, favouring a topology with a shunt L (cases b, c, or f).

Figure 5.42 shows an example of an impedance matching problem, solved using sev-
eral topologies. In all cases, the impedance in the lower left quadrant is the starting point
and the centre of the Smith chart is the target.

• Path 1 uses an L in series with the start impedance and then a shunt L.
• Path 2 also starts with a series L, but a larger one, and then uses a shunt C.
• Path 3 starts with a shunt L, and then continues with a series L.
• Path 4 starts equally with a shunt L, but a smaller one, and then uses a series C to

reach the required impedance.

The several options are best visualised using the Smith chart.
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Table 5.1 Matching a complex load (100� parallel to 2.5 pF) to 50�
using different L network topologies, f = 1 GHz

Path Components Bandwidth

1 LS,1=3.1 nH, LP,2=8.8 nH 508 MHz
2 LS,1=11 nH, CP,2=2.75 pF 547 MHz
3 LP,1=26 nH, LS,2=7.9 nH 561 MHz
4 LP,1=6.1 nH, CS,2=3.15 nH 324 MHz

j1.0

j0.5

j0.2

–j0.2

–j0.5

–j1.0
–j1.5

–j2.0

–j5.0

0 0.2 0.5 1.0 2.0 5.0

j5.0

j2.0

j1.5

2

1

3

4

Fig. 5.42 Example for multiple impedance transformation paths using L networks.

Other aspects of matching networks need to be considered as well. This shall be
done in an example, where a parallel RC load (R = 100�, C = 2.5 pF) is matched
to Z0 = 50� using the different topologies in Figure 5.42. The results are shown in
Table 5.1.

First of all, we note that the matching bandwidth, defined as the difference between
the frequencies where the reflection coefficient becomes |�| > 0.32 (return loss less
than 10 dB), is vastly different – path 4 has less than 60% of the bandwidth of the others.
Also, component values may become impractically larger for on-chip implementation –
for example, LP,1 for path 3.
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L

C1 C2

ZL
C1 C2

ZL

La Lb

Zintermediate

(a) (b)

Fig. 5.43 Example of (a) a π -type matching network and (b) its decomposition into two cascaded L
networks.

These calculations have been performed using ideal components. In practice, large-
value spiral inductors also come with considerable series resistances, which is another
aspect to consider.

π networks are an extension of L networks – they are best thought of as being sepa-
rated into two L networks, as shown in Figure 5.43. The first L network transforms to
an intermediate impedance Zintermediate, which is then transformed by the second L net-
work to the desired value. π networks offer an additional degree of freedom, so we can
additionally design for different matching bandwidths. They are additionally attractive,
because they allow the absorption of interconnect parasitics into the matching network –
e.g. bond pad parasitics on chip and in the package (or on the PCB board) can form part
of C1 and C2, while the bond wire inductance can be absorbed into L .

Other combinations of L-type networks exist and can be useful for specific matching
problems, but this is beyond the scope of this book.

Figure 5.44 shows three examples of compact tuned amplifiers in an 80 GHz fT

Si/SiGe HBT technology [6]. The amplifiers share the same basic topology – three
cascaded cascode stages with resonant loads and LC interstage matching using spiral
inductors. Additionally, inductive emitter degeneration (Equation (5.141)) is used to
assist the match by increasing the real part of the input impedance. The use of concen-
trated reactances, even at millimetre-wave frequencies, leads to an extremely compact
layout.

Transmission line segments can also be used to transform impedances. Assuming
lossless transmission lines, the input impedance looking into a transmission line of
length l and characteristic impedance Z0, terminated by an impedance ZL, is

Z1 = Z0
ZL + j Z0 tan

(
2π l

λ′
)

Z0 + j ZL tan
(
2π l

λ′
) , (5.170)

where λ′ is the wavelength on the transmission line,

λ′ = c0

f
√
εr,eff

.

A very popular example is the quarter-wavelength transformer. In case l = λ′/4, the
input impedance becomes
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Fig. 5.44 Tuned millimetre-wave amplifiers in a Si/SiGe HBT technology, using LC loads and matching
networks. (After [6])

Z1 = Z2
0

ZL
. (5.171)

In other words, to match two impedances ZA, ZB, they need to be connected with
a transmission line which is λ′/4 long and has a characteristic impedance of Z0 =√

ZA ZB. Quarter-wave transmission line sections are also called impedance inverters –
the reason is obvious from Equation (5.171).

Transmission lines open up additional possibilities in matching. This is shown in
Figure 5.45, again using the same start impedance as above:

• In path 1, a transmission line section of impedance Z0 = 50� is used first to make
the impedance real. The intermediate impedance is 14.5�; hence the quarter-wave
section must have an impedance of

√
50 · 14.5 = 26.9�.

• Path 2 first uses a series inductance to make the impedance real, the intermediate
impedance is 28.7�. The quarter-wave section then needs to have a characteristic
impedance of 37.8�.

• Path 3, finally, uses a shunt inductance to make the impedance real (Z intermediate =
100�) and a quarter-wave section with Z0 = 70.7�.

Option 2 has the widest matching bandwidth, but the transmission line in option 3 is
likely the easiest to realise.

With increasing frequency, tuned amplifiers using transmission line segments become
increasingly interesting, because spiral inductors are especially difficult to realise and
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Fig. 5.45 Matching examples using quarter-wave transmission line transformers.

model, and the main objection against the use of transmission lines – their physical
size in layout – becomes irrelevant as the wavelength shrinks. Figure 5.46 shows an
example. The IC represents a three-stage fully differential amplifier for 77 GHz auto-
motive RADAR systems, realised in a 190 GHz fT Si/SiGe BiCMOS technology [5].
The amplifier provides 16 dB gain while consuming 90 mW from a 3 V supply. Thin-
film microstrip3 lines (TFMSLs) are used here for impedance matching purposes. Due
to the high frequency, the resulting IC is still very compact (740 × 540 μm2 chip size).

5.4.8 Broadband amplifier techniques

Tuned loads and reactive impedance matching networks are not suitable for amplifiers
with large fractional bandwidths, such as those used in high-speed fibre-optic systems,
micro/millimetre-wave instruments, many military systems with high frequency abil-
ity, or impulse-radio ultra-wideband systems. All of these applications need amplifiers
where the gain must be flat over a wide frequency range (often the ratio of upper to

3 In TFMSLs, the ground plane is realised on top of the substrate. This shields the signal line from the lossy
Si substrate, but leads to very narrow signal lines.
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Fig. 5.46 Fully differential Si/SiGe HBT amplifier for 77 GHz, using tuned transmission lines. (After [5])

lower cutoff frequency exceeds the factor of two – multi-octave bandwidths), and almost
always the input and output return loss also needs to stay below a specified value over
the full frequency range.

In the following section, we will discuss some common techniques which prove use-
ful in the realisation of amplifiers with very large bandwidths using concentrated circuit
components. Discussion of distributed amplification, which is also a very important
concept for wideband amplifiers, will start on p. 354.

Shunt peaking
We have already emphasised the importance of the characteristic time constant in the
discussion of multi-stage amplifier topologies (p. 330). We will see that broadband
amplifier design always comes down to modifying these internal characteristic time
constants.

Consider the simple cascading of common-source amplifiers, shown in Figure 5.47
together with a strongly simplified equivalent circuit. The load resistance and the input
capacitance of the following stage are combined into an equivalent impedance to ground
Zeq. Using Zeq, the transadmittance of the cascaded stage can be expressed as

YT = i2

v1
= −gm,1gm,2 Zeq = − RLgm,1gm,2

1 + jωRLCGS,2
. (5.172)
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Fig. 5.47 Intermediate node of two cascaded common-source amplifiers, with small-signal equivalent
circuit.
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Fig. 5.48 Cascade connection of two common-source amplifiers with shunt peaking inductor.

Obviously, RLCGS,2 is the characteristic time constant of the intermediate node, which
limits the bandwidth to

ω1 = 1

RLCGS,2
= ωT,2

gm,2 RL
, (5.173)

using ωT = gm/CGS.
We will now partially compensate the capacitive reactance by connecting an inductor

in series with the load resistor (see Figure 5.48). The transadmittance now becomes

YT = −gm,1gm,2 Zeq

= −gm,1gm,2 RL

1 + jωL

RL

1 − ω2LCgs,2 + jωRLCgs,2
. (5.174)

Introducing

τ = L

RL
; m = R2

LCgs,2

L
= 1

ω1τ
,

we rewrite Equation (5.174) [25]:

YT = −gm,1gm,2 RL

1 + j

(
ω

ω1

)
m−1

1 −
(

ω

ω1

)2

m−1 + jω

ω1

. (5.175)

The new −3 dB cutoff frequency is

ω2 = ω1

√√√√(−m2

2
+ m + 1

)
+

√(−m2

2
+ m + 1

)2

+ m2. (5.176)
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Fig. 5.49 Normalised transadmittance of an amplifier cascade with shunt peaking versus frequency, for
different values of parameter m.

Equation (5.176) is maximum for

m = √
2,

or finally

τ = 1√
2ω1

. (5.177)

Figure 5.49 plots the normalised transadmittance YT/
(
gm,1gm,2 RL

)
versus the nor-

malised frequency, and for several values of m. We note that

• we can achieve 1.8-fold increase in bandwidth;
• the increase in bandwidth comes at the expense of gain flatness;
• however, for m = 1 + √

2, the response becomes maximally flat with only a marginal
decrease in bandwidth.

Feedback techniques
We had already seen (Figure 5.29) that a parallel RC combination in series–series feed-
back can be used to completely eliminate the dominant pole in the frequency response of
the transadmittance. Let us consider a somewhat more complicated example now where
the amplifier is loaded by a complex load formed by a resistor and a capacitor in paral-
lel – the typical equivalent circuit of a following amplification stage. The small-signal
equivalent circuit is shown in Figure 5.50. The voltage gain is

AV = −gm RL
1 + jωτS

(1 + jωτL)
[
1 + gm

GS
+ jω

(
τS + gm

GS

ω
ωT

)] , (5.178)

where

τS = RSCS; τL = RLCL; ωT = gm

CGS
.
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RL CLv1

Fig. 5.50 Bandwidth enhancement using series–series feedback.

The enumerator term can now be used to cancel one of the denominator poles:

• If 1 + jωτL dominates, then τS = τL is the proper choice.
• If the second term dominates, then choose τS = ω−1

T . This corresponds to the solution
already discussed in Equation (5.145).

5.4.9 Distributed amplification

The amplifier topologies discussed so far employed concentrated circuit elements and
are as such not very different from topologies employed at lower frequencies. The dis-
tributed nature of components, especially interconnect lines, only comes in at the layout
stage. In the wideband amplifier technique we will discuss now, the transmission line
nature is consciously used to establish distributed amplification.

A common problem in achieving high gain at microwave frequencies is that the nec-
essary large transconductance of the amplifying device requires a large device size
(source width or emitter area), which in turn invariably increases the input capaci-
tance. In FETs, in a first-order approximation, the ratio of transconductance to input
capacitance is the transit frequency: gm/CGS = ωT. In a common-source amplifier, the
dominant time constant at the input is therefore

τ1 = ZGCGS = ZG
gm

ωT
≈ −ZG YL

AV

ωT
,

where ZG is the generator admittance YL the load admittance and AV the quasi-static
voltage gain in common-source configuration. The input time constant is therefore
directly linked to the voltage gain of the cell, for a given load admittance.

In narrowband amplifiers, we may be able to compensate for the input capaci-
tance using a matching network, as we have seen. Very wideband amplifiers, however,
preclude the use of tuned networks.

To find a way around the input capacitance limitation, we follow two fundamental
steps:

(i) Instead of using one large device, we will use several smaller ones to deliver the
needed overall transconductance.

(ii) The input (and output) capacitances will then be absorbed into an artificial
transmission line.

The second step is the most crucial one. To understand this concept, remember that
any transmission line can be modelled using a ladder-type network of concentrated
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R ′ L ′ R ′

C ′ C ′G ′ G ′

L ′

Fig. 5.51 Lumped-element equivalent circuit of a transmission line.

Generator Load

YG = Y0
YL = Y0C1 C1

L ′ L ′

C ′ C ′

Fig. 5.52 Lossless transmission line loaded with additional shunt capacitances.

elements, such as shown in Figure 5.51. The line is characterised by its distributed
inductance L ′, capacitance C ′, and the distributed series (R′) and shunt (G ′) losses. The
characteristic impedance Z0 and the propagation constant γ of the line are then:

Z0 =
√

R′ + jωL ′
G ′ + jωC ′ (5.179)

γ = √
(R′ + jωL ′)(G ′ + jωC ′). (5.180)

Note that the propagation constant γ= α+ jβ, where α is the attenuation constant and β

is the phase constant. In many cases, the losses can be neglected (R′ � ωL ′, G ′ � ωC ′)
and we obtain the simple relationships:

Z0 ≈
√

L ′
C ′ (5.181)

β = ω
√

L ′ C ′. (5.182)

This opens up a fundamental idea: any capacitance to ground can be made to disappear if
it is absorbed into a transmission line – it will simply lower the characteristic impedance,
and increase the phase constant.

Consider Figure 5.52. The lossless transmission line is loaded by additional shunt
capacitances C1. The transmission line parameters are now

Z0 =
√

L ′

C ′ + C1
l

(5.183)

β = ω

√
L ′

(
C ′ + C1

l

)
. (5.184)

The parameter l is the length of the transmission line segment between each shunt
capacitance.
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YL = Y0

YG = Y0

YL = Y0

YL = Y0

L2′

L1′ L1′

C2′

C1′ C1′

C2′

L2′ Load

Generator

Fig. 5.53 Distributed amplifier concept using FETs in common-source configuration.

Provided that L ′ and C ′ are chosen in such a way that YG = YL = Z−1
0 , the trans-

mission between generator and load is unaltered by the presence of the additional shunt
capacitances!

This observation is not new at all. Its earliest implementation is in the Pupin coils,
periodically inserted series loading coils (increasing L ′ in our example) which compen-
sate for the capacitance to ground of telegraph and telephony lines. They were invented
in 1894 by Serbian physicist Mihajlo Idvorski Pupin, following earlier suggestions by
Oliver Heaviside in 1893.

Of course, the LC combination also acts as a low-pass filter. The frequency

ωBragg = 1

l
√

L ′ (C ′ + C1/ l)
(5.185)

is called the Bragg frequency of the transmission line structure. The length l must be
chosen such that the Bragg frequency is significantly above the intended frequency of
operation.

Distributed amplifier structures using electron tubes were first described by
W. S. Percival in his 1937 patent [30].

General design procedure
We will now apply the concept to an arrangement of FETs in common-source configura-
tion along two transmission lines, connecting the inputs and outputs, as shown in Figure
5.53. Note that the transmission lines at input and output have different inductance and
capacitance per unit area. The loading capacitances are now the imaginary parts of the
input and output admittances of the common-source gain cells. Using Equations (5.109)
and (5.111) and a simplified FET equivalent circuit, we write for the shunt capacitance
loading the input line:

C1 = CGS + CGD

(
1 + gm

2Y0

)
, (5.186)
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provided that the output transmission line is terminated in its characteristic admit-
tance Y0.

The shunt capacitance loading the output transmission line is

C2 = CDS + CGD

(
1 + gm

2Y0

)
, (5.187)

where CDS is the parasitic drain–source capacitance.
The unloaded input and output transmission lines must be chosen such that

• the loaded characteristic impedances correspond to generator and load impedances
and

• the phase delays between corresponding nodes on the (loaded) input and output lines
are equal.

Assuming identical generator and load impedances, ZG = ZL = Z0, we find

Z1 =
√√√√ L ′

1

C ′
1 + C1

l1

!= Z0 (5.188)

Z2 =
√√√√ L ′

2

C ′
2 + C2

l2

!= Z0. (5.189)

The phase synchronism requirement translates into

β1 l1 = β2 l2

l1 ·
√

L ′
1

(
C ′

1 + C1

l1

)
= l2 ·

√
L ′

2

(
C ′

2 + C2

l2

)
. (5.190)

The difference in the unit amplifier cell input and output capacitances may result in
very different design parameters for the input and output transmission lines. Figure
5.54 shows this in a practical example. The distributed amplifier shown was fabricated
in an experimental Si/SiGe HFET technology [1]. The transmission lines are realised
in coplanar waveguide form. The difference in geometry for the input (gate) and output
(drain) lines is clearly visible.

In
Input line

Output line

Out

Fig. 5.54 Chip micrograph of a distributed amplifier with 32 GHz bandwidth, realised in a Si/SiGe HFET
technology (P. Abele, I. Kallfass, M. Zeuner, J. Müller, Th. Hackbarth, D. Chrastina, H.v.Känel,
U. König, and H. Schumacher, Electronics Letters, Vol. 39, pp. 1448–1449, 2003. c© 2003
IEEE).
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Fig. 5.55 Distributed amplifier with bias arrangement.

The terminating impedances for the input and output lines are placed off-chip in
this example – which brings us to a general problem we did not address so far. The
distributed amplifier concept in Figure 5.53 did not include the bias arrangement. If we
apply a gate voltage to the input and a drain voltage to the output line, a constant current
would flow through the terminating impedances attached to the ends of the transmission
lines opposite to the input and output ports – resulting in generally unacceptable power
dissipation there. The terminating impedances therefore need to be galvanically iso-
lated from the transmission lines. A more practical schematic for a distributed amplifier
would therefore look like Figure 5.55. The bias-related elements Cblock and Lchoke set
the lower cutoff frequency. If a very low lower cutoff frequency is desired, then the
on-chip realisation especially of the blocking capacitors may be a significant challenge.
Lchoke is generally placed off-chip.

Gain and loss in distributed amplifiers
Without any losses, the theoretical voltage gain of a distributed amplifier with n stages
should be

AV = n gm
Z0

2
, (5.191)

where gm is the transconductance of the individual cell and Z0 the characteristic
impedance of the output line.

So far, we assumed that the transmission lines were lossless, and that the input and
output admittances of the unit amplifier cells were purely capacitive. The latter assump-
tions particularly are too bold, of course, and we need to assess how the resistive parts
of the input and output admittances impact distributed amplifier performance.

In most calculations so far, the gate (or base) series resistance was neglected. This we
will abandon here. For the case of a FET, the input line is then loaded with an complex
admittance:
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Y1 = jωC1

1 + jωC1 RG
(5.192)

= ω2 RGC2
1

1 + ω2 R2
GC2

1

+ jω
C1

1 + ω2 R2
GC2

1

, (5.193)

where RG is the gate resistance and C1 the input capacitance as before. As long as
ω � (RGC1)

−1, losses due to RG need not be accounted for, but they will increase
strongly for higher frequencies.

For the output line, some attenuation is always present due to the real part of Y 20 in
Equation (5.111), which is gDS in FETs:

Y2 = gDS + jωC2, (5.194)

where C2 is the output capacitance as before. The loss introduced to the drain line is
hence frequency-independent.4

When the number of stages, n, is increased, the power consumption scales linearly.
However, with increasing n, the losses introduced by the amplifier cells become more
important and lead to a situation where the gain scales sub-linearly. This introduces a
practical limitation to the number of stages. For a detailed analysis, refer to Beyer et al.
(1984) [4].

Distributed amplifier variations
Matching input and output capacitances
A common problem in distributed amplifiers is that the amplifier cell input capac-
itance C1 is much larger than the output capacitance C2. In turn, the unloaded
characteristic impedance of the output line will be significantly smaller than that of
the input line. This is significant because the dispersion characteristics of the lines
depend on their geometries – different geometries lead to different dispersions, and
phase synchronism between input and output lines is increasingly lost with rising
frequency.

A simple technique is to increase the output capacitance. This can be done easily
using a transmission line stub between the amplifier cell output and the output transmis-
sion line. As the amplifier output shows a reasonably high impedance, the transmission
line stub acts capacitively when seen from the output line. Figure 5.56 shows this simple
concept, which is used in many practical amplifier examples.

The input capacitance can also be lowered by introducing a series capacitance in
the unit cell input port. This leads to a capacitive voltage division between the series
capacitor and the input impedance of the amplifier, and hence a reduction in gain, but
depending on the application, this may be tolerated for the benefit of an increased
bandwidth. To allow proper biasing, the capacitor must be bridged with a high-value
resistor which has no influence on the RF performance. The measure is shown in
Figure 5.57.

4 The loss due to additional drain (or collector) resistances can be neglected unless they are excessive.
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(a) (b)

Fig. 5.56 Distributed amplifier unit cell with increased output capacitance: (a) concept and
(b) implementation using a transmission line stub.

Fig. 5.57 Input capacitance reduction using a series capacitor.

By changing the series capacitance value along the input transmission line (lower
towards the generator and higher towards the termination), the input voltage across the
amplifying device can be made equal despite the decreasing signal on the transmission
line.

Distributed amplifiers with a cascode cell
Despite the potential of the distributed amplifier concept to eliminate input and output
capacitances by embedding them into an artificial transmission line, there are good rea-
sons to keep input and output capacitances low. One reason is that high input and output
capacitances force the unloaded characteristic impedances of the lines to be very high –
the signal-carrying lines then have to be very narrow and will exhibit high ohmic loss.
Further, a high input capacitance means that the loss due to the gate resistance will start
to matter at much lower frequencies (see Equation (5.192)).

Choosing a cascode as the amplifier unit cell is therefore a logical choice. A simplified
configuration is shown in Figure 5.58.

We had seen that the cascode gain cell is prone to producing a negative real part of
the output admittance (see p. 336). Here, this effect may be used with benefit to com-
pensate for losses on the output line, but amplifier stability has to be carefully checked,
especially at higher frequencies.
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Fig. 5.58 Cascode gain cells in a distributed amplifier structure (bias elements not shown).

CG2 CG2
RG2 RG2

RS1 RS1

ZS, lS ZS, lS

Input

Output

Off-chip
capacitor

Fig. 5.59 Practical distributed amplifier design using (Al,Ga)As/InGaAs pHEMTs (bias circuitry omitted).

Practical distributed amplifier examples
40 GHz bandwidth distributed amplifier using GaAs pHEMTs
Figure 5.59 shows the schematic diagram of a practical distributed amplifier using a
pseudomorphic HEMT process [16]. Several of the measures discussed above have been
taken here. The unit cell has a cascode topology, but additionally the input capacitance
was reduced using a series capacitor in the input line. The series capacitor is bridged
using a high-value resistor; the additional resistor to ground at the gate node improves
gain flatness at low frequencies.

The gate termination does not have a DC blocking capacitor here, because the gate
line is held at 0 V – the source resistor RS1 provides the slightly negative gate–source
voltage. Note the elaborate drain termination. This is rather typical of distributed ampli-
fiers for fibre-optic systems where a lower cutoff frequency in the kHz range is required:
a broadband termination is created using several RC networks with staggered time
constants. The largest capacitor (100 nF in this case) is necessarily placed off-chip.
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Fig. 5.60 Chip photo of the amplifier shown in Figure 5.59.
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Fig. 5.61 Frequency response of gain (|S21|), and input and output reflection coefficients (|S11|, |S22|)
of the distributed amplifier in Figure 5.59.

The design deliberately uses the negative real part of the cascode cell output admit-
tance to compensate for drain–line losses. RG2 and RS1 improve stability together with
the transmission line in the source lead of the cascode, which acts as a small induc-
tor and reduces the cell’s gain with increasing frequency, avoiding instability at higher
frequencies.

Figure 5.60 shows the chip micrograph of the distributed amplifier. It has six gain
stages and is implemented using standard microstrip line technology (the back of
the chip is metallised). Two adjacent stages share via the connections to ground –
this requires careful assessment of interstage cross-talk issues, but is very efficient in
reducing the necessary chip area.

The experimental frequency response (Figure 5.61), shows a very flat gain up to
about 40 GHz, where the gain drops sharply. This is a very typical feature of distributed
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amplification. Another noteworthy feature is the low reflection coefficient for both input
and output over a very wide frequency range, which is due to the distributed nature of
the input and output impedances.

The midband gain is 11 dB, the output power at 1 dB gain compression (for a
definition, see Figure 5.72 on p. 372) is 22.6 dBm measured at 20 GHz.

A distributed amplifier on Si using Si/SiGe HBTs
The distributed amplifier concept is not restricted to FETs. They can also be realised
using bipolar transitors or HBTs. In the example used here, the goal is to realise a
distributed amplifier in a production Si/SiGe HBT process on lossy substrates.

The latter issue, the lossy substrate (20�cm specific resistivity), introduces an addi-
tional complication because neither standard microstrip transmission lines (which use
the substrate as the dielectric) nor coplanar waveguides (which would equally introduce
large substrate losses) can be used. Instead, a thin-film microstrip transmission line
technique (Figure 5.62) was chosen, which creates the microstrip line entirely above
the substrate. Here, the signal line was placed in metal 3, while metal 1 acts as the
ground plane, shielding the signal completely from the lossy substrate. The thin dielec-
tric, however, leads to very narrow signal lines for the characteristic impedances in
question (50–100�) and strongly increases series resistance losses.

Furthermore, the input admittance of a bipolar transistor is not purely capacitive, as
we could safely assume for FETs. Using the hybrid π equivalent circuit of Figure 5.17,
we can estimate the admittance Y 10 for a bipolar transistor:

Y 10,bipolar ≈ IC

βf VT
+ jω

(
CJBE + τB

IC

VT

)
, (5.195)

where βf is the small-signal current gain in common-emitter configuration, τB is the
base transit time, IC is the collector current in this bias point and VT = kT/q is the
thermal voltage. The real part of Y 10 would strongly attenuate the signal travelling on
the input line and has to be eliminated.

Passivation Metal 3

Metal 1

SiO2 inter-metal dielectric

Lossy Si substrate (e.g. 20 Ωcm)

Fig. 5.62 Example of a TFMSL on a silicon substrate.
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The latter problem can be solved using a common-collector (emitter follower) input
stage (Equation (5.126)):

Y1 ≈ Y 12 + Y 10

1 + g
m

YL

.

It is evident that the input admittance is much smaller. Furthermore, we had seen in
Equation (5.128) that given a capacitive component of YL, the real part of the input
admittance becomes negative. This can be used to compensate for ohmic losses on the
input line, but always bears the risk of instability.

If a cascode gain cell is chosen, the negative real part of its output admittance can
equally be used to compensate for ohmic losses on the output line, with the same
stability caveat.

Figure 5.63 shows an example of a differential amplifier where all of these measures
have been taken [33]. It was realised in Si/SiGe HBT technology, with transistors of
fT, fmax = 80 GHz, on a 20�cm substrate.

Three cascaded emitter followers are used in the input to achieve the appropriate low
input capacitance and negative input conductance. The differential cascode gain cell
has open collector outputs which connect directly to the output transmission lines. The
capacitively shunted emitter degeneration resistors in the common-source pair improve
the bandwidth through a positive gain slope of this stage.

Note the extensive use of level shifting diodes (transistors with their base–collector
contacts tied together). This is necessary due to the low collector–emitter breakdown
voltages typical of high- fT Si/SiGe HBTs.

The unusual differential topology solves an additional problem of silicon-based
MMICs: The absence of through-the-substrate via holes makes low-inductance ground-
ing highly critical. The differential topology eases packaging by creating an on-chip

In(+)

Out(–) Out(+)

In(–)

Gnd

VCC

Fig. 5.63 Schematic of a differential distributed amplifier gain cell using Si/SiGe HBTs.
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Differential
output

Differential
input

Fig. 5.64 Chip photo of the differential distributed amplifier.

ground, as already discussed. In wideband amplifiers, it is not suitable for all system
architectures, however, due to the need for ultra-wideband baluns.

Figure 5.64 shows the chip micrograph of the structure. The chip size is 1.7 ×
0.7 mm2. The narrow width of the thin film Microstrip line is very apparent. The
differential gain is 13.6 dB and the −3 dB bandwidth is 32.2 GHz.

5.4.10 Low-noise amplifier

A very frequent requirement is the design of an amplifier with minimum noise figure –
an LNA. This is especially important in weak signal reception environments such as in
satellite receivers.

We have seen earlier that the noise figure of any two-port depends on the source
reflection coefficient presented to it (see p. 310). The parameters needed for noise-
optimum design are

(i) the noise-optimised source reflection coefficient for which the two-port noise figure
is minimal: �S,opt;

(ii) the minimum noise figure Fmin which provides the two-port noise figure under the
condition that the source reflection coefficient is the noise-optimised one: �S =
�S,opt;

(iii) the normalised equivalent noise resistance rn, which describes the sensitivity of the
noise figure F on deviations from the noise-optimised source reflection coefficient
�S,opt.

Using these parameters, the noise figure is given by

F = Fmin + 4rn
∣∣�S − �S,opt

∣∣2(
1 − |�S|2) ∣∣1 + �S,opt

∣∣2
. (5.196)

In practical two-ports using active devices, the noise parameters are also bias-dependent.
Of particular interest is the dependence of Fmin on the drain or collector current.
Qualitatively, it is shown in Figure 5.65.

An additional aspect needs to be considered – while in principle any reflection coef-
ficient |�| ≤ 1 can be transformed into any other using reactive matching networks,
practical limitations need to be considered. If the end points of the transformation are
located too far apart, the resulting matching network will either be very narrow band
(if the reacting matching elements are sufficiently low loss) or introduce significant
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Fopt

Drain or collector current I

F m
in

Fig. 5.65 Qualitative dependence of the minimum noise figure on the source or collector current.

Impedance
transformation

Scaling
Γ′S,opt

ΓS,opt

ΓS

Fig. 5.66 Noise matching example using device scaling and impedance transformation.

additional losses, which deteriorate the noise figure according to Friis’ formula. For
LNA design, this means that �S,opt should be suitably located. �S,opt can be changed by
changing the device width (‘scaling’) – a larger device width results in larger values of
YS,opt.

For a better understanding, refer to Figure 5.66. We assume that the original source
reflection coefficient �S, e.g. the feed point impedance of an antenna at resonance, is
real, and the corresponding impedance is equal to the normalising impedance of the
Smith chart, hence �S = 0. The original noise-optimised reflection coefficient �S,opt

is located too far towards the outside of the Smith chart. By choosing a larger device,
�S,opt is achieved in a location which is much closer to �S. In fact, this location is ideal
because the transformation from �S to �′

S,opt can be achieved conveniently using only
a series inductance.
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The fundamental design steps of the LNA’s input stage are hence the following:

(i) Pick a suitable device size which puts �S,opt into a convenient location with respect
to the original source reflection coefficient �S.

(ii) Adjust the bias point such that the optimum Fmin is achieved.
(iii) Design the input matching network.

Because the bias point affects �S,opt, a few iterations may be necessary.
In principle, matching for optimum noise performance (�S = �S,opt) and matching

for optimum power transfer at the input (�S = � 
in) are unrelated. A frequent require-

ment, however, is the combination of optimum noise performance and a minimum return
loss, hence � 

in ≈ �S,opt. This cannot be achieved using impedance transformation net-
works between the source and the LNA input, because that would modify �S,opt for the
resulting two-port and �in in the same way. Instead, �in can be modified in two ways
which leave �S,opt invariant:

(i) through lossless feedback;
(ii) by mismatching the output for non-unilateral two-ports, utilising the fact that the

input reflection coefficient depends also on the load reflection coefficient:

�in = S11
S21S12�L

1 − S22�L
.

Figure 5.67 summarises the individual reactive networks surrounding the LNA core,
which can be used in the design to fulfil noise and return loss specifications.

The feedback elements ZA (series or current–voltage feedback) and ZB (parallel or
voltage–current feedback) are used to set �in while leaving �S,opt invariant, as dis-
cussed. M1 provides noise match or, after suitable modification of �in using feedback
techniques, simultaneous noise and power match (minimum noise figure and minimum
input return loss). M2 can be chosen either to present the needed �L to the LNA core
for adjustment of �in (see above), or to achieve power match at the output (minimum
output return loss).

Very commonly, ZA is an inductor. As already shown in Equation (5.141) this pro-
vides an increased real part of the input impedance. Consider the case depicted in
Figure 5.68.

Z S

Z B

Z A

Z L
M1 M2

LNA
Core

Fig. 5.67 Matching and feedback networks in LNA design.
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Γs

Fig. 5.68 Simultaneous noise and power match example using inductive series feedback and an input
matching network M1.

Without any feedback or matching network, the input reflection coefficient is �in,
corresponding to an input impedance of Rin −j X in. The location indicated in the exam-
ple would be typical for a FET. The goal is now to transform �in to a new location
�′

in ≈ � 
S,opt. We connect an inductor L in series to the LNA core. Applying Equation

(5.141), we find for the input impedance of the LNA core with feedback:

Z ′
in = Rin + ωTL + j (ω0L − X in) . (5.197)

On the Smith chart, the transformation path corresponding to the effect of L can be
interpreted as first increasing the imaginary part, starting from �in and then increasing
the real part, as shown in the lower part of Figure 5.68.5

In a second step, matching network M1 (which in the example is simply a series
inductor) transforms both �′

in and �S,opt towards �S, achieving the required simultane-
ous optimisation of noise and input return loss.

For the LNA core, cascode stages (see p. 333) are very frequently being used at
microwave frequencies. This is because the aforementioned scaling, placing �S,opt in an
‘easily matchable’ location results frequently in relatively large transistors, where the
Miller effect (discussed on p. 318) can be significant – adoption of a cascode topology
is a proven way to reduce the increased input capacitance associated with the Miller
effect.

5 As an aside, you may notice that with increasing L , Fmin decreases – the associated gain Gass, however,
also decreases. The entity invariant to reactive feedback is the noise measure M = Fmin/

(
1 − G−1

ass

)
.
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Fig. 5.69 First stage of a three-stage LNA for 24 GHz using Si/SiGe HBTs.

Fig. 5.70 Layout of the three-stage 24 GHz LNA.

As a practical example, we will discuss a three-stage LNA for 24 GHz using Si/SiGe
HBTs [35]. The schematic of the first stage is shown in Figure 5.69.

Transistors Q2 and Q3 form the cascode LNA core; Q1 forms a current mirror with
Q2 to set the latter’s collector current. Q3’s base voltage is then set using the voltage
divider R4/R5. All capacitors are large-value bypass capacitances.

Inductor L1 is used to allow simultaneous noise and power match along with the
proper sizing of Q2. There is no on-chip inductance in series with the In port, because
the bond wire is used instead, efficiently including this parasitic into the design. L2
forms, together with the capacitance between the collector Q3 and ground and the input
capacitance of the following stage, a parallel resonance which provides the LNA with a
bandpass characteristic.

The other two stages are identical in topology, but due to the different source
impedances of the preceding stages, the inductive source degeneration of the common-
emitter transistor (Q2) is adjusted.

Figure 5.70 shows the layout of the three-stage amplifier. Note that the source degen-
eration inductors are constructed as two-layer stacked inductors, while the tank circuit
inductors (L2) are conventional spiral inductors.
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Fig. 5.71 Gain and noise performance of the 24 GHz LNA using Si/SiGe HBT technology.

The circuit was realised in a Si/SiGe HBT technology with fT, fmax = 80 GHz
and characterised on wafer. Results of a small-signal characterisation are shown in
Figure 5.71. The circuit shows the targeted bandpass performance with the gain peak
at 24 GHz (the intended application is in the 24 GHz ISM band). The minimum noise
figure at 24 GHz is 5.6 dB, while the 50� noise figure is slightly below 6 dB. This devi-
ation is not surprising, as the circuit was designed to provide optimum noise figure with
the bond wire parasitic included. The gain with a 50� source impedance is G50 =
21.4 dB, while the associated gain under noise match conditions is Gass = 22 dB – in
this circuit, the noise-optimised source impedance is actually slightly closer to 50�

than the input impedance.

5.4.11 Amplifier linearity

So far, we treated amplifiers as perfectly linear systems – the output signal can always
be described as a linear combination of the input signals. In reality, however, any cir-
cuit including active devices will show a non-linear behaviour and the assumption of
linearity holds only for small deviations around a given operating point.

In practice, the non-linear behaviour of amplifiers will generate nonlinear distortions,
which create non-linear deviations in time-domain signal shape, and additional spectral
components in the frequency domain which have to be reckoned with.

Single-tone excitation
A common way to treat general non-linear functions is the Taylor series expansion. A
non-linear function f (x) is expanded around x = x0 as

f (x) =
∞∑
ν=0

f (ν)(x0)

ν! (x − x0)
ν, (5.198)

where f (ν)(x0) is the νth derivative of f with respect to x in x = x0.
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Now assume that we apply a single sinusoidal signal to our non-linear system:
a(ωt) = A0 + A sin(ωt).

The output signal f (ωt) can now be described by the following Taylor series
expansion (x0 = 0):

f (ωt) = k0 A0 (5.199)

+ k1 sin(ωt)

+ k2 sin2(ωt)

+ k3 sin3(ωt)

+ . . . .

The first two lines in Equation (5.199) provide the linear response, while the following
terms are non-linear distortions. Consider that

sin2(ωt) = 1

2
[1 − cos 2ωt]

sin3(ωt) = 1

4
[3 sin(ωt) − sin(3ωt)] ,

and we find that Equation (5.199) turns into

f (ωt) = k0 A0 + k2

2
(5.200)

+
(

k1 + 3k3

4

)
sin(ωt)

− k2

2
cos(2ωt)

− k3

4
sin(3ωt)

+ . . . .

We easily see that the non-linear distortion results in new spectral components (har-
monics) being generated, which are related to the fundamental components as integer
multiples.

A simple procedure to assess an amplifier’s linearity is the single-tone excitation test.
A test generator with high spectral purity and adjustable power is connected to the
input of the amplifier, and a spectrum analyser to the output. Increasing the input power
(Pin), the power of individual spectral components at the output is recorded. Plotting the
output power levels as a function of the input power on a double-logarithmic scale, we
obtain a graph similar to the one shown in Figure 5.72.

For low power levels, the output power of the fundamental spectral line will increase
linearly with the input power. Gradually, it will, however, rise more slowly – gain sat-
uration sets in. When the power ratio between the extrapolated linear increase and the
actual curve is 1 dB, the 1 dB compression point (P−1dB) has been reached. It is a mea-
sure of the maximum power the amplifier can deliver in linear operation. Depending
on the application, it is referred to the input (e.g. LNAs) or the output (e.g. power
amplifiers).
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Fig. 5.72 Single-tone excitation test of an amplifier, showing definitions for the 1 dB compression,
second-order intercept and third-order intercept points.

The spectral power at the second harmonic increases twice as fast as the fundamental
power, before it also shows saturation. Extrapolating the curve at low input powers, we
find the single-tone second-order intercept point at the point where the extrapolation
intersects the extrapolated fundamental power.

The spectral power at the third harmonic increases three times as fast as the fun-
damental power. Its extrapolation intersects the extrapolated fundamental power at the
single-tone third-order intercept point.

The intercept points can also be referred to the input or the output, depending on the
application.

In many applications where the operational bandwidth is only a small fraction of the
carrier frequency, the generation of harmonics is not necessarily a problem, because they
can easily be removed by filtering. For example, frequency modulated (FM) transmitters
are operated under strongly non-linear conditions (class C, see p. 377), and the resulting
harmonics in the output signal are simply removed by low-pass filtering.

Two-tone excitation
An FM signal is a particularly simple example of modulation, because the resulting
signal has only a single spectral component (which varies in frequency, but that is irrel-
evant here). Most modulated signals, however, consist of many spectral components
which are present at the amplifier input simultaneously.

To understand what amplifier non-linearity will do to these signals, let us construct a
simple experiment, where the input signal is formed by two spectral components (at ω1

and ω2) of equal amplitude, applied to the input of the amplifier. The output is connected
to a spectrum analyser again. The corresponding block diagram is shown in Figure 5.73.

Again, the test generators need to have very high spectral purity.
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Fig. 5.73 Schematic representation of a two-tone excitation test of an amplifier (DUT = device under test).

Mathematically, the description of the distorted output signal becomes much more
complex. We obtain:

• Fundamental components at ω1 and ω2.
• Harmonics of the input signals (at 2ω1,2, 3ω1,2, . . .).
• Components due to the product of the two input signals – consider that

sin(ω1t) sin(ω2t) = 1

2
{cos [(ω1 − ω2)t] − cos [(ω1 + ω2)t]} . (5.201)

The multiplication term therefore produces spectral components at the sum and
difference of the two input spectral lines. These components are called two-tone
second-order intermodulation products.

• Components due to the product of a fundamental component and a second-order
harmonic

sin2(ω1t) sin(ω2t) = 1

2
[sin(ω2t) − sin(2ω1t + ω2t) + sin(2ω1t − ω2t)] (5.202)

sin2(ω2t) sin(ω1t) = 1

2
[sin(ω1t) − sin(2ω2t + ω1t) + sin(2ω2t − ω1t)] . (5.203)

These terms hence generate spectral components at 2ω1,2 ± ω2,1, which are called
two-tone third-order intermodulation products.

• Higher-order components which are neglected here.

Figure 5.74 schematically shows the spectral components generated by non-linear dis-
tortion of a two-tone signal, up to the third order. Note that second- and third-order
harmonics as well as the second-order intermodulation products are significantly far
away from the original signal and can most often be removed by filtering. Of particular
concern are two third-order intermodulation products at 2ω1−ω2 and 2ω2−ω1, because
they are close to the original spectral components and cannot be removed by filtering.

Just as in case of the single-tone excitation, we can plot the output powers at the fun-
damental tones and the close-in third-order intermodulation components as a function
of the input power. Figure 5.75 shows an example of such a measurement. The two-
tone third-order intercept point is found by extrapolating the low-power portions of the
curves, where the relationship between input and output powers has a linear shape on a
double-log plot. It can be referred to the input or the output.

Often the system requirement will be formulated in terms of the intermodulation
distance (IMD) or the dynamic range, not in terms of the intercept points.
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Fig. 5.74 Schematic representation of spectral components generated from a two-tone excitation through
second- and third-order non-linearities.
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Fig. 5.75 Determination of the two-tone third-order intercept point.

The IMD, measured in a two-tone excitation test, is simply the power ratio between
the power level of the two carriers at the amplifier output and the highest inter-
modulation spectral lines. The most prominent ones will typically be third-order
intermodulation products. Then, the IMD can be calculated from the third-order inter-
cept point. Consider again Figure 5.75 and remember that on the double-log scale, the
Pout = f (Pin) transfer curve for the fundamental component has a slope of 1, while it
is 3 for the third-order intermodulation products. The distance between the curves for
the fundamental and the intermodulation products is the IMD on the log–log scale. The
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Fig. 5.76 Determination of the SFDR and the BDR in a two-tone excitation measurement.

powers are expressed most often in dBm6 on a logarithmic scale. Therefore,

IMD

dB
= 2

(
IIP3

dBm
− Pin

dBm

)
, (5.204)

where IIP3 is the third-order intercept point referred to the input.
On a linear scale (powers in W), the IMD can be expressed as

IMD =
(

IIP3

Pin

)2

. (5.205)

Specification of an amplifier in terms of dynamic range combines linearity and noise.
There are two definitions, which are compared in Figure 5.76.

The spurious-free dynamic range (SFDR) is the IMD at the point where the power
of the third-order intermodulation products is equal to the noise floor. The blocking
dynamic range (BDR) is the distance between the 1 dB compression point P−1dB and
the noise floor.

Adjacent channel power ratio
Modern communication systems have frequently very complex modulation schemes,
with many spectral components present. They are, therefore, very sensitive to inter-
modulation effects in non-linear amplifiers. A two-tone measurement can only give an
indication of linearity, but is no solid proof of the amplifier’s suitability.

A very realistic test is the ACPR (adjacent channel power ratio) test, which is always
specific to a certain modulation technique. Figure 5.77 shows an example for a UMTS
signal. In a first step, the integral powers within the channel bandwidth need to be cal-
culated from the spectral analysis. Then, the ACPR is calculated as the ratio of the
power in the band of operation to either the lower or higher adjacent channel. It is a

6 dBm means decibels relative to 1 mW, i.e. 0 dBm = 1 mW, 20 dBm = 100 mW, etc.
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Fig. 5.77 Example of an Adjacent Channel Power ratio (ACPR) measurement: Power spectral density
(PSD) versus frequency, with channel limits indicated.

direct measure of the interference generated by transmitter non-linearities in adjacent
channels.

5.4.12 Power amplifiers

Power amplifiers have the task of amplifying signals before they are delivered to loads,
such as antennas or cables. Critical criteria are

• maximum output power, for example measured in terms of output power at the 1 dB
compression point P−1 dB (see Figure 5.72);

• gain (either small-signal gain or large-signal gain at a given output power);
• gain and potentially phase deviation across the operational bandwidth;
• linearity, defined by parameters such as the output-referred two-tone third-order

intercept point, the IMD at a given output power, or the ACPR at a given output
power;

• efficiency – at microwave frequencies, it is customary to use the power added effi-
ciency (PAE), the ratio of the power difference between output and input to the DC
power:

P AE = Pout − Pin

PDC
= η

(
1 − 1

G

)
, (5.206)

where η is the collector or drain efficiency (η = Pout/PDC) and G the amplifier gain.

Classes of operation
Since the days of vacuum tubes, amplifier operation has been described by classes,
which describe where the amplifying devices are biased in a quiescent state.
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Fig. 5.78 HEMT drain current ID and transconductance gm as a function of the gate-source voltage VGS
with bias points for power amplifier classes A, B and C indicated.

For an understanding of the ‘classical’ classes A, B and C, refer to Figure 5.78.
The example shows the drain current and transconductance of a HEMT. For the
classification, we observe the drain current curve.

In a class A amplifier, the gate-source voltage VGS is set in the region where the
output current ID is a linear function of the input voltage VGS – the transconductance is
approximately constant. For both positive and negative half-waves of the input signal,
current will flow – the conduction angle is 360◦. In this bias point, the amplifier will
exhibit a very high linearity, but low efficiency. The theoretical maximum is 50%, but
at microwave frequencies, values of 30% would already be very satisfactory.

For class B, the device is biased at pinch-off. Only the positive half-wave of the input
signal will then generate an output current flow – the conduction angle is 180◦. The
efficiency will increase theoretically to 78.5% (π/4), and at microwave frequencies it
can still reach 60% or higher, but the deviation from a sine wave in the output current
creates non-linear distortions.

A class C amplifier has a quiescent bias point where VGS is significantly below the
threshold voltage Vth. Output current will flow only if the momentary VGS(t) > Vth,
therefore the conduction angle is <180◦. The efficiency can still be higher; however,
due to the lower conduction angle, the non-linear distortions are also increased.

Switched amplifiers
There is another interpretation of class C operation, which is helpful in understanding
the way that amplifiers in class D, E and F operate. For this, look at Figure 5.79. It
shows the output I–V characteristics of a HEMT (but this could be any FET). Provided
that the driving voltage is large enough, the transistor simply changes between two
saturated states with very different differential resistances. In the quiescent point, the
transistor is in cut-off and the differential resistance between drain and source is very
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Fig. 5.80 (a) Simple class C amplifier topology and (b) its equivalent circuit.

high. For a sufficiently high input voltage, the transistor reaches another saturated state
with small rDS.

We can, therefore, model the transistor in saturated class C operation simply by a
switch in series with its residual differential resistance rDS. Figure 5.80(a) shows a sim-
ple class C amplifier stage. The load is embedded in an LC resonant circuit which acts
as a bandpass filter to suppress the harmonic frequency components other than the fun-
damental. The RF choke (Lchoke) provides a constant current, at least on the time scale
of interest. This circuit can also be realised with an LC parallel resonant circuit, by
the way.

Replacing the choke with a constant current source, and the FET with a periodically
actuated switch and its series resistance rDS, we arrive at the equivalent circuit in Figure
5.80(b). The class C amplifier operates in this configuration by periodically shunting
current away from the load.
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Fig. 5.81 Class C amplifier: (a) power factor α and (b) drain efficiency β as a function of frequency.

A detailed analysis of class C operation is found in [17]. First, note that due to the RF
choke, the average voltage across the load is the supply voltage VDD. The peak voltage
is (1 + α)VDD and the minimum voltage (1 − α)VDD, where

α(θ) = 4 sin
(
θ
2

)
θ + sin(θ) + 2πrDS

RL

. (5.207)

Here, θ is the conduction angle. Note that for rDS → 0, αmax = α(θ = π) = 1.27 –
the maximum voltage across the transistor can, therefore, exceed the supply voltage by
a factor of 2.27.

The output power in saturated class C operation is

Pout = (αVDD)
2

2RL
. (5.208)

The drain efficiency is

η(θ) = π
rDS

RL

α2

θ − 2α sin
(
θ
2

) . (5.209)

Both the power factor α and the drain efficiency η are shown in Figure 5.81 as a function
of the conduction angle θ . Note that the output power always peaks at θ = π , but that
the efficiency has its maximum at much lower conduction angle. The normalised on-
resistance of the FET, rDS/RL, has a significant influence on both the output power and
the drain efficiency.

Class D amplifier
Above, we interpreted the class C amplifier as a resonant circuit driven by current
pulses, where for maximum efficiency the current flow angle was θ < π . We can,
of course, not only turn the current on and off, but actually reverse it, as shown
schematically in Figure 5.82.
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Fig. 5.83 Example implementations of class D amplifiers. After [17].

Instead of a single-pole, single-throw switch, the equivalent circuit shows a double-
pole, double-throw switch which periodically reverses the current through the load. The
parallel resonant circuit again eliminates all harmonic frequency components except the
fundamental one.

In practice, the switches are realised with transistors, of course. Figure 5.83 shows
two examples. In Figure 5.83(a), the current reversal is achieved using a transformer
where the current is fed into the centre tap, and the ends of the primary coil are
connected alternatingly to ground. This is a very common solution at lower frequencies.

At microwave frequencies, the transformers are difficult to realise, and in any case
they do not lend themselves easily to monolithic integration. The circuit in Figure
5.83(b) is then more practical – it avoids transformers altogether; however, now we
have four transistors to control instead of two: in this bridge configuration, transistors
Q1 and Q4, and Q2 and Q3 conduct alternately to achieve the current phase reversal
across the load.
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Fig. 5.84 Class D amplifier example using a series-fed load. After [17].

Note that in both implementations, the load floats – it has no direct ground reference,
which is often a problem for microwave systems where ground-referenced (single-
ended) transmission is more common. This can be avoided in a class D amplifier if
a series-fed load is applied. This is shown in Figure 5.84. The bandpass function is now
realised with a series resonant circuit (L0,C0), and the voltage is alternated, not the cur-
rent. Still a balun is needed at the input, unless V1(t) is already available in differential
form.

The class D amplifier output power is in saturation [17]:

Pout = 2V 2
DD

π2 RL
, (5.210)

while the drain efficiency is

η = RL

RL + rDS
, (5.211)

at least for the circuits according to Figures 5.83(a) and 5.84. rDS is again the channel
resistance of the FET for low VDS (‘on-resistance’). For the circuit in Figure 5.83(b),
the efficiency is lower because the switch resistance doubles.

Class D amplifiers place high demands on the ideality of the switches and on the
timing. This is particularly true for circuits such as in Figure 5.83(b) or 5.84, where
switches are stacked – they must never conduct at the same time, not even for brief
periods. Therefore, class D amplifiers are mostly restricted to lower RF frequencies.

Class E and F amplifiers
Class E and F amplifiers are derived from class C. The idea in a class E amplifier [38] is
to make sure that the drain-source voltage of the switching transistor (see Figure 5.80)
is zero when the transistor switches, leading to a reduction of losses due to capacitive
charging. This can be achieved by a modified output network. Consider Figure 5.85. At
first glance, it looks like a class C amplifier with a series resonant feed, with the addition
of shunt capacitor C2. Additionally, the series resonant filter is tuned to a frequency
below the intended frequency of operation ω0 by increasing L1. Adjusting L1 and C2,
the voltage-free switching condition is found and the efficiency is maximised.
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Fig. 5.85 Simplified class E amplifier schematic.

An in-depth analysis of class E operation can be found, e.g. in [8]. The inductance
L1 is chosen as

L1 = 1 + 1.153ω0C1 RL

ω2
0C1

. (5.212)

The capacitance C2 is

C2 = 2

3.467ω0π RL
. (5.213)

A problem may be that the maximum drain-source voltage is even higher than in the
class C amplifier, VDS,max ≈ 3.56VDD.

The class F amplifier increases the efficiency by appropriately terminating the har-
monics. The idea is to achieve square-wave voltage excitation with respect to the
drain-source voltage, as in case of the series-fed class D amplifier (Figure 5.84).

A well-known fact from Fourier analysis is that a square wave (rectangular sig-
nal with 50% duty cycle) in the time domain produces only odd harmonics in the
frequency domain. We must, therefore, make sure that all odd-numbered harmonics
(n = 1, 3, 5, . . . ) are still present in the drain-source voltage. The load should, therefore,
present an open to the transistors at these frequencies.

A way to achieve this is to use the transforming properties of quarter-wave transmis-
sion lines, which we discussed much earlier; see Equation (5.171) on p. 349. Assume
that a transmission line, which is a quarter wavelength long at the fundamental fre-
quency, is terminated by a short at all harmonic frequencies except the fundamental.
Then an open will appear at the input for all odd-numbered harmonics, while a short
results for all even-numbered harmonics, where the electric length of the transmission
line is a multiple of λ/2. The modification of the original class C topology (Figure 5.80)
is quite straightforward, as Figure 5.86(a) shows. λ is the wavelength at the frequency
of operation ω0. The resonant circuit formed by L0,C0 is resonant at ω0; C0 then acts
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Fig. 5.86 Topology of a class F amplifier: (a) using a quarter-wave transformer and (b) using a parallel
resonant trap tuned to the third harmonic.

as a short at the higher-order harmonics. This short is transformed into an open by the
quarter-wave transformer at all odd-numbered harmonics.

In monolithic integration, the transmission line transformer is frequently much too
long, and it may introduce significant losses. In many cases, it is perfectly acceptable to
just use the third harmonic. This is shown in Figure 5.86(b). Here, a simple parallel LC
circuit blocks the third harmonic (3ω0), while it acts as a short for all other harmonics
and the fundamental frequency.

5.5 Oscillators

Oscillators are crucial components in almost any microwave system. Their fundamental
task is to generate AC energy at a well-defined frequency from DC sources. A typical
use of an oscillator is shown in the generic receiver block diagram of Figure 5.87, where
it converts the input signal to a lower intermediate frequency. The mixer circuit, which
is also needed for the frequency translation, will be discussed in the next section.

The class of oscillators discussed here has three aspects in common:

(i) a resonator to set the frequency of oscillation,
(ii) the generation of instability to allow the onset of oscillation, and

(iii) amplitude control to establish a stable amplitude in steady state.

Simple relaxation-type oscillators, such as found in simple digital timing circuits, will
not be covered here.

5.5.1 Resonators – a brief overview

The resonator has the task of setting the oscillator’s natural frequency.
The most common resonator types are

• lumped-element LC resonators, which come in either series or parallel resonance
forms;

• transmission-line resonators;
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LNA
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Mixer

Fig. 5.87 Generic receiver block diagram.

• cavity resonators using waveguide elements;
• dielectric resonators, which use high εr ceramics and are typically combined with

transmission line coupling structures;
• quartz crystals and similar devices which use the piezoelectric effect to derive elec-

trical from a mechanical resonance – surface acoustic wave (SAW) and bulk acoustic
wave (BAW) resonators also fall into this category.

Other resonator types, such as the magnetically tuned YIG (yttrium iron garnet)
resonators, have only very limited use in speciality applications.

Critical aspects for resonators are

• the quality factor, which will be discussed in more detail below;
• the reproducibility of the resonant frequency – this can be a significant problem in

BAW and SAW resonators;
• the stability of the resonant frequency against changes in temperature, mechanical

shock and aging;
• the tunability of the resonant frequency – mostly established using variable capaci-

tance elements.

For fixed-frequency oscillators, quartz crystals can still be considered to be the gold
standard. Replacement of quartz resonators by elements which can be monolithically
integrated is highly desirable and a hot research topic.

Quality factor
A very generic definition of the quality factor compares the stored and the dissipated
energy in the resonator [20]:

Q = 2π
stored energy in the resonator

dissipated energy during one cycle
, (5.214)

for ω = ω0.
Let us consider RLC resonators (Figure 5.88) as an important example – via equiva-

lent circuits, other resonator types can be transferred into RLC type resonators, at least
in the immediate vicinity of the resonant frequency.
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Fig. 5.88 RLC resonator circuits: (a) parallel topology and (b) series topology.

For the parallel resonant circuit (Figure 5.88(a)) at resonance ω = ω0 = 1/
√

LC , the
impedance is purely resistive and the dissipated energy during one cycle is

Ediss = 1

2

Î 2 R
ω0
2π

= π
Î 2 R

ω0
, (5.215)

where Î is the amplitude of the sinusoidal current flowing through the resonator.
The stored energy moves back and forth between the inductor and the capacitor;

therefore, it suffices to calculate it for the capacitor:

Estored = 1

2
CV̂ 2 = 1

2
C

(
Î R

)2
. (5.216)

Inserting Equations (5.215) and (5.216) into (5.214) yields the Q factor for the parallel
RLC resonator. This quality factor is called the unloaded Q because the loading resistor
(R0) has not been taken into account:

Qu = ω0 RC = R

ω0L
= R√

L
C

. (5.217)

The loaded Q is calculated by connecting R0 in parallel to R:

Ql = ω0C
R R0

R + R0
= Qu

1 + R
R0

. (5.218)

Similarly, we can calculate the unloaded Q for the series resonator (Figure 5.88):

Qu = ω0L

R
=

√
L
C

R
, (5.219)

and the loaded Q as

Ql = Qu

1 + R0
R

. (5.220)

5.5.2 Self-excitation criteria

Early in this chapter, we considered two-port stability from the viewpoint of avoiding
parasitic oscillations in amplifiers. Now the task is to deliberately create instability in a
certain frequency range.
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RL C

Γres Γosc

Oscillator
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Resonator

Fig. 5.89 Connection of a resonator to an oscillator core. A parallel RLC resonator is chosen as an
example.

In the above resonator examples, the resonators always had a dissipative element
associated with it. In practice, this is indeed always the case as resistive and radiative
losses are never fully avoidable. In terms of the reflection coefficient seen looking into
the resonator, this means

|�res| < 1.

The stability boundary can be written as

�res�osc = 1, (5.221)

where �osc is the reflection coefficient looking into the oscillator core. Because the
reflection coefficients are generally complex entities, Equation (5.221) has to be
decomposed into a magnitude and a phase condition:

|�res| · |�osc| = 1 (5.222)

� (�res) + � (�osc) = 0. (5.223)

The oscillator core will therefore necessarily have to provide |�osc| > 1. Because we
have seen in the Smith chart discussion that for all Re(Z) = 0, . . . ,∞, |�| ≤ 1,
this means that the real part of the oscillator core input impedance will have to be
negative.

Another way of determining the proper conditions for oscillation is to use the
Barkhausen self-excitation criterion. The block diagram for this discussion is shown
in Figure 5.90. The system with positive feedback has the transfer function:

s(ω) = 1

1 − F(ω)
, (5.224)

where F(ω) is the open loop gain. Obviously, the transfer function grows beyond all
bounds – becomes unstable – for

F(ω) = 1. (5.225)

As F(ω) is a complex function, two conditions need to be fulfilled:

Re{F(ω)} = 1 (5.226)

Im{F(ω)} = 0. (5.227)
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Fig. 5.90 Barkhausen self-excitation criterion: system model with positive feedback.
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Fig. 5.91 Time-domain simulation of oscillator start-up behaviour.

5.5.3 Non-linearity in oscillators

The self-excitation criteria introduced so far assumed that the systems under investiga-
tion were all linear. In practice, however, this would not lead to the desired result of
well-controlled sinusoidal signal generation.

Using the � criterion (Equation (5.222)), the initial |�osc| should be significantly
(10–20%) higher than |�res| for the reliable onset of oscillation. However, the oscillation
amplitude would then grow beyond all bounds, or in practice until it is limited by the
supply voltage.

Fortunately, the active components we are using in the oscillator core to generate
the negative resistance all exhibit gain saturation, i.e. the differential gain decreases
with increasing signal amplitude. This leads to a self-stabilisation of the oscillation
amplitude.

Figure 5.91 shows a time-domain simulation of oscillator start-up behaviour using a
non-linear active device model (here, a Si/SiGe HBT). Note how the device linearity
leads to a steady-state oscillatory behaviour after only a few cycles. Looking carefully,
you will also notice that the initial frequency of oscillation is different from the one in
steady state – this is caused by the reactive component of the oscillator core impedance,
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which also shows a non-linear behaviour and varies as the amplitude increases. The
effect, which is undesirable, is frequently referred to as chirp.

5.5.4 Oscillator topologies

The negative resistance necessary to fulfil the condition |�osc| > 1 for the oscillator
core can be generated in a variety of ways:

• The active devices in the oscillator core could have a negative differential resistance of
its quasi-stationary I–V characteristics. Examples are tunnel diodes, Gunn diodes or
exotic devices such as real-space transfer transistors. Except for Gunn diodes, which
are still being used in inexpensive microwave modules (e.g. motion detectors), they
have no longer (or never had) any commercial significance.

• The active device could incorporate a transit-time region which leads to a phase lag
between the applied voltage and the current through the device. If this phase shift is
larger than π/2 at a given frequency, the resulting impedance at that frequency has a
negative real part. An example of such a device is the IMPact ionization Avalanche
Transit-Time (IMPATT) diode, which is still being used extensively in millimetre-
wave oscillators.

• The most common way to generate negative resistance is the use of positive feedback
around an amplifying device.

The last item will be discussed in more detail here.
There are several ways of introducing positive feedback around an amplifier. Four of

them are shown in Figure 5.92.
The configuration in Figure 5.92(a) uses magnetic coupling in a transformer around a

common-source (or common-emitter) stage. As the common-source amplifier is invert-
ing, a reversal of the winding sense in the transformer is necessary to generate the
required positive feedback. Realised with vacuum tubes, this circuit was known very
early in the history of radio and is called Armstrong (or Meissner) oscillator.

The Hartley topology (Figure 5.92(b)) uses a tapped-inductor feedback path around
a non-inverting common-drain stage. The Colpitts oscillator (Figure 5.92(c)), uses a
similar concept, but a capacitive voltage divider instead of the tapped inductor – it is
therefore easier to realise in integrated form, and probably the most popular topology
for MMIC implementations. When the inductor is replaced by a series LC circuit, the
Clapp topology results (Figure 5.92(d)).

Due to its popularity, we will examine the Colpitts topology in more detail
(Figure 5.93).

The current through capacitor C2 is

iC2 = vgs
[
gm + jω(C1 + Cgs)

]
, (5.228)

which leads to the input voltage

vin = vgs + iC2

jωC2
= vgs

(
1 + C1 + Cgs

C2
− j

gm

ωC2

)
. (5.229)
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(a) (b)

(c) (d)

Fig. 5.92 Common oscillator topologies: (a) Armstrong or Meissner, (b) Hartley, (c) Colpitts
and (d) Clapp.
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Fig. 5.93 Simple equivalent circuit of the Colpitts oscillator topology.
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The input current is

iin = vgsjω(C1 + Cgs). (5.230)

This allows us to calculate the input impedance of the oscillator core:

Z in = vin

iin
= − gm

ω2C2(C1 + Cgs)
+ 1

jω

C2(C1 + Cgs)

C1 + C2 + Cgs
. (5.231)

The negative real part of the input impedance is obvious; the imaginary part is simply
the series connection of the capacitances at the input.

Another aspect of the Colpitts oscillator is apparent: especially at high frequencies,
the capacitor C1 is not really necessary, the Cgs of the device suffices.

A very popular topology, especially for RF CMOS circuits, is the cross-coupled pair,
shown in Figure 5.94(a). It is a differential pair with the gate of each transistor connected
to the drain of the opposite transistor. Because of the 180◦ phase shift between both
branches, this forces the small-signal gate voltages to be

vgs1 = −vgs2. (5.232)

Remember that in a differential pair under perfectly differential excitation, all nodes
along the vertical centre plane are virtual grounds. Then the circuit behaviour can be
completely described using the half-circuit in Figure 5.94(b). To maintain symmetry,
C0 has been replaced by the series connection of two capacitors of 2C0, while L0 is
divided into the series connection of two inductors with L0/2.

C0

L0

Q2Q1

vgs1 vgs2

(a) (b)

2C0 L0/2

Cgs2i1

vgs2

vgs1

Q1

Fig. 5.94 (a) Simplified circuit of a cross-coupled pair oscillator and (b) its equivalent half-circuit.
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Let us now calculate the admittance seen by the resonator towards the oscillator core:

Y 1 = i1

vgs2
= gmvgs1 + vgs2jωCgs2

vgs2
(5.233)

= −gm + jωCgs2,

using Equation (5.232). The negative real part is hence −gm, and the oscillation
frequency is

ω0 = 1√
L0(C0 + Cgs)

, (5.234)

assuming Cgs1 = Cgs2 = Cgs.
Finally, negative resistance can also be generated using common-gate (or common-

base) configurations.
In the common-gate amplifier stage shown in Figure 5.95, note the inductance L0

inserted into the gate lead. We will calculate the small-signal input impedance for this
circuit. The input current is

i1 = −vgs(gm + jωCgs). (5.235)

The current through L0 is vgsjωCgs, so the input voltage v1 is (after a short calculation)

v1 = −vgs(1 − ω2L0Cgs). (5.236)

The input impedance is then, after separation into its real and imaginary parts,

Z1 = v1

i1
= gm(1 − ω2L0Cgs)

g2
m + ω2C2

gs
− jωCgs

1 − ω2L0Cgs

g2
m + ω2C2

gs
. (5.237)

Now remember that the transit frequency ωT ≈ gm/Cgs and assume that

1

L0Cgs
� ω2 � ω2

T.

VDD

RL

L0

RG
VG

v1

i1

v2

C ∞

C ∞

Fig. 5.95 Oscillator core using a common-gate stage.
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Then, we obtain

Z1 = −ω2L0

ωT
+ jωL0

ω2

ω2
T

. (5.238)

Provided that the frequency is larger than the resonant frequency of L0,Cgs, this circuit
will, therefore, also generate a negative resistance. The imaginary part is inductive.

Voltage-controlled oscillators
Electronic control of the oscillation frequency is a very common requirement. While
both variable inductance and variable capacitance concepts are in principle feasible,
variable inductance approaches suffer from poor integrability. Attempts to realise inte-
grated variable inductors using micro-electro-mechanical structures (MEMS) exist, but
have not found practical use yet.

In practical applications, variable capacitors, in turn, are always realised using varac-
tor diodes, which may build upon p–n junction diodes, Schottky diodes, or MOS diodes,
depending on the underlying semiconductor technology. In each case, the capacitance
of a blocking diode structure is varied by changing the voltage across the diode. Vari-
able capacitors using MEMS have been investigated quite extensively, but again have
not reached sufficient maturity for commercial applications so far.

The voltage-controlled oscillator (VCO) example in Figure 5.96 uses the cross-
coupled differential pair topology introduced in Figure 5.94(a). The fixed capacitor
has been replaced by two varactor diodes. The tuning voltage is connected to a virtual
ground point, which facilitates decoupling between the RF and the DC control paths.

The series resistance of the varactor diodes should not be overlooked – it may
substantially lower the overall resonator quality factor. The total quality factor can be
shown to be

L0

Vtune

vgs1 vgs2

Q1 Q2

Fig. 5.96 VCO using a cross-coupled topology.
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Qtotal = QC QL

QC + QL
, (5.239)

where

QL = ω0L

RL
=

√
L

C

1

RL
, QC = 1

ω0C RC
=

√
L

C

1

RC

are the quality factors of an inductor with series resistance RL and a capacitor with series
resistance RC, respectively, in a parallel resonant circuit. The assumption of weak losses
has been made:

ω2
0 L2

R2
L

� 1, ω2
0 R2

CC2 � 1.

5.5.5 Noise in oscillators

The noise phenomena in active devices of course also affect oscillator performance. In
principle, two things may happen:

• The oscillation amplitude may fluctuate randomly with time – amplitude noise.
• The phase of the sinusoidal signal may fluctuate randomly with time – phase noise.

Of the two, amplitude noise is the least critical. First of all, the gain compression effect
which leads to a stable oscillation condition in the first place also reduces random
amplitude fluctuations. Also, in frequency translation applications (frequency up- or
down-conversion), oscillators typically work into switch-type mixers where the oscilla-
tor amplitude has little effect on the conversion efficiency, provided it is still sufficient
for switching operation (see Section 5.6, p. 396).

For these reasons, we will restrict our discussions to phase noise, which has a much
stronger impact on system performance.

Phase noise describes the random fluctuations of the oscillator phase with time.
Mathematically,

s(t) = A sin [ωt + φ(t)] . (5.240)

In the frequency domain, these phase fluctuations are manifest in noise sidebands close
to the carrier (see Figure 5.97). The spectral power density of the noise sidebands
decreases with increasing distance to the carrier. They have a number of detrimental
effects, for example

• in transmitters, they lead to interference in nearby channels;
• in receivers, phase noise increases the perceived in-channel noise due to a phe-

nomenon known as reciprocal mixing, which is an intermodulation effect between
a strong interferer and the local oscillator noise sidebands.

The customary figure of merit for phase noise suppression is the ratio between the car-
rier power and the power of the noise sidebands in a 1 Hz bandwidth at an offset � f
from the carrier. It is typically expressed in ‘dBc/Hz’.
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Fig. 5.97 Phase noise sidebands around a carrier in the frequency domain.
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Fig. 5.98 Noise equivalent circuit of an ideal oscillator core with a lossy resonator.

To appreciate the effect of the resonator on the oscillator noise performance, con-
sider Figure 5.98. The oscillator core itself is assumed to be noiseless (a strong
over-simplification). The imaginary part of its input admittance is merged into the LC
resonator; at the resonant frequency, the oscillator core presents a real part −G which
just offsets the resonator loss G.

The resonator dissipative element, G, creates a thermal noise current whose noise
phasor is (see Equation (5.82)) 〈

|iR|2
〉
= 8kT BG,

where B is the measurement bandwidth.
The voltage v1 is iR · Zres, where Zres is the resonator impedance. Because the res-

onator losses are exactly compensated, it is the impedance of an ideal parallel LC
resonator:
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Z res = jωL

1 − ω2LC
= jωL

1 − ω2

ω2
0

. (5.241)

Taylor series expansion of the denominator, aborted after the linear term, leads to an
approximate impedance for small deviations δω from the resonance ω0:

Z res(ω0 ± �ω) ≈ ∓jω0L
2�ω
ω0

= ∓j
ω0

2�ω

1

QG
, (5.242)

using Q = R/ω0L = 1/(ω0LG).
The phasor of the noise-generated voltage v1 is then〈

|v1|2
〉
=

〈
|iR|2

〉 ∣∣Z res

∣∣2 ≈ 8kT B

G Q2
(

2�ω
ω0

)2
, (5.243)

using the approximation in Equation (5.242).
Comparing the noise power in bandwidth B to the signal power PS, finally we obtain

the phase noise suppression:

L(�ω) = 2kT B

PS

(
ω0

2�ωQ

)2

. (5.244)

Note the quadratic dependence of the phase noise suppression on the resonator Q.
In practical cases, the oscillator core is not noiseless. Furthermore, we need to take

low-frequency noise phenomena into account, which lead to a stronger increase in phase
noise close to the carrier. Leeson (1966) [26] introduced the following semi-empirical
formula, which builds upon Equation (5.244):

L(�ω) = 2FkT B

PS

[
1 +

(
ω0

2�ωQ

)2
] (

1 + 2π fc

|�ω|
)
. (5.245)

The additional factors are F – accounting for the additional noise in the oscillator core –
and fc, the cutoff frequency for low-frequency (‘1/ f ’) noise.

Figure 5.99 shows an example calculation using Equation (5.245). We clearly
distinguish three different regions:

(i) Close to the carrier, the noise power drops with −30 dB/decade. Here, the low-
frequency noise increase in the oscillator core’s active devices dominate.

(ii) Further out, the decay is −20 dB/decade, corresponding to the earlier calcula-
tions. Here, white noise sources (such as the thermal noise provided by the lossy
resonator) dominate.

(iii) Far away from the carrier, a noise floor is visible, but this is generally not very
relevant, unless F is very large.

If low phase noise oscillators are a requirement, both high quality factor resonators
and active devices with low-frequency noise are a must. In general, bipolar devices
(including HBTs) will fare much better than FETs. On-chip resonators generally have
much lower Q than off-chip resonators can achieve.
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Fig. 5.99 Simulated phase noise sideband of an oscillator using the Leeson equation.

5.6 Mixers

Mixers are generally frequency-translation components, with a variety of applications
in analogue signal processing, such as frequency shifting of signals (up and down con-
version), phase shifting, modulation and demodulation. A special class of mixers –
four-quadrant multipliers – can also be used in correlators, for example in impulse-radio
ultra-wideband receivers.

The mathematics behind mixer operation has been reviewed already in the context of
non-linear amplification (p. 370 and following). Recall that if we take a signal consisting
of two sinusoidal components of different frequencies ω1 and ω2 and feed it into a
non-linear two-port, the output h(t) can be described by a Taylor series expansion:

h(t) = k1 [a sin(ω1t) + b sin(ω2t)] + k2 [a sin(ω2t) + b sin(ω2t)]2 + . . . (5.246)

The quadratic term expands to

k2 [a sin(ω2t) + b sin(ω2t)]2 (5.247)

= k2

[
a2 sin2(ω1t) + b2 sin2(ω2t) + 2ab sin(ω1t) sin(ω2t)

]
.

The product term can be expressed as

2ab sin(ω1t) sin(ω2t) = ab {cos[(ω1 − ω2)t] − cos[(ω1 + ω2)t]} . (5.248)

Any non-linear system under two-tone excitation will therefore produce spectral compo-
nents at the sum and difference of the input signals. We also conclude that an analogue
multiplier would be the ideal mixer, because it only produces the sum and difference of
the input spectral components.

Incidentally, the interaction used here for frequency mixing purposes, was called
second-order intermodulation in the context of non-linear amplifiers.
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5.6.1 Transconductance multiplier

A simple analogue multiplier can be realised using a bipolar differential amplifier. It
utilises the fact that in bipolar transistors, the small-signal transconductance is linearly
dependent on the large-signal collector current in the operating point. Now take a differ-
ential pair Q1, Q2 with a common current source transistor Q3 (Figure 5.100). The RF
input voltage v1 is fed differentially into the top transistor pair (superimposed on the bias
voltage V0), while the oscillator current signal, ILO, is fed single-endedly into the base
of Q3. Let Q3 have a current gain B. Then, the differential output signal is

v2 = v1gm RL = v1 ILO
B RL

2VT
, (5.249)

because

gm = B ILO

2VT
.

The output voltage is therefore proportional to the product of the input voltage and the
local oscillator current.

This simple circuit, however, has a number of drawbacks. First of all, it will only
work for ILO > 0. Secondly, the input voltage has to be much smaller than VT (or
26 mV at room temperature) to fulfil the small-signal assumption. Finally, it will only
work with bipolar transistors.

RL RL

v2

Q1

Q3

V0 + v1

ILO

Q2

VCC

Fig. 5.100 Transconductance multiplier circuit.
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5.6.2 Resistive mixer

After looking at a mixer circuit which works only with bipolar transistors, let us briefly
consider a circuit which will work only with FETs. To appreciate its mode of operation,
examine the output I–V characteristics of a FET (see Figure 5.101).

At low VDS, the relationship between ID and VDS is an approximately linear one
and can therefore be accurately described by the channel conductance gDS. Assuming a
simple Statz–Curtice model for the FET:

ID (VGS, VDS) = β(VGS − VP)
2

1 + α(VGS − VP)
tanh(γ VDS),

where VP is the pinch-off or threshold voltage and α, β and γ are model parameters, we
find

gDS = γ
β(VGS − VP)

2

1 + α(VGS − VP)

[
1 − tanh2(γ VDS)

]
≈ γ

β(VGS − VP)
2

1 + α(VGS − VP)
, (5.250)

provided that tanh2(γ VDS) � 1 or γ VDS < 0.3.
Now the FET is placed in a circuit as shown in Figure 5.102. The inductor L enforces

a steady-state bias point VDS,0 = 0, but is invisible at the LO, RF or IF frequencies. The
gate bias can be set to a suitable VGS for optimum mixer operation. The FET, together
with the generator resistance of the RF port RRF, forms a resistive voltage divider whose
division ratio is modulated by the gate potential:

VDS(t) = VRF(t)

1 + gDS(t)RRF
. (5.251)

The periodic variation of gDS by the gate potential VGS = VGS,0 + VLO sin(ωLOt):

gDS = βγ
[
VGS,0 − VP + VLO sin(ωLOt)

]2 (5.252)

ID

VDS

VGS

Fig. 5.101 FET output I–V characteristics with indication of variable resistor operation.
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RF match and
filter network

IF match and
filter network

(a)

(b)

VLO

VGS,0

VRF

VIF

VDS

RRF

gDS = f(VLO) VDS
VRF,0

L ∞

Fig. 5.102 (a) Resistive mixer configuration and (b) its simplified equivalent circuit.

results in the desired mixing action (pure square law behaviour, i.e. α = 0, is
assumed here, see Equation (5.250)). Note that Equation (5.252) only holds for
VLO < VGS,0 − VP.

Frequently, the local oscillator voltage will be chosen such that VLO ≥ VGS,0 −
VP – the channel conductance is then switched between two saturated states, gDS = 0
and a high state essentially limited by the source and drain series resistances, which
were initially omitted in the simplified discussion. Under this condition, and assuming
VRF(t) = VRF sin(ωRFt), the time-dependent drain-source voltage becomes

VDS(t) = VRF sin(ωRFt)

RS + RD + RRF
[RS + RD + RRFrect(ωLOt)] . (5.253)

Since the Fourier series of the rect function is

rect(ωLOt) = 1

2
+ 2

π

[
sin(ωLOt) + sin(3ωLOt)

3
+ . . .

]
, (5.254)

this switching mode operation leads to the desired multiplication with the fundamen-
tal frequency of the local oscillator, but also with higher-order harmonics – the latter
operation is referred to as sub-harmonic pumping.

Figure 5.103 shows as an example the measured conversion gain of a resistive
mixer, as a function of the local oscillator power. At low PLO, the conversion gain
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Fig. 5.103 Measured conversion gain of a resistive mixer.

increases proportionally with the local oscillator power – the mixer acts like a mul-
tiplier. For higher PLO, the mixer enters the switching regime – the conversion gain
is roughly independent of the local oscillator power. This behaviour can be seen,
in variations, for any of the mixer circuits discussed here. In standard wireless sys-
tems, mixers are operated in the switching regime, because independence from local
oscillator power fluctuations is highly desirable. For example, it reduces the effect
of oscillator amplitude noise. There are applications, however, where operation in
the multiplier regime is wanted. An excellent example are correlation receivers for
impulse-radio ultra-wideband systems, where the formation of a cross-correlation
between the received pulse and a template pulse in the receiver calls for a true
multiplier.

The resistive mixer has the advantage of high simplicity, and, most prominently, very
high linearity with respect to the RF port. The latter is especially true when local oscil-
lator power leaking through the gate-drain capacitance is short-circuited to ground, so
that the drain potential is not modulated at the LO frequency [27].

Disadvantages are the significant required local oscillator voltage swing and the
conversion loss inherent to the voltage divider principle.

An important issue for practical mixers is port isolation – ideally, power fed into
the LO port should not be present at the RF and IF ports, and power fed into the
RF port should not be present at the IF port in downconverters, while power fed into
the IF port should not leak to the RF port in upconverters. In the resistive mixer,
the isolation between the RF and IF ports is realised by filters only, which is a
significant disadvantage. The LO-to-RF and LO-to-IF isolations are somewhat bet-
ter because the leakage path is via the gate-drain capacitance, but it may still be
too high.

Mixer concepts where port isolation is assisted by destructive interference are much
better, in this respect. They will be treated next.
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5.6.3 Single-balanced mixer

Consider the circuit in Figure 5.104. Transistor Q1 is a common-source amplifier stage
fed by the RF signal. Its load is formed by the differential pair Q2, Q3 with load resis-
tances RL. R2 and R3 are for biasing only. Q2 and Q3 are driven by the local oscillator –
but due to the balun transformer,7 their gate signals are exactly 180◦ out of phase.

Assume that the local oscillator signal is large enough so that the Q2 and Q3 are
being switched off alternately. Then, the differential voltage VIF can be written as

VIF = RL ID1 [2 · rect(ωLOt) − 1] , (5.255)

where ID1 is the drain current of Q1. Provided that Q1 is operated in the small-signal
regime, the small-signal IF output voltage is, considering the fundamental frequency
component of the local oscillator signal only,

VIF = V̂RF
4gm,1 RL

π
sinωLO sinωRFt, (5.256)

using Equation (5.254) and VRF = V̂L O sin(ωLOt).
The desired multiplication is again visible, producing spectral components at ωRF ±

ωLO.
The mixer uses a special property already discussed in the context of differen-

tial amplifiers: the common-source connection of transistors Q1 and Q2 is a virtual

RL RL

VIF

VDD

VG,23

R2

Q2

Q1

R3

VGS,1

LO

RF

Q3

Fig. 5.104 Single-balanced mixer circuit.

7 Note that baluns are drawn as transformers in this and the following circuit diagrams. At micro- and
millimetre-wave frequencies, they are rarely transformers, but may be realised using transmission line
segments, or as active baluns.
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VIF

VRF

Q1 Q2

VG

VLO

Fig. 5.105 Single-balanced upconversion mixer with FETs in shunt configuration.

ground for purely differential excitation. Therefore, the local oscillator and RF ports
are highly decoupled by virtue of destructive interference. LO-to-RF leakage is very
critical, because the local oscillator signal must not radiate via the antenna.

The circuit shown in Figure 5.105 is also a single-balanced mixer, used to upconvert
a signal at an intermediate frequency to a higher frequency (RF). As opposed to the cir-
cuit shown in Figure 5.104, where the switches were in series configuration, they are in
shunt here, alternately connecting the two ends of the top balun to ground, periodically
changing the sign of the IF signal at the RF port and thus producing the desired mul-
tiplication of the LO signal with IF. As upconversion is what we desire, a subsequent
filter will have to suppress the difference frequency and pass only the sum. Because the
RF port is connected to the virtual ground connection with respect to fully differential
excitation of Q1 and Q2, destructive interference of potential LO leakage at the IF port
will again ensure a very high LO-to-RF isolation.

5.6.4 Double-balanced mixer

The configuration shown in Figure 5.104 is a building block of the double-balanced
mixer, probably the most popular active mixer configuration in MMIC design today.
These topologies are commonly referred to as Gilbert cells [12].

In the double-balanced mixer (Figure 5.106), all signals have to be applied in a dif-
ferential fashion – this is indicated by the presence of three baluns. Transistors Q1

and Q2 form a differential amplifier, connected to another pair of differential ampli-
fiers Q3−Q6. In the original publication by Gilbert, the configuration is operated as
a true four-quadrant multiplier, while in most applications, the top four transistors are
switched by the LO signal between two states – they are jointly referred to as the switch-
ing quad. Only the latter mode shall be discussed here. In this case, the double-balanced
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Q3

VLO

VG1

VG2

Q1 Q2

I0VRF

Q4 Q5 Q6

VDD

VIF

Fig. 5.106 Double-balanced mixer with Gilbert cell topology.

Differential
amplifier

Phase-reversing
switch

IF out

ωLO

RF in

Fig. 5.107 Block diagram of a double-balanced mixer of the Gilbert cell type, partitioned into a differential
amplifier and a phase-reversing switch.

mixer can be viewed as the cascade of a differential amplifier and a phase-reversing
switch, such that the amplified RF signal changes its phase by 180◦ with the period of
the LO signal. This is shown schematically in Figure 5.107.

The big advantage of the double-balanced mixer is that all ports are now decoupled
by destructive interference. For example, the differential RF signal leakage cancels out
at both joint gate connections of the switching quad. Likewise, the LO leakage cancels
at the source connections of Q3, Q4 and Q5, Q6, respectively.

A disadvantage of the circuit shown in Figure 5.106 is the rather large voltage head-
room required. On top of the required minimum drain-source voltage of the switching
quad and the differential amplifier Q1, Q2, additional headroom is required for the cur-
rent source I0. The latter is frequently replaced by a parallel resonant circuit, tuned to
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VRF

VDD

VIF

Q3Q1

Q2Q4

VG

VLO

Fig. 5.108 Double-balanced mixer with a ring topology.

ωRF. It provides the required high impedance for the RF signal, but provides a zero DC
resistance, lowering the supply voltage requirements.

Double-balanced mixers can also be realised using resistive mixer principles (see
Section 5.6.2). This has the advantage of very low power consumption, but of course
the circuit will not be able to produce any conversion gain.

Figure 5.108 shows an example. Depending on the choice of the drain potential VDD,
this circuit can be operated as a resistive mixer (VDS low, in the linear regime), or the
transistors may act as current switches (VDS in the saturated region). The RF signal is
applied to the drains of the transistors. The LO signal alternately turns on transistors
Q1, Q2 and Q3, Q4, leading to a periodic phase reversal of RF signal at the IF port.

5.6.5 Micromixer

The micromixer concept, shown in Figure 5.109, evolved from the Gilbert multiplier
topology and was also published by B. Gilbert [13]. The transistors Q4−Q7 are the
switching quad, as before – the circuit is drawn using bipolar transistors here, but would
work as well with FETs. The topology is somewhat simplified, for example the baluns
are not included.

The local oscillator signal is again applied in differential format. The RF signal,
however, is single-ended and applied to the amplifier structure formed by the transis-
tors Q1−Q3. Q1 is a common-base amplifier stage and Q3 a common-emitter stage.
Because the former provides a non-inverting and the latter an inverting voltage gain,
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VCC

RL RL I0I0

Q4 Q5 Q6 Q7

VLO

Q1 VB1

R1

R2

VRF

Q2 Q3

R3

VIF

Fig. 5.109 Simplified micromixer topology using bipolar transistors.

the signals fed into the two branches of the switching quad are 180◦ out of phase – the
circuit doubles as an single-ended-to-differential converter. Q2 forms a current mirror
with Q3 such that the currents in both branches are equal.

Frequently, the gain of the common-base/common-source amplifier/balun is
increased by injecting additional current into the two branches. This is indicated in
Figure 5.109 by the two dashed current sources I0.

Compared to the original Gilbert multiplier, the input stage of the micromixer can be
made more linear, and can be designed to achieve a broadband match, using the resistors
R1 and R2.
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5.6.6 Diode-based mixers

While the circuit design descriptions in this chapter (and, for that matter, the whole
book) emphasise concepts with active components, the use of diodes in mixers must
be mentioned here because they are still very commonly employed, especially at
millimetre-wave frequencies where transistors lose their usefulness. The diode of choice
is the Schottky (metal–semiconductor) diode due to the absence of carrier storage effects
when switching from forward to reverse bias.

As in the case of operating a FET as a resistive or switching mixer, the principle
is the change of the differential resistance. For a diode, this is shown in Figure 5.110.
Clearly, the differential diode conductance gD = d ID/dVD is very low for bias point
A (or equally for VD < 0) and very high for bias point B. We will now use the local
oscillator again to periodically change the diode between these two states.

Consider Figure 5.111, which depicts the very popular diode ring mixer. The circuit
is very similar to the FET ring mixer shown earlier (Figure 5.108). Assume that the
RF signal is always much smaller than the local oscillator (LO) signal. Then, the diode
state will depend on the applied LO signal only. Either the left or the right diode pair
may conduct and exhibit a high differential conductance. The diode ring acts as a phase-
reversing switch, which connects the RF signal to the intermediate frequency (IF) load
with periodically alternating polarity.

Similarly, single-balanced and single-ended (unbalanced) mixer topologies can be
realised using diodes. This shall not be further expanded here.

ID/A

0.10

0.08

0.06

0.04

0.02

0.00

0.00 0.20

A

B

0.40 0.60 0.80 1.00 1.20 1.40

VD/V

Fig. 5.110 Example Schottky diode I–V characteristics, with bias point indicated for small (A) and high
(B) differential conductance.
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LO

RF

VIF

Fig. 5.111 Diode ring mixer.

A

ωIF ωimg ωLO ωRF

Fig. 5.112 The image frequency problem in downconversion mixing: ωRF and ωimg both produce
components at ωIF when mixed with ωLO.

5.6.7 Image-rejection mixer topologies

One problem inherent to any of the mixers discussed here still needs to be mentioned.
When operated as a downconverter (converting an RF signal at a higher frequency to a
lower IF), it uses the fact that the multiplication of sinusoidal signals produces a spectral
component at the difference of the two initial frequencies, as was discussed in Equation
(5.248).

2 sin(ω1t) sin(ω2t) = cos [(ω1 − ω2)t] − cos [(ω1 + ω2)t] .

Consider now a case where ω1 = ωRF is the RF signal and ω2 = ωLO is the LO
frequency, which is lower than ωRF. The difference is the IF: ωRF − ωLO = ωIF. If,
however, there is another signal present at the RF input, with a frequency ωimg = ωRF −
2ωIF, it will also mix with ωLO to produce a spectral component at the right IF: ωLO −
ωimg = ωIF. The problem is schematically shown in Figure 5.112. ωimg is called the
image frequency.
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The signal at the image frequency will now overlay the downconverted RF sig-
nal and in most cases cause unacceptable interference. The most common way to
avoid this is to make sure, by appropriate filtering, that no signal is in fact present at
ωimg.

In upconversion mixers, the image problem also applies. Upconverting a signal at
ωIF by means of an LO at a higher frequency ωRF results in two spectral components at
ωLO ± ωIF. Again, one of these components will have to be suppressed, classically by
filtering.

However, in modern receiver and transmitter concepts, there is a trend to lower IFs
where digital/analogue conversion can be achieved very inexpensively. Consequently,
the frequency distance 2ωIF between the desired signal and the image is getting smaller,
requiring very rigid filtering. The necessary filter qualities are rarely possible on chip,
which is another significant drawback, as off-chip filters are costly in production and
assembly.

A more convenient solution is the use of an image-rejection mixer. The image-
rejection mixer topology can use any of the fundamental mixer circuits we discussed.

The block diagram shown in Figure 5.113 shows a possible implementation for a
downconversion mixer. At the input, two signals shall be present, at the RF and image
frequencies:

ωRF = ωLO + ωIF, ωimg = ωLO − ωIF

The signal is split into two signals with equal amplitude, but 90◦ phase shift (in quadra-
ture). We assume that this can be done equally for the RF and the image signals – this
is a good assumption because the concept is especially important if RF and image sig-
nals are located in close spectral proximity and cannot be separated easily by filtering.
For simplicity, we assume also that both RF and image signals are sinusoidal with an
amplitude of 1.

The oscillator signal, at ωLO, shall also have an amplitude of 1. It is split into two
signals with equal amplitude and phase.

B

A

g ′1(t)g1(t)

g2(t)

ωLOωRF, ωimg

g ′2(t)

0°/–90°
0°

–90°

Fig. 5.113 Block diagram of an image reject mixer.

More free ebooks  :  http://fast-file.blogspot.com



Building blocks for high-speed analogue circuits 409

Let us first consider the RF signal only (the image signal is turned off). The signal at
the output of the top mixer is

g1(t) = 1

4
sin(ωRFt) sin(ωLOt)

= 1

8
{cos[(ωRF − ωLO)t] − cos[(ωRF + ωLO)t]} .

The high frequency component at ωRF + ωLO is easily suppressed in the low-pass filter
(LP). After the low-pass filter in the upper branch,

g′
1(t) = 1

8
cos[(ωRF − ωLO)t] = 1

8
cos(ωIFt) = 1

8
sin

(
ωIFt + π

2

)
. (5.257)

In the lower branch, the RF signal is delayed by −π/2.
Using sin(ωRF − π/2) = − cos(ωRFt), we obtain at the output of the bottom

mixer:

g2(t) = −1

4
cos(ωRFt) sin(ωLOt)

= −1

8
[sin(ωRF + ωLO)t − sin(ωRF − ωLO)t] .

The high frequency component is removed in the low-pass filter:

g′
2(t) = 1

8
sin(ωIFt). (5.258)

The four-port at the right of the block diagram in Figure 5.113 is a 90◦ hybrid cou-
pler. Signals fed into the inputs emerge at outputs A and B with equal amplitude, but
the signal entering at the top experiences an additional −π/2 phase shift at output B,
while the signal entering at the bottom experiences an additional phase shift of −π/2 at
output B.

Using Equations (5.257) and (5.258), we then find at A:

1

8

[
sin

(
ωIFt + π

2

)
+ sin

(
ωIFt − π

2

)]
= 0.

At B:

1

8
[sin(ωIFt) + sin(ωIFt)] = 1

4
sin(ωIFt).

The IF signal due to the wanted (RF) signal hence only appears at output B.
Let us consider the image frequency, which is below ωLO such that ωIF = ωLO−ωimg.

Using sin(−α) = − sinα and cos(−α) = cosα, we find at the output of the upper
low-pass filter:

g′
1(t) = −1

8
sin

(
ωIFt − π

2

)
, (5.259)

while at the output of the lower low-pass filter:

g′
2(t) = −1

8
sin(ωIFt). (5.260)
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B

A

ωLO

ωRF, ωimg 0°/–90°0°/–90°

Fig. 5.114 Image reject mixer topology with quadrature LO.

ωLO,1 ωLO,2

ωRF, ωimg 0°/–90°0°/–90°

Fig. 5.115 A ‘third method’ image-rejection mixer topology using two mixing steps.

These signals combine at output A as

−1

8

[
sin

(
ωIFt − π

2

)
+ sin

(
ωIFt − π

2

)]
= −1

4
sin

(
ωIFt − π

2

)
.

At B:

−1

8
[sin(ωIFt − π) + sin(ωIFt)] = 0.

The IF signal due to the image frequency only appears at port A. The circuit in Fig-
ure 5.113 hence separates the IF components due to the RF and image signals at the
input.

The topology in Figure 5.114 serves the same purpose and was described by Hartley
already in 1928 [18]. It has the advantage that oscillators can be constructed so that they
directly generate quadrature output signals, which maintain 90◦ phase shift over a wide
frequency band.

The final topology, introduced by Weaver in 1956, eliminates the 90◦ hybrid at the
IF, but uses a second down-conversion step [39]. It is shown in Figure 5.115.

While it requires two additional mixers and low-pass filters plus an extra LO, it
eliminates the need for the IF hybrid which, for low IFs, is very difficult to integrate.
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5.6.8 Mixer noise figure

The existence of an image frequency also complicates the noise figure assessment of
mixers; while the intended signal is present at only one frequency (ωRF), noise present
at the image frequency ωimg is also converted to the IF and decreases the signal-to-noise
ratio at the mixer output.

In principle, noise figure definitions for mixers use Friis’ definition of the two-port
noise figure (Equation (5.71)); the noise figure is calculated as the quotient of the signal-
to-noise ratios at the input and the output of the two-port, assuming that the noise
temperature of the input is T0 = 290 K.

The issue here is how to calculate the signal-to-noise ratio at the input.
We may consider the signal-to-noise ratio only for the RF frequency. If the signal

power is S, the signal-to-noise ratio before the mixer is

SNRinp = S

kT0� f
, (5.261)

where � f is the measurement bandwidth.
The mixer noise sources are combined in an equivalent noise source kTn� f , placed

at the input. Tn is the noise temperature of the mixer.
Generally, the mixer’s gain at the RF and the image frequency can have different

values, which we call GRF and G img, respectively.8

The image frequency also contributes a noise power of kT0� f . The signal-to-noise
ratio at the output is then

SNRout = GRFS

k� f [GRF(T0 + Tn) + G imgT0] . (5.262)

The ratio of the expressions (5.261) and (5.262) is called the single-sideband noise
figure:

FSSB = 1 + Tn

T0
+ G img

GRF
(5.263)

We may also simply apply Equation (5.73), developed originally for two-ports, to the
mixer. The result is the IEEE single-sideband noise figure:

FSSB,IEEE = 1 + Tn

T0
(5.264)

The IEEE definition is similar to (5.263), provided that G img � GRF. However, we can
also calculate the signal-to-noise ratio before the mixer taking the thermal noise at the
image frequency into account. Then,

SNRinp = S

2kT0� f
. (5.265)

8 Note that all gains are available gains, i.e. power match is assumed for all ports.
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Now using (5.265) and (5.262) to calculate the noise figure, we obtain the double-
sideband noise figure:

FDSB = FSSB

2
= FSSB,IEEE + Gimg

GRF

2
. (5.266)

On a logarithmic scale, FSSB is thus 3 dB larger than FDSB.
For the assessment of receiver systems, FSSB is the appropriate entity because we

need to compare signal-to-noise ratios at the intended frequency only. However, mea-
surements of mixer noise figure invariably yield FDSB, unless the image frequency is
suppressed at the input of the mixer by appropriate filtering. When using mixer noise
figure data, this has to be carefully observed.

5.7 Baluns, unbals and hybrids

In the preceding sections, reference was frequently made to mysterious building blocks
which convert signals from single-end to differential (two signals of equal amplitude,
but 180◦ out of phase), or splitting a signal into two parts ‘in quadrature’ (90◦ out of
phase). Due to their importance, they also deserve a brief section of their own.

The term balun is a contraction of balanced to unbalanced, describing the function
this component performs; they convert a balanced (differential) signal, which can be
understood as two ground-referenced signals of equal amplitude, but 180◦ phase differ-
ence, to an unbalanced signal, which is a single ground-referenced form. The unbal does
exactly the opposite – it converts an unbalanced signal to a balanced (differential) one.

5.7.1 Passive baluns and unbals

Passive baluns and unbals are essentially the same components, operated in different
directions. Therefore, it is common to call them by the name ‘balun’ only, irrespective
of the actual role.

A very common balun/unbal at lower RF frequencies is the centre-tapped transformer
(Figure 5.116). Due to the symmetric centre tap of the secondary winding, the balanced
output voltage is formed by two voltages v1 and v̄1 of equal amplitude, but opposite
phase. At lower frequencies, the centre-tapped transformer balun is frequently con-
structed as a toroidal transformer, using ring-shaped magnetic cores. As the frequency
of operation increases, this will rapidly not be possible anymore as the useful frequency

Vunbal Vbal

v1

v1

Fig. 5.116 Center-tapped transformer as a balun/unbal.
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Port impedance Z1

2 Z2

L1

L1

C1

C1

Fig. 5.117 Lumped-element balun circuit.

range of the core material is exceeded and also the parasitic capacitances of the windings
become excessive.

A rather straightforward balun implementation is shown in Figure 5.117. It uses a
combination of LC low-pass and high-pass filters to provide phase shifts of −90◦ and
+90◦, respectively, at the design frequency ω0. It can provide impedance transformation
at the same time. Both high-pass and low-pass filters provide the 90◦ phase shifts if

L1C1 = 1

ω2
0

. (5.267)

At this frequency, they need to additionally fulfil:

L1

C1
= 2Z1 Z2 (5.268)

to transform between the single-ended port impedance Z1 and the differential port
impedance 2Z2. Solving Equations (5.267) and (5.268) yields

L1 =
√

Z1 Z2

ω0
(5.269)

C1 = L1

2Z1 Z2
. (5.270)

As all lumped-element transformation circuits, the lumped-element balun will be quite
narrow band.

At microwave frequencies, a rather large number of possible implementations of
transmission line baluns exist. We will restrict our discussion to one example.

A very popular transmission line balun, whose operation is also quite easy to
understand, is the rat-race coupler structure shown in Figure 5.118. It consists of a trans-
mission line ring with a circumference of 1.5 times the wavelength λ, with four ports
arranged as shown in Figure 5.118. If equal power distribution to the coupled ports
is desired, the transmission line ring must have a characteristic impedance of

√
2Z0,

where Z0 is the port impedance. If we feed a signal into port 1, it will split into two par-
tial signals, which travel clockwise and counter-clockwise through the ring. They will
interfere constructively at port 3, 2 and 3, while the phase difference is π at port 4, lead-
ing to destructive interference there. The signal at port 3 lags port 1 by π/2, while the
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Fig. 5.118 A 180◦ hybrid (‘rat race’) coupler structure.

signal at port 2 leads port 1 by π/2 (well, it lags by 3π/2, but that is the same). Because
port 4 is decoupled, and we have equal power distribution, the scattering parameters
with respect to port 1 are then:

S21 = +j
1√
2

S31 = −j
1√
2

S41 = 0.

The phase difference between ports 2 and 3 is π or 180◦ – a single-ended signal into
port 1 is converted into a differential signal between ports 2 and 3. The component is
reciprocal, of course – a differential signal applied between ports 2 and 3 will combine
into a single-ended signal out of port 1.

The rat-race coupler has another interesting property – a signal inserted into port 4
will split into in-phase components out of ports 2 and 3, while port 1 is isolated. In
scattering matrix terms,

S24 = −j
1√
2

S34 = −j
1√
2

S14 = 0.

5.7.2 Active baluns and unbals

A major disadvantage of the passive baluns discussed so far is their narrow bandwidth of
operation, and at lower frequencies their potentially large chip area consumption, due to
either the size of the transmission line segments or the size of the necessary reactances.

Active circuits can provide balanced-to-unbalanced and unbalanced-to-balanced-
conversions over a wide operational bandwidth, and often in a very small chip area.
They are, therefore, frequently used in IC implementations of microwave circuits.
Disadvantages are the additional noise due to the active components, potential non-
linearities and the added power consumption, which can be considerable if high linearity
is required.
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VDD

Q1
Vin,1

Vin,2

VGG1

VGG3

VGG2

Vout

Q3

Q2

Q4

Q5

Fig. 5.119 Active balun circuit.

Figure 5.119 shows a typical active balun conversion circuit. Transistors Q1−Q3

form a differential amplifier, which is used here to suppress any common-mode com-
ponents between the input voltages Vin,1 and Vin,2. Transistors Q4 and Q5 form the
balun proper – Q4 acts in common-drain (source follower) configuration, while Q5 is in
common-source configuration, both working against the common single-ended output.

The simplest active unbal (Figure 5.120), uses a transistor which is simultaneously
configured in common-source and common-drain topology. Output 1 is at the source,
hence the voltage gain is in good approximation +1. Output 2 is at the drain, and the
resistors R1 and R2 must be chosen such that the voltage gain is −1, leading to the
desired balanced output signal Vout. Quasistatically, this is very simple – the small-
signal output voltage vout,2 is

vout,2 = −R1
vout,1

R2
,

so that for equal magnitudes of vout,1 and vout,2,

R1 = R2.

For higher frequencies, the performance deteriorates, especially due to leakage through
the transistor’s gate-drain capacitance. The useful range can be extended by cascading
a differential amplifier with good common-mode rejection.

Figure 5.121 shows an alternative active unbal, which uses common-source and
common-gate amplifiers in parallel. Q1 is a common-gate topology, with a quasi-static
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VDD

Vin

R1

Q1

R2

Vout,2

Vout,1

C ∞

C ∞

Fig. 5.120 Active unbal using a transistor in common-source/common-drain configuration.

VDD

VGG1

Q1

Q2

R1 R2

Vout,1

Vout,2

Vin

Fig. 5.121 Active unbal using a combination of common-source and common-gate topologies.

small-signal gain of gm R1,9 while Q2 is a common-source amplifier with a voltage gain
of −gm R2. Provided R1 = R2 and equal transistor transconductances gm, both output
voltages will have the same magnitude, but opposite phase: Vout,1 = Vout,2.

Compared to the earlier circuit (Figure 5.120), this circuit has the advantage that
the input impedance is significantly reduced, leading to a higher bandwidth, while the
output impedances are equal for both ports.

9 Neglecting the transistor output conductance.
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5.7.3 Quadrature generation

The generation of two signals with 90◦ phase shift is another very frequent task, as we
have seen in the discussion of image-rejection mixer topologies.

The simplest generation of quadrature signals is realised using the simple RC network
shown in Figure 5.122. The output voltages are

VQ = V0
1

1 + jωR1C1
(5.271)

VI = V0
jωR1C1

1 + jωR1C1
. (5.272)

At ω0 = 1/(R1C1), VQ lags V0 by 45◦, while VI leads V0 by 45◦ – VQ and VI are hence
in quadrature. The 90◦ phase difference between VQ and VI is maintained over a wide
frequency range, but the amplitudes are equal only at ω0. Note also that this is a lossy
network – at ω0, |VI| = |VQ| = V0/

√
2.

The polyphase filter family, an example of which is shown in Figure 5.123, uses
also passive RC elements to generate quadrature output signals from a differential input

V0

C1

R1

R1

V1

C1

VQ

Fig. 5.122 Quadrature generation using a simple RC network.

V0 VI

VQ

VI

VQ

V0

Fig. 5.123 RC polyphase network for differential quadrature generation.
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signal. It is very frequently used in fully differential receiver concepts. All RC filters
have significant loss and should therefore not be used in noise-critical signal paths –
a common use is for quadrature generation from differential LOs, or in quadrature IF
combiners at the output of image-rejection mixers such as the one shown in Figure
5.114. An in-depth description of polyphase filter operation can be found in [3].

Another common quadrature generator, this time using transmission lines, is the 90◦
hybrid, shown in Figure 5.124.

All transmission line segments are electrically a quarter wavelength long. A signal
fed into port 1 will emerge at 2 with 90◦ phase lag, and with 180◦ at port 3. The signals
at 2 and 3 are hence in quadrature. The signal from port 1 will interfere destructively at
port 4, which is hence ideally decoupled, provided that 2 and 3 are terminated with the
proper impedance Z0.

Quadrature signals can also be generated digitally where linear operation is not
mandated – following an oscillator.

The circuit depicted in Figure 5.125(a) needs a clock frequency at four times the
intended output frequency. As state changes occur only on the rising edge of the clock, it

Z0

Z0

Z0

Z0

Z0

Z0 Z0

2

Z0

2

21

4 3

Fig. 5.124 Transmission line 90◦ hybrid.

Q

(a) (b)

Q

Q

I
Q

Q

QD

D

Q

Q

Q

D

D

fclock

fclock

fout =
fclock

4

I

Q

fout =
fclock

2

Fig. 5.125 Quadrature signal generation using flipflops.
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is insensitive to the clock’s duty cycle. However, the very high clock frequency require-
ment makes it unsuitable for many applications. The circuit in Figure 5.125(b) needs
only twice the output frequency as a clock, but as it triggers on both the rising and the
falling edges of the clock, it is very sensitive to the clock’s duty cycle. The time delay
in the inverter may lead to additional problems as the clock frequency increases.

Finally, quadrature clock signals may also be generated in special oscillator circuits.
This, however, shall be beyond the scope of this book.

5.8 Problems

(1) Demonstrate that the power delivered to a load of arbitrary impedance can be
expressed as the difference in the squared magnitudes of the incident and reflected
normalised power waves – see Equation (5.3).

(2) Consider a two-port whose scattering matrix is known. Calculate the power deliv-
ered to an arbitrary load ZL as a function of the available power of the generator,
whose source impedance shall be equal to the normalising impedance Z0.

(3) You have to design a common-source amplifier with a FET technology whose
transit frequency fT is 50 GHz. The load resistance of the amplifier is given
to be 100�, the voltage gain shall be AV = −10. Calculate the input capaci-
tance – hint: use the common rule of thumb that CGD ≈ 0.1 · CGS. You may also
neglect gDS.

(4) Consider the circuit in Figure 5.126. The transistors Q1 and Q2 shall have a
transconductance of gm = 20 mS and a transit frequency fT = 50 GHz. Calculate
the input admittance of this circuit.

VDD

R1 = R2 = 50 Ω

R3 = 100 Ω

Vout,1

Vout,2

VGG1

Vin

C

Q1

Q2

∞

C ∞

C ∞

C ∞

Fig. 5.126 Active unbal circuit for Problem 4.
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(5) Suggest a simple one-transistor circuit capable of creating an impedance (ref-
erenced to ground) with a real part Re{Z1} = −400� at f = 10 GHz.
The FET technology you are using has an fT of 100 GHz and the transistor
transconductance shall be gm = 50 mS.

(6) The circuit in Figure 5.127 shall be used to realise a wideband voltage amplifier
stage. The transistor Q1 has an fT = 10 GHz and transconductance of gm =
100 mS in a bias point ID = 10 mA, VGS = −0.5 V and VDD is 10 V. The voltage
gain shall be aV = −10.
(a) Calculate R3.
(b) What is the optimum choice for C1 with respect to maximum bandwidth, if

the transistor can be modelled using the simple equivalent circuit in Figure
5.20?

(c) Calculate R2.
(d) What is VDS under these circumstances?

VDD

R2

v2
v1

C1

Q1

R3R1

C ∞

Fig. 5.127 Simple wideband amplifier.

(7) Consider the circuit in Figure 5.32. Given that all transistors have the same size,
why do Q1 and Q2 have the same collector current, provided that the current
gain β � 1? Let now IC = 5 mA for all transistors, β = 100, fT = 50 GHz,
RL = 100�. Draw the small-signal equivalent circuit and calculate the input
impedance and the voltage gain.

(8) Discuss three different ways of eliminating the feedback capacitance in ampli-
fiers.

(9) The impedance seen in the input of a common-source amplifier stage at f =
10 GHz is Z1 = (5 − j159)�. The output admittance of the preceding stage
is Y2 = 10 + j3 mS. Suggest a suitable matching network so that the available
power is transferred from the first to the second stage. Hint: the Smith chart is
very helpful here.

(10) You have the task to design a simple distributed amplifier. The transistors to use
have a transconductance gm = 400 mS and fT = 70 GHz. The gain cell shall be a
simple common-source stage. The gate width of each transistor is WG = 100 μm.
For the drain-gate capacitance, use CDG = 0.1CGS.
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The unloaded gate line has a characteristic impedance Zu = 80� and an
inductance per unit length of L ′ = 0.8 nH mm−1.

Calculate the necessary length of the gate line segments so that the character-
istic impedance of the loaded gate line is 50�. The drain line shall equally have
this impedance.

(11) In the schematic in Figure 5.63, identify the function of each of the transistors
shown. What is the purpose of the RC combination attached to the emitters of
two of the transistors?

(12) A communications system can tolerate a minimum third-order intermodulation
distance of 60 dB; the maximum input power is −20 dBm. What is the necessary
input-referred third-order intercept point?

(13) Explain why a high resonator quality factor is especially important in oscillator
using active devices with little low-frequency noise, such as Si/SiGe HBTs.

(14) Show how the Hartley image reject topology (Figure 5.114) achieves separation
of the signal and image frequencies to output A and B.
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absorption/gain spectra, 245
absorption processes, 21–24
acceptor, 19
ACPR, see adjacent channel power ratio (ACPR)
active baluns and unbals, 414–416
active forward operation, 116
adjacent channel power ratio (ACPR), 375–376
amplifier configurations

common drain/common collector, 321–323
common gate/common base, 319–321
common source/common emitter, 316–318
Miller effect, 318
with two transistors, 329–336

Battjes fT doubler, 333
cascode amplifier, 333–336
common-drain/common-source, 329–332
Darlington amplifier, 332–333

y matrix representation, 315–318
amplifier linearity, 370–376

adjacent channel power ratio, 375–376
single-tone excitation, 370–372
two-tone excitation, 372–375

ANN, see artificial neural networks (ANN)
anti-guiding parameter, 244
APD, see avalanche photodiodes (APDs)
arbitrary terminations, 299–300
Armstrong oscillator, 388
artificial neural networks (ANN), 168–169
associated gain, 312
atomic bonding, 8

covalent bonding, 8–9
atomic physics, 9

Bohr model, 10–11
photoelectric effects, 9–10

avalanche photodiodes (APDs), 275, 276
input signal photocurrent for, 276
ionisation coefficient, 272–273
multiplication factors, 273–274
optical generation rate, 273
(SAM) separate absorption and multiplication,

275
avalanching, 120

bandgap energy, 222, 262
band line-up, 38–39
bandwidth

enhancement, 328
improvement, 326–329

base design dilemma, 136–137
base push out, 125
base resistance, 128
base transit time, 126
base transport factor, 121
Battjes fT doubler, 333
bipolar and hetero-bipolar transistors, 115

heterojunction
base design dilemma, 136–137
drift base, 139–140
HBT implementations, 140–143
III–V versus Si/SiGe HBTs, 146–147
Si/SiGe HBTs, 143–146
wide-gap emitter, 137–139

homojunction, 115–116
collector current equation, 117–118
diffusion triangle, 116–117
Early effect, 122–124
ideal base current, 118–119
ideal current gain, 119
Kirk effect, 124–125
non-ideal current contributions, 119–120
non-ideal current gain, 120–121
saturation, 121–122

large-signal modelling, 147
BJTs and HBTs, 155–156
Ebers–Moll model, 147
Gummel–Poon model, 147–150
MEXTRAM model, 152–153
VBIC95 model, 150

microwave noise performance of bipolar
transistors, 131–134

small-signal dynamic behaviour, 125–129
maximum frequency of oscillation, 130–131
transit frequency, 129–130

transit time optimisation
collector transit time optimisation, 135–136
drift field in base, 134–135

bipolar junction transistors (BJT), 46
BJT, see bipolar junction transistors (BJT)
BJTs and HBTs, 155–156
Bloch theorem, 16
body-centred cubic lattice (BCC), 6
Bohr formulation, 11
Bohr model, 10–11
Boltzmann’s constant, 222
Bragg frequency, 356
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broadband amplifier techniques, 350–354
feedback techniques, 353–354
shunt peaking, 351–353

building blocks for high-speed analogue circuits,
291

baluns, unbals and hybrids
active baluns and unbals, 414–416
passive baluns and unbals, 412–414
quadrature generation, 417–419

mixers, 396
diode-based, 406–407
double-balanced, 402–404
image-rejection mixer topologies, 407–410
micromixer, 404–405
noise figure, 411–412
resistive, 398–400
single-balanced, 401–402
transconductance multiplier, 397

oscillators, 383
noise, 393–396
non-linearity in oscillators, 387–388
oscillator topologies, 388–392
resonators, 383–385
self-excitation criteria, 385–387

transistor amplifiers, 313–314
broadband amplifier techniques, 350–354
configurations, 314–323
configurations with two transistors, 329–336
differential, 336–341
distributed amplification, 354–365
feedback, 323–329
linearity, 370–376
low-noise, 365–370
power, 376–383
source-coupled, 341–342
tuned, 342–350

two-port networks, basic relations for
impedance matching, 297–298
Mason’s unilateral gain, 305–306
maximum available gain and maximum stable

gain, 305
maximum frequency of oscillation, 306
power gains for amplifier design, 298–302
scattering parameter theory, 291–295
Smith chart, 295–297
stability, 302–305

built-in potential, 32
bulk semiconductor, 257
Burrus diode, 229

CAD modelling of HEMTs, 88
MESFET versus HEMT, 91–92
non-linear capacitance equations, 90–91
static current equations, 88–90

carrier confinement, 36
carrier lifetime, 226, 240–241, 248
carrier transport in semiconductors, 29

diffusion current, 29
drift current, 29

cascode
amplifier, 333–336
topology, 368

cavity photons, 252–253
channel, 46
channel length modulation, 103
channel noise, 63
COBRA current equation, 89
collector

current equation, 117–118
resistance, 128
transit time optimisation, 134–136

common-collector configuration, 321
common-drain configuration, 321

common-source configuration, 329–332
common-emitter configuration, 316
common source configuration, 316
confinement configuration, 230, 232, 236, 238, 239,

248, 257
conformal mapping, 296
constant-velocity approximation, 51–55
constant-velocity model, 52–53
cost function, 163–164
Coulomb scattering, 67–69
covalent bonding, 3, 8–9
critical thickness, 39
crystal directions, 7

and planes, 6–8
crystal structure, 5–6
current continuity, 50
current–voltage characteristics, 33–34

dark current flowing in slab, 263
Darlington amplifier, 332–333
de Broglie relation, 11–12
density of states, 3, 19, 20, 35, 36
depletion, 30

approximation, 30
capacitance, 33
layer width, 32–33

device model optimisation, 163–164
diamond, 8
differential amplifiers, 336–341

common mode, 338–339
differential mode, 336–338
neutralisation of, 339

diffusion components, 254
diffusion current, 29
diffusion triangle, 116–117
diode-based mixers, 406–407
diode responsivity, 270
direct and indirect semiconductors, 20

absorption processes, 21–24
exciton absorption, 24–25

direct bandgap semiconductors, 20
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distributed amplification, 354–365
amplifiers with cascode cell, 360–361
amplifier variations, 359–360
gain and loss in amplifiers, 358–359
general design procedure, 356–358
using Si/SiGe HBTs, 363–365

distributed Bragg reflector (DBR) lasers,
253

distributed feedback (DFB) laser, 253
donor, 19
double-balanced mixer, 402–404
drain current, 50–51, 100–101

backgating, 102
constant-mobility model, 101–102
non-ideal effects in short-channel MOSFETs,

102–105
velocity saturation, 105–106

drift base, 139–140
drift current, 29

density, 268
drift field in base, 134–135
drift saturation velocity, 52

Ebers–Moll model, 147
edge-emitting LED, 228
electrical pumping, 222
electrons

and hole distribution, 19–20
in semiconductor, 16

electrostatic theory, 67
emission coefficient, 120
emitter efficiency, 121
emitter follower, see source follower
epoch, 173
exciton absorption, 24–25
external power efficiency, 226
extrinsic semiconductors, 18–19

Fabry–Perot lasers, 248
face-centred cubic lattice (FCC), 6
facet mirror reflectivity, 230
Fermi–Dirac distribution, 16
fitness index, 180–181
flat-band, 99
FM signal, 372
forward-biased emitter–base

junction, 125
free electron, 16
fT doubler, 332

GaAs MESFET, 48
gain coefficient, 239–240
gain-guided lasers, 231–233
gain saturation sets, 371
gate length, 49
gate width, 49
generation-recombination noise, 265

gradual channel approximation, 49
Gummel–Poon model, 147–150

Hawkins’ theory, 133
HBT, see heterojunction bipolar transistors (HBT)
Heisenberg uncertainty principle, 12
heterojunction bipolar transistors (HBT)

base design dilemma, 46, 136–137
drift base, 139–140
III–V versus Si/SiGe HBTs, 146–147
implementations, 140–143
Si/SiGe HBTs, 143–146
wide-gap emitter, 137–139

heterojunction LED, 228
heterostructures, 35–37

band diagrams, 37–38
band line-up, 38–39
constructing heterostructure band diagrams,

37–38
lattice mismatch, 39–40

heterostructure bipolar transistor photodetector, 284
HICUM model, 153–155
high electron mobility, 80
high electron mobility transistor (HEMT), 67

CAD modelling, 88
MESFET versus HEMT, 91–92
non-linear capacitance equations, 90–91
static current equations, 88–90

charge control, 69–74, 69–75
channel current – constant mobility, 75–77
channel current – constant velocity, 77–78

Coulomb scattering, 67–69
high electron mobility, 80
non-ideal behaviour, 80–83

trapping effects, 83–85
small-signal parameters, 78–79
structural variations, 85

metamorphic, 87–88
pseudomorphic structure, 86–87
pulse-doped structure, 85–86

high-speed lasers, 259–261
separate confinement (SC) region, 261
tunnelling injection laser, 261

hill-climbing capability of SA, 166
homojunction bipolar transistors, 115–116

collector current equation, 117–118
diffusion triangle, 116–117
Early effect, 122–124
ideal base current, 118–119
ideal current gain, 119
Kirk effect, 124–125
non-ideal current contributions, 119–120
non-ideal current gain, 120–121
saturation, 121–122

Hopfield recurrent neural networks
energy function, 174
HBTs modelling of, 174–177
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image frequency, 407
image-rejection mixer topologies, 407–410
impedance inverters, 349
impedance matching, 297–298
index-guided lasers, 231–233
indirect gap semiconductors, 223
inductive source degeneration, 326
input signal photocurrent, 270
internal quantum efficiency, 225–226
intrinsic and extrinsic base resistances, 193–195
intrinsic semiconductors, 18
ionic bonding, 8
ion-implanted MESFET, 53

JFET, see junction field effect transistor (JFET)
Johnson noise, 265, 306
junction field effect transistor (JFET), 47

Kirchhoff’s law, 50
Kirk effect, 124–125
knee voltage, 51
Kronig–Penney model, 16–17

carriers in semiconductors, 18
effective mass, 17–18

Langevin components, 254
large-signal CAD model, 55–56

capacitance model, 56–57
parasitic circuit elements, 57–58

laser noise, 253–255
lattice, 5
lattice constant, 5
lattice mismatch, 39–40
LED, see light-emitting diodes (LED)
L–I curve, 242–244, 249
light-emitting diodes (LED)

carrier dynamics for, 226
mechanisms for, 222
modulation response, 226–227
n+–p junction, 223–224, 226–227
optical power and, 225
recombination rate, 222–223
reflection coefficient, 225
responsivity of, 226
structure of, 227–229
usage of, 229

light inversion, 98
Lilienfeld’s FET concept, 47
linear regime, 51
linewidth broadening factor, 252–253
linewidth enhancement factor, see anti-guiding

parameter
local minimum trapping, 164
lossless networks, 294
lossy networks, 294
low-frequency noise, 64
low-noise amplifier, 365–370

mapping, 296
Mason’s unilateral gain, 305–306
massively distributed computing networks,

170–171
maximum available gain, 344

and maximum stable gain, 305
maximum frequency of oscillation, 112, 130–131,

306
Meissner oscillator, see Armstrong oscillator
MESFET, 46–50

constant-velocity approximation, 51–55
drain current, 50–51
large-signal CAD model, 55–56

capacitance model, 56–57
parasitic circuit elements, 57–58

noise performance, 62
low-frequency noise, 64
microwave noise, 62–64

small-signal equivalent circuit, 58–61
versus large-signal model, 58
maximum frequency of oscillation, 61
transit frequency, 60–61

in third millennium, 64–66
Metal-oxide-semiconductor field effect transistors

(MOSFET), see MOSFET
metal-semiconductor field effect transistor

(MESFET), see MESFET
metal–semiconductor–metal detectors, 277

capacitance of, 278
quantum efficiency, 279

metamorphic HEMT, 87
metastable region, 42
MEXTRAM model, 152–153
micromixer, 404–405
microwave noise, 62–64, 112–114

performance of bipolar transistors,
131–134

Miller capacitance, 58
Miller effect, 318
Miller indices, 7
mirror reflectivity, 230
mixer noise figure, 411–412
mixers, 396

diode-based, 406–407
double-balanced, 402–404
image-rejection mixer topologies, 407–410
micromixer, 404–405
noise figure, 411–412
resistive, 398–400
single-balanced, 401–402
transconductance multiplier, 397

mode suppression ratio (MSR), 242
modulated cavity photons, 252
modulated optical power, 227
modulation response, 226–227
MOS diode operation, 97–100
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MOSFET, 46
MOS (metal oxide-semiconductor) diode, 96
multiacronym device (MAD), 80
multi-layer perceptron (MLP) neural networks, 171

backpropagation, 171–173
circuit design process, flow chart for, 173
epoch, 173

neural networks and modelling, 168–179
ANN, 168–169
classes of, 169
Hopfield recurrent neural networks, 174–179
massively distributed computing networks,

170–171
multi-layer perceptron neural networks,

171–174
neuron, 169

physical implementation of, 171
structure of, 170

neural networks by genetic algorithm, optimisation
of, 180

chromosomes and genes, 180
crossover, 180–181
fitness index, 180
flow chart for application of, 181
HBT

I–V characteristics of, 177–178
large-signal neural network model of, 177

mutation, 180
over-fitting, 181

neurons, 169–171
Neuron Transfer Function, 171
noise, 393–396

noise in two-ports
figure, 307–309
figure with arbitrary generator admittance,

310–313
phenomena, 306–307

noise equivalent power (NEP), 265
noise figure, 307–313

with arbitrary generator admittance,
310–312

of cascaded two-ports, 309–310
noise in two-ports

noise figure, 307–309
noise figure with arbitrary generator admittance,

310–312
noise phenomena, 306–307

noise performance, 62
low-frequency noise, 64
microwave noise, 62–64

noise phenomena, 306–307
non-linearity in oscillators, 387–388
non-radiative recombination coefficient, 240
normalised detectivity, 265
n+–p junction, 223–224, 226–227

optical generation rate, 273
optical sources, 221

light-emitting diodes, 222–229
preliminaries, 222
semiconductor lasers optical waveguides,

231–239
Optimisation and parameter extraction of circuit

models
device models, 163–164
neural networks applied to modelling, 168–170

Hopfield recurrent neural networks, 174–179
massively distributed computing networks,

170–171
multi-layer perceptron neural networks,

171–174
neural networks by genetic algorithm, 180–184
semi-analytical device parameter extraction

analysis, 184–198
parameter extraction results, 198–203

simulated annealing, 164–168
small-signal model of the collector-up (inverted)

HBT, 212–214
small-signal parameter extraction, 209–211

Z-parameters at zero bias, 208–209
Z-parameters for HBT, theoretical

approximations, 203–208
structured genetic algorithm, 181–184

oscillation frequency, 392
oscillators, 383

noise, 393–396
non-linearity in oscillators, 387–388
oscillator topologies, 388–393
resonators, 383–385
self-excitation criteria, 385–388

oscillator topologies, 388–393
over-fitting, 181

parasitic elements extraction of,
186–189

passive baluns and unbals, 412–414
photoconductor detector, 263, 266

generation-recombination noise, 265
with interdigitated fingers, 266
noise equivalent power (NEP), 265
normalised detectivity, 265
photoconductor slab, 263
signal-to-noise ratio, 265

photodetectors, 261–262
avalanche photodiodes, 271–277
heterostructure bipolar transistor photodetector,

284
metal–semiconductor–metal detectors, 277–279
photoconductor detector, 263–265
P–I–N diodes, 265–271
responsivity of, 262
travelling wave p–i–n photodiodes, 279–283

photoelectric effects, 9–10
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photon density, 240
photon flux density, 267
photon lifetime, 240–241
photons, 9
pinch-off voltage, 50–51
P-I-N diodes, 265–271

conduction current density, 268–269
diffusion current density, 268
drift current density, 267–268

p-i-n junction photodiode, 267
equivalent circuit of, 270

Planck’s constant, 9, 10
p–n junction(s), 30–31, 222

under bias, 33
built-in potential, 32
current–voltage characteristics, 33–34
depletion capacitance, 33
depletion layer width, 32–33
photodiode, 267

Poisson’s equation, 54
polycrystalline solids, 5
poly-Si plug, 128
port isolation, 400
port matching, 325–326
power amplifiers, 376–383

class D amplifier, 379–381
class E and F amplifiers, 381–383
classes of operation, 376–377
switched amplifiers, 377–379

power gains
for amplifier design, 298–301
definitions, 301–302

power output against current, 249
powers at input and load, 300–301
probability and uncertainty principle, 12–13
propagation constant, 230
pseudomorphic HEMT structure, 86–87
pseudo-temperature, 165
pulse-doped HEMT, 85–86
pulse-doped MESFET, 53

quadrature generation, 417–418
quanta, 9
quantum dot lasers, 255–261
quantum mechanics, 12

probability and uncertainty principle, 12–13
wave equation, 13–15

quantum well
lasers, 229, 255–259, 261
and quantum dot lasers, 258–261

radial relaxation oscillation frequency, 250
radiative recombination, 20

coefficient, 223, 240
rate, 222

radio frequency MOSFETs, 95–96
drain current, 100–101

backgating, 102
constant-mobility model, 101–102
non-ideal effects in short-channel MOSFETs,

102–104
velocity saturation, 105–106

large-signal modelling, 106–109
MOS diode operation, 97–100
small-signal model and RF performance,

109–110
maximum frequency of oscillation, 112
microwave noise, 112–114
transit frequency, 110–112

structure, 96
reciprocal mixing, 393
reciprocity, 294
recombination rate, 222–223, 241
reference planes, 294–295
relative intensity noise (RIN), 253
relaxation frequency, 251
relaxation oscillation frequency, 221, 249–251, 254,

260–261
resistive mixer, 398–404
resonators, 383–385

quality factor, 384–385
ridge laser, 232–233, 237
Rollet factor, 304, 305

SA, see simulated annealing (SA)
SAM, see separate absorption and multiplication

(SAM)
saturated regime, 51
saturation, 122
scattering parameter theory, 291–295
Schottky diode, 34–35, 49
Schrödinger wave equation, 14
second medium index, 231
second-order intermodulation, 396
self-excitation criteria, 385–386
semi-analytical device parameter extraction

equivalent circuit elements, extraction of
base–collector capacitance, 189–190
base–collector resistance, 190–192
base contact lead inductor, 193
collector contact lead inductor, 190
collector extrinsic resistance, 192–193
emitter lead inductor and base–emitter

capacitance, 195–196
emitter resistance and base–emitter resistance,

195
intrinsic and extrinsic base resistances,

193–195
parasitic elements extraction of, 186–189
transport factor, 196–198

parameter extraction results, 198, 201–202
bias-dependent parameters, 200–201
bias-independent parameters, 199
optimisation error, 199–200
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semiconductors
band diagrams, 22
carriers in, 18
elemental and binary compound, 4
in equilibrium

electron and hole distribution, 19–20
extrinsic, 18–19
intrinsic, 18

materials, 4
in periodic table, 4
recombination and radiation in, 25–26

spontaneous and stimulated emission, 26–28
ternary and quaternary, 4

semiconductor heterostructures, central design
principle of, 40

semiconductor lasers, 229
absorption, emission and gain, calculation of, 244
classification, 231–232
concepts of, 229–231
confinement factor, 230–231
emission characteristics of, 238

carrier lifetime, 240
gain coefficient, 239–240
L–I curves, 242
photon lifetime, 240–241

high-speed lasers, 259–261
laser noise, 253–255
mirror reflectivity, 230
optical waveguides in, 231–238
quantum well and quantum dot lasers, 255–259
rate equations, 244–248
steady-state and dynamic characteristics, 248–253

cavity photons, 252–253
linewidth broadening factor, 252–253
power output against current, 249
radial relaxation oscillation frequency, 250,

251
separate absorption and multiplication (SAM), 275
separate confinement (SC) region, 261
series–series feedback, 324
Shockley–Read–Hall recombination, 26
short-base diode condition, 117
shunt–shunt feedback, 324
signal-to-noise ratio, 265, 271
silicon–germanium heterostructures, 40–43
simulated annealing (SA), 164

hill-climbing capability of, 166
modelling of HEMT, application of, 166–168
pseudo-temperature, 165

single-balanced mixer, 401–402
single quantum well vertical cavity laser, 259
single-sideband noise figure, 411
single-tone excitation, 370–371
Si/SiGe HBTs, 143–146
III–V versus Si/SiGe HBTs, 146–147
slab waveguide, 232

small-signal amplifiers, 324–325
small-signal dynamic behaviour, 125–129

maximum frequency of oscillation, 130–131
transit frequency, 129–130

small-signal equivalent circuit, 58–61
versus large-signal model, 58
maximum frequency of oscillation, 61
transit frequency, 60–61

small-signal model and RF performance, 109–110
small-signal model of the collector-up (inverted)

HBT, 212–214
small-signal parameter extraction, expressions

approximation at Rbi = 0, 212
parameter extraction, 209–211
Z-parameters

for HBT, theoretical approximations, 203–208
at zero bias, 208–209

small-signal photons in cavity, 252–253
Smith chart, 295–297
solids, types of, 5
source-coupled amplifier, 341–342
source follower, 322
space charge region, 30
spontaneous emission, 26–28

factor, 247
spreading resistance, 113
stability, 308–305

circles, 303–305
Rollet’s stability factor, 304–305
unconditional, 303

statistical mechanics
Fermi–Dirac distribution, 16
free electron, 16

stimulated emission, 26–28
stimulated transition, 27
strong inversion, 98
structured genetic algorithm (SGA)

modelling of HEMT amplifier, application of, 182
parameters for, 184

for neural networks, 183
simplified power amplifier schematic, 183

supply layer, 75
surface-emitting LED, 229
surface recombination, 223

thermal noise, see Johnson noise
three-layer slab symmetric guide, 232, 237
threshold current density, 240
total cavity photons, 252
transconductance multiplier, 397
transistor amplifiers, 313–314

broadband amplifier techniques, 350–354
configurations, 314–323
configurations with two transistors, 329–336
differential amplifiers, 336–341
distributed amplification, 354–365
feedback, 323–326
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transistor amplifiers (cont.)
linearity, 370–376
low-noise amplifier, 365–370
power amplifiers, 376–383
source-coupled amplifier, 341–342
tuned amplifiers, 342–350

transit frequency, 60–61, 110–112, 129–130
transit time optimisation

collector, 135–136
drift field in base, 134–135

transmission line, 382–383
transport factor α, 196–198
transverse electric field, 24
trapezoidal Germanium profile, 145
trapping effects, 83–85
travelling wave p–i–n photodiodes

with coplanar electrodes, 280
equivalent circuit of, 282
and p–i–n structure, 281–282
velocity mismatch, 282–283
waveguide photodetector (WPD), 280

tuned amplifiers, 342–350
input and output matching networks, 344–350
resonant loads, 342–344

tunnelling injection laser, 261
two-dimensional electron gas (2DEG), 70
two-port networks, basic relations for

impedance matching, 297–298
Mason’s unilateral gain, 305–306
maximum available gain and maximum stable

gain, 305
maximum frequency of oscillation, 306

power gains for amplifier design, 298–299
scattering parameter theory, 291–295
Smith chart, 295–303
stability, 302–305

two-tone excitation, 372–375
two-tone second-order intermodulation products,

373
two-tone third-order intermodulation products, 373

ultrafast lasers, 229
under bias, 33
unilateral gain, 305
unilateralisation, 325
unloaded Q, 385

VBIC95 model, 150
Vertical cavity surface emitting lasers (VCSELs),

258, 259, 270
virtual ground, 337

wall plug efficiency, see external power efficiency
wave equation, 13–15
waveguide mode refractive index, 238
waveguide photodetector (WPD), 280
wide-gap emitter, 137–139
WPD, see waveguide photodetector (WPD)

zero-gap configuration, 39
Z-parameters

for HBT, theoretical approximations, 203–208
at zero bias, 208–209
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