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Preface 
 

Lately, there has been a growing interest in electromagnetic wave propagation in 
complex systems such as modern materials and structures. This book is intended to 
give the explanatory 20 chapters which consist of original works of the leading scien-
tists in the field of wave propagation which produced theoretical and experimental 
methods in this field of research and obtained important results.  

In chapter 1, the possible procedures for the extraction of electric and magnetic para-
meters of dispersive materials were outlined, and it was shown that the complex rela-
tive permittivity and magnetic permeability can be modeled with either dispersive 
laws or on a point-by-point basis (at individual frequencies). 

In the frame of the Kirchhoff method, the average coefficient of light scattering by sur-
face fractal structures was calculated in chapter 2. A normalized band-limited Weier-
strass function was presented for modeling 2D fractal rough surfaces. On the basis of 
numerical calculation of average scattering coefficient the scattering indicatrises dia-
grams for various surfaces and falling angles were calculated. 

As it is well known the method of moments and finite difference method are widely 
used as electromagnetic numerical techniques. In the chapter 3, depending on the in-
vestigated post geometry, a hybrid method which utilities mode-matching technique, 
method of moments and finite difference method defined in the frequency domain 
was proposed for electromagnetic wave scattering from structures containing complex 
cylindrical or spherical objects. 

The standard spaces were constructed under the physical presentation by solving the 
eigen-value problem of the matrixes of dielectric permittivity and magnetic permeabil-
ity in chapter 4. Based on the spaces, it was discussed the modal equations of electro-
magnetic waves for anisotropic media, bi-anisotropic media, dispersive medium and 
chiral medium, respectively, by converting the classical Maxwell’s vector equation to 
the eigen Maxwell’s scalar equation, each of which shows the existence of an electro-
magnetic sub-wave, and its propagation velocity, propagation direction, polarization 
direction and space pattern were completely determined in the equations. 

In chapter 5, some electromagnetic wave equations to show applications to develop 
the analytic design formula for the cavity design were presented. Several examples for 
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the rectangular cavity was introduced for atmospheric microwave plasma torch as a 
rectangular, which has uniform electromagnetic wave distribution to produce wide 
area plasma in atmospheric pressure environment. The annular cavity for klystrode 
was introduced for a microwave vacuum oscillator as a circular example, which 
adapted the grid structure and the electron beam as an annular shape, gives high effi-
ciency compared with conventional klystrode. 

Ground penetrating radar (GPR) is based on high-frequency electromagnetic wave 
propagation and its detecting targets are below the ground surface. In order to under-
stand the performance of GPR, permittivity testing and analysis are critical. In chapter 
6, permittivity analysis and measurement methods for rock sample were given for 
GPR applications.  

Focusing on the propagation of high frequency pulse electromagnetic waves in layered 
lossy and dispersive medium and after the physical forward modeling experiment, in 
chapter 7, the delamination in polished wall paintings by wall coupling antennas us-
ing GPR was explained. It was shown that the ultra-wide band GPR is capable of de-
tecting delamination in vertical resolution of about 5 mm when it is equipped with a 
transmitting antenna of 1.6 GHz central frequency. 

With the help of Maxwell’s equations, the laws of formation of the impulse of electro-
magnetic radiation in dielectric environment for conditions self-induced transparency 
were considered in chapter 8.  

In chapter 9, ultrafast electromagnetic waves emitted from semiconductors under high 
electric fields, which are closely related with ultrafast nonequilibrium transport of car-
riers in semiconductor, were investigated.  

The behavior of electromagnetic waves emitted from within the ionospheric plasma 
and the analytical solutions which are necessary to understand the characteristics of 
the environment were explained in chapter 10. Problems in plasma physics at the con-
ductivity, dielectric constants and refractive index were defined according to the me-
dia parameters. 

In the recent years, by developing the usage of new popular electronic-communication 
gadgets and home appliances like mobile phones and microwave ovens which are 
mostly sources of electromagnetic wave radiation, a severe public concern regarding 
the side-effects whether positive or negative on human health and environment has 
arisen. In chapter 11, the different types of electromagnetic field and their characteris-
tics besides of definitions were introduced and investigated separately. The biologic 
effects on live tissues and human body were also investigated for concerned fields.  

Magnetic reconnection is a very important physical process in astrophysical and la-
boratory plasmas, which enables reconfiguration of the magnetic field topology and 
converts the magnetic field energy to plasma kinetic and thermal energy. The diffusion 
region is a crucial region of reconnection where magnetic field and plasma decouple 



Preface      XI 
 

from each other and strong wave activity and complex wave particle interactions oc-
cur. In chapter 12, observations of low frequency electromagnetic waves where recon-
nection signatures are well defined as well as those observations where one only spe-
culates about such relationship were summarized. 

The switching mode circuit (SMC) is being applied widely to the power circuit and the 
signal circuit including the digital circuit now. The SMC works by the transistor or the 
other switching devices. The SEMW theory was developed for the design and analysis 
of the traces and interconnects on the SMC. The SEMW theory and its application ex-
amples of the analysis of the signal line and the power line on the system on a chip 
were presented in chapter 13. 

In chapter 14, the nonlinear absorption of a strong electromagnetic wave by confined 
electrons in low-dimensional systems in the presence of an external magnetic field was 
investigated. By using the method of the quantum kinetic equation for electrons, the 
expressions for the electron distribution function and the nonlinear absorption coeffi-
cient in quantum wells, doped superlattics, cylindrical quantum under the influence of 
an external magnetic field were obtained. 

The conditions under which transverse electromagnetic (TEM) waves exist in a source-
less medium was examined in chapter 15. It was shown that TEM waves could be clas-
sified according to whether their Poynting vector is identically zero or nonzero. 

Lorentz-Dirac equation (LDE) is the widely accepted classical equation to describe the 
motion of a scalar point charge acted by external electromagnetic fields and its own 
radiating fields. A new reduction of order form of LDE, which coincides with that ob-
tained by the method of Landau and Lifshitz in its Taylor series form was presented in 
chapter 16. 

In chapter 17, the polarization effects arisen from perforated metallic plates exhibiting 
extraordinary transmission were given. Setting aside the state-of-the-art of perforated 
metallic plates, it was shown that by applying Babinet’s principle, subwavelength hole 
arrays arranged in rectangular lattice can further enhance its potential polarization re-
sponse. 

THz wave technology is remarkable in recent optical engineering area. Many devel-
opment and application researches are being carried out. In chapter 18, one of such re-
searches, study of internal measurement application for insulating materials, was re-
viewed. Some measurements were carried out with polyethylene, in which THz wave 
shows high transmission probability, and internal cavity interface and mechanical 
stress was detected. The applicability of such internal measurement in polyethylene 
was presented. 

In chapter 19, the aim was to construct the conditions for optical reciprocity in the case 
with a nonlocal anisotropic magnetic permeability and electric permittivity, motivated 
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by the recent explosion in the research with metamaterials according to two different 
mathematical viewpoints.  

Finally, in the last chapter, beamforming of antenna arrays focused in near field zone 
or intermediate-field zone was studied and new principles of this process were re-
vealed with a purpose of increasing the 3-dimensional gain performance of antenna 
arrays at a wide range of angles and improving the quality level of this technique for 
expanding applicability of the focused antenna. 

I hope interested readers have the possibility for finding the important and fundamen-
tal results on electromagnetic wave propagation in media that exhibits different elec-
trical and magnetic properties.  

I thank to Mr. Željko Špalj and Msc. Iva Lipovic who helped me. I would also like to 
thank to Prof. Dr. Kerim GUNEY who had a lot of support for my scientific develop-
ment. 

 
Ali Akdagli 

Electrical and Electronics Dept., Mersin University 
 Turkey 
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Electric and Magnetic Characterization
of Materials

Leonardo Sandrolini, Ugo Reggiani and Marcello Artioli
Department of Electrical Engineering, University of Bologna

Italy

1. Introduction

The knowledge of the electric and magnetic properties of materials over a broadband
frequency range is an essential requirement for accurate modelling and design in
several engineering applications. Such applications span printed circuit board design,
electromagnetic shielding, biomedical research and determination of EM radiation hazards
(Deshpande et al. (1997); Li et al. (2011); Murata et al. (2005)). The electric and magnetic
properties of materials usually depend on several factors: frequency, temperature, linearity,
isotropy, homogeneity, and so on. The dispersive behaviour exhibited by these materials can
be represented by a complex relative permittivity and magnetic permeability which depend
on frequency as

ε̂(ω) = ε′(ω)− jε′′(ω) (1)

μ̂(ω) = μ′(ω)− jμ′′(ω) (2)

being ω the angular frequency, ε′, μ′ the real parts and ε′′, μ′′ the imaginary parts of
the complex relative permittivity and magnetic permeability, respectively. The real part
takes the ability of the medium to store electrical (or magnetic) energy into account, the
imaginary part the dielectric (or magnetic) energy losses. The interaction of incident
electromagnetic fields with a material can be successfully investigated only when accurate
information on the complex permittivity and magnetic permeability is attained. For example,
from the knowledge of the frequency dependence of the complex relative permittivity and
magnetic permeability of a material, the shielding effectiveness of a structure made of that
material can be predicted; similarly, signal interconnects can be accurately designed when
the frequency dependence of the dielectric substrate is known; from dielectric property
information of tissues the spatial distribution of an incident electromagnetic field and the
absorbed power can be accurately determined. Although the complex relative permittivity
and magnetic permeability are quantities not directly measurable, they are reconstructed
from the measurement of a sensor reflection coefficient or scattering parameters, which can
be obtained with a number of different techniques proposed and developed over the last
decades (Afsar et al. (1986); Baker-Jarvis et al. (1995); Faircloth et al. (2006); Ghodgaonkar
et al. (1990); Queffelec et al. (1994)). Some of these techniques are: open-ended coaxial
probe, free-space measurement, cavity resonator, parallel plate capacitor, transmission-line
techniques (microstrip, waveguide, etc.); they may be in time domain or frequency domain
and make use of probes with one or two ports. No technique is all-embracing as each
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is limited by its own constraint to specific frequencies, materials (e.g., liquid, malleable
or solid material; isotropic or anisotropic) and applications. Regardless of the technique
used for the measurement, the common challenge is the extraction of the complex relative
permittivity and/or magnetic permeability from measured data by expressing the measured
quantities as a function of these parameters. The inversion problem to be solved is thus
affected by the mathematical model, i.e., the theoretical expressions that relate the electrical
and/or magnetic parameters to the measured quantities. The inversion problem can be
solved with deterministic or stochastic methods. The complex relative permittivity and
magnetic permeability can be determined over the whole frequency range of interest or on
a point-by-point basis (at individual frequency points). It is assumed that the materials
considered in the analysis present a negligible ohmic conductivity (σ = 0). The chapter
is organized as follows. Section 2 of the chapter will briefly cover the most common
experimental methods used in the electric and magnetic characterization of materials. The
problem formulation is presented in Section 3 and the outline of a proposed procedure
for parameter extraction is given in Section 4. Finally, results obtained with the proposed
approach are shown and commented in Section 5.

2. Techniques of measurement

There exist a large number of techniques developed for the measurement of the electric and
magnetic properties of materials. The most common and widespread one- and two-port
techniques are transmission-line techniques (open-ended coaxial probe (Misra et al. (1990); Xu
et al. (1991)), rectangular (Deshpande et al. (1997); Faircloth et al. (2006); Jarem et al. (1995))
or cylindrical (Ligthart (1983)) waveguide, microstrip or stripline (Barry (1986); Queffelec et
al. (1994))), free-space measurement (Galek et al. (2010); Ghodgaonkar et al. (1990)) and cavity
resonator (Yoshikawa and Nakayama (2008)). These techniques are different for accuracy and
frequency bandwidth of measurement; some are nondestructive and noncontacting and may
require sample preparation. Measurement results can also be different because of the field
orientation with respect to the material interface, being the measurement more accurate when
the fields are tangential to the interface. Although resonator techniques are recognized as
more accurate than transmission-line techniques, they can be applied in a narrow frequency
band only. In the next sections an overview of the most common broadband techniques of
measurement is given.

2.1 One-port techniques
2.1.1 Open-ended coaxial probe
Open-ended coaxial probes have been used extensively by a number of authors mainly for
measuring the complex permittivity of dispersive materials (Misra et al. (1990); Stuchly et
al. (Febr. 1994); Xu et al. (1991)). For instance, they have been used to measure the electric
properties of biological tissues, soils, food, chemicals. The open end of the probe is put in
contact with a specimen of the material and the complex reflection coefficient at the aperture
is measured with a vector network analyzer (VNA). The technique is particularly suitable for
liquids or malleable solids that make a good contact with the probe face. The measurement of
solid materials may be affected by a significant error if there are air gaps between the face of
the probe and the sample due to surface roughness of the sample. In fact, the electric field at
the probe aperture has both the radial and axial components. Models which keep the lift-off
of the probe into account have also been proposed (Baker-Jarvis et al. (1994)). Basically, the
technique consists in retrieving the complex permittivity from the measurement by relating
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it to the coaxial probe aperture admittance which, in turn, is obtained from the measured
reflection coefficient. The probe is designed in order to have only the TEM mode propagating
along the coaxial line, therefore the upper limit of the frequency range in which this fixture
can be employed is determined by the frequency cutoff of the higher order modes created at
the discontinuity introduced by the material under test. This cutoff frequency depends on the
inner and outer diameters of the probe. Moreover, the cell must be long enough to make the
evanescent modes decay appreciably far from the open end of the probe. Another issue of
this technique concerns the probe calibration, which is usually carried out in three steps with
factory-standard calibration loads (short, open and load terminations) (Blackham and Pollard
(1997)). In order to improve the accuracy of the measurement, reference loads with liquids
of known permittivity (Marsland and Evans (1987)) or short-cavitiy terminations (Otto and
Chew (1991)) have been proposed.

2.2 Two-port techniques
2.2.1 Waveguide
The technique consists in filling completely or in part the cross-section of a waveguide (or
TEM transmission line) with a material sample and in measuring the scattering parameters by
means of a VNA in a broadband frequency range. The electric and magnetic parameters of the
material are found through the discontinuity introduced by the sample inside the waveguide
as the scattering parameters are related to the permittivity and magnetic permeability of the
material with the scattering equations (Nicolson and Ross (1970)). Although preparation is
simple, the sample needs to be machined to be fit into the fixture. The most common geometry
for the waveguides is the rectangular one; in particular, the waveguide is designed to have
only the dominant mode TE10 in order to avoid exciting higher order modes.

2.2.2 Free-space measurement
The technique consists in measuring the insertion loss and phase change of a material sample
by means of a couple of antennas. The measurement is carried out in free space in a wide
broadband frequency range, which extends from a few tens of MHz to tens of GHz according
to the available instrumentation. As the technique is contactless and nondestructing, it can
be suitable to high-temperature measurements (Ghodgaonkar et al. (1990)). The two antennas
are connected to the two ports of a VNA and the scattering parameters related to transmitted
and reflected fields are measured. The permittivity and magnetic permeability of the material
are then calculated through the scattering equations.

3. Problem formulation

The extraction of the electric and/or magnetic parameters of materials from measurement is a
two-step process. The first step of this inversion problem is to find a mathematical model that
relates the electrical and/or magnetic parameters of the material under test to the measured
quantities.

3.1 Open-ended coaxial probe formulation
For the open-ended coaxial probe measurement technique the complex relative permittivity
is determined by inverting the expression of Ŷ(ε̂), where Ŷ is the aperture admittance of the
probe (Stuchly et al. (Febr. 1994))

Ŷ = Y0
1− Γ̂
1 + Γ̂

(3)
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where Y0 is the characteristic admittance of the coaxial line and Γ̂ is the reflection coefficient
at the aperture. There are several analytical expressions for the aperture admittance of
open-ended coaxial probes (De Langhe et al. (1993); Misra et al. (1990); Xu et al. (1987; 1991))
which contain the complex permittivity explicitly and that can be compared to the measured
admittance. Some are very heavy from the computational point of view and may result in
convergence problems when numerically solved, because of the presence of multiple integrals,
Bessel functions and sine integrals. The expression for the aperture admittance given by
(Marcuvitz (1951)), found by matching the electromagnetic field around the probe aperture,
can be adopted

Ŷ =

√
ε̂Y0√

εcl ln (b/a)

{ˆ π/2

0

[
J0

(
γ0a
√

ε̂ sin θ
)
− J0

(
γ0b
√

ε̂ sin θ
)]2 dθ

sin θ

+
j
π

ˆ π

0

⎡
⎣2Si

⎛
⎝γ0a

√
ε̂

√
1 +

b2

a2 − 2
b
a

cos θ

⎞
⎠

−Si
(

2γ0a
√

ε̂ sin
θ

2

)
− Si

(
2γ0b

√
ε̂ sin

θ

2

)]
dθ

}
(4)

where: ε̂ is the complex relative permittivity of the material under test, εcl is the relative
permittivity of the coaxial line, a and b are the inner and outer radii of the coaxial line,
respectively, γ0 is the absolute value of the propagation constant in free space (see (16)), Si
and J0 are the sine integral and the Bessel function of zero order, respectively. This integral
expression can be evaluated numerically by means either of series expansion as in (Misra et
al. (1990); Xu et al. (1987)) or numerical integration.

3.2 Two-port formulation
In a similar manner, for two-port techniques the theoretical expressions of the scattering
parameters as functions of the complex relative permittivity (1) and magnetic permeability
(2) have to be found. This can be easily achieved expressing the scattering parameters
Ŝ11(ω) and Ŝ21(ω), which can be measured with a VNA and with a two-port fixture, as a
function of the reflection coefficient of the air-sample interface and transmission coefficient,
Γ̂ and T̂, respectively. For the TEM propagation mode (free-space measurement system
and TEM transmission line) and for waveguides with only the TE10 propagation mode
these expressions for S11 and S21 are (Barroso and De Paula (2010); Boughriet et al. (1997);
Ghodgaonkar et al. (1990); Ligthart (1983))

Ŝ11 =
Γ̂
(
1− T̂2)

1− Γ̂2T̂2
, (5)

Ŝ21 =
T̂
(
1− Γ̂2)

1− Γ̂2T̂2
(6)

being

Γ̂ =
Ẑ− Z0

Ẑ + Z0
, (7)

T̂ = e−γ̂d (8)
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and for a rectangular waveguide (Inan and Inan (2000); Kraus and Fleisch (1999); Sadiku
(2007))

Ẑ = j
ωμ0μ̂

γ̂
, (9)

Z0 = j
ωμ0
γ̂0

, (10)

γ̂ = j
2π

λ0

√
ε̂μ̂−

(
λ0
λ0c

)2
, (11)

γ̂0 = j
2π

λ0

√
1−

(
λ0
λ0c

)2
(12)

where Ẑ and γ̂ are the intrinsic impedance and propagation constant of the filled waveguide,
respectively, Z0 and γ̂0 are the intrinsic impedance and propagation constant of the empty
waveguide, respectively, and d is the thickness of the sample. The propagation constants
depend on the wavelength in free space λ0 and the cutoff wavelength in the waveguide λ0c
(i.e., the wavelength in free space at the cutoff frequency in the empty waveguide (Kraus and
Fleisch (1999))). For a rectangular waveguide λ0c = 2a, where the width of the waveguide a
is chosen to be twice the height of the waveguide in order to have only the TE10 propagation
mode impinging on the material sample in the frequency range of interest.
For free space-measurement, (9)-(12) become (Galek et al. (2010); Ghodgaonkar et al. (1990))

Ẑ = Z0

√
μ̂

ε̂
, (13)

Z0 =

√
μ0
ε0

, (14)

γ̂ = γ̂0
√

ε̂μ̂, (15)

γ̂0 = j
2π

λ0
(16)

where Ẑ and Z0 are the intrinsic impedances of the material under test and free space,
respectively.
Once the scattering parameters (5) and (6) are expressed as functions of ε̂ and μ̂, they must be
inverted to yield the complex relative permittivity and magnetic permeability.

4. Procedure for the extraction

The second step of the inversion problem is the extraction of the material parameters from the
measured quantities.

4.1 Nicolson-Ross-Weir procedure
In the standard Nicolson-Ross-Weir procedure (Nicolson and Ross (1970); Weir (1974)),
the relative complex permittivity and magnetic permeability are obtained explicitly for a
rectangular waveguide from (7) to (12) on a point-by-point basis as

μ̂ =
λ0g

Λ̂

(
1 + Γ̂
1− Γ̂

)
, (17)
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ε̂ =
λ2

0
μ̂

(
1

Λ̂2
+

1
λ2

0c

)
(18)

where λ0g is the wavelength in the empty waveguide

λ0g =
λ0√

1− (λ0/λ0c)
2

(19)

and
1

Λ̂2
= −

(
1

2πd
ln

1
T̂

)2
. (20)

This requires to express Γ̂ and T̂ from the measured scattering parameters Ŝ11 and Ŝ21: from
(5) and (6) one can write

K̂ =
Ŝ2

11 − Ŝ2
21 + 1

2Ŝ11
(21)

Γ̂ = K̂±
√

K̂2 − 1 (22)

T̂ =
Ŝ11 + Ŝ21 − Γ̂

1− (
Ŝ11 + Ŝ21

)
Γ̂

. (23)

However, this procedure presents phase ambiguity and suffers instability at frequencies
where the sample length is a multiple of one-half wavelength in low-loss materials. To
overcome this problem, in (Baker-Jarvis et al. (1990)) an iterative procedure has been
proposed, which gives stable solutions over the frequency range. This technique requires
setting the relative magnetic permeability to 1 and a good initial guess for the permittivity
(usually a solution of the Nicolson-Ross equations).

4.2 Fitting procedure
A different procedure for the extraction of material parameters involves minimizing the
distance between the calculated aperture admittance (4) or scattering parameters (5) and
(6) and the corresponding measured quantities through fitting algorithms, which may be
based either on deterministic or stochastic optimization procedures. The minimization can
be carried out over the whole frequency range or on a point-by-point basis (i.e., at individual
frequency points).
The former approach, followed by a number of authors, consists in modelling the complex
relative permittivity and magnetic permeability with a prespecified functional form whose
parameters needs to be determined with an optimization procedure. Laurent series can
be used for complex relative permittivity and magnetic permeability models (Domich et al.
(1991)), as well as dispersive laws, such as Havriliak-Negami and its special cases Cole-Cole
and Debye to model dielectric relaxation (Kelley et al. (2007)), or the Lorentz model for both
dielectric and magnetic dispersion (Koledintseva et al. (2002)). The Havriliak-Negami model
is an empirical modification of the single-pole Debye relaxation model

ε̂(ω) = ε∞ +
εs − ε∞[

1 + (jωτ)1−α
]β

(24)

where εs and ε∞ are the values of the real part of the complex relative permittivity at low and
high frequency, respectively, τ is the relaxation time, and α and β are positive real constants

6 Behaviour of Electromagnetic Waves in Different Media and Structures
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(0 ≤ α, β ≤ 1). From this model, the Cole-Cole equation can be derived setting β = 1; the
Debye equation is obtained with α = 0 and β = 1. This empirical model has the ability to
give a better fit to the behaviour of dispersive materials over a wide frequency range. When
multiple relaxation times are needed, the complex relative permittivity can be modelled with
a Debye function expansion

ε̂(ω) = ε∞ +
N

∑
n=1

Δεn

1 + jωτn
(25)

being Δεn and τn for n = 1, 2, . . . , N the strengths and relaxation times of the Debye dispersion,
respectively. Modelling the complex relative permittivity with the Lorentz model yields

ε̂(ω) = ε∞ +
(εs − ε∞)ω2

0
ω2

0 + jωδ−ω2
(26)

where ω0 is the resonance frequency and δ is the damping factor. For instance, for open-ended
coaxial probe measurements of complex relative permittivity, introducing (24) into (4) we
obtain an aperture admittance which depends then on five parameters

Ŷ (εs, ε∞, τ, α, β) (27)

which reduce to four in the case of the Cole-Cole model

Ŷ (εs, ε∞, τ, α) (28)

and to three for the Debye model
Ŷ (εs, ε∞, τ) . (29)

For the Debye function expansion, the aperture admittance depends on 2N + 1 parameters

Ŷ (Δε1, . . . , ΔεN , ε∞, τ1, . . . , τN) . (30)

Eventually, for the Lorentz model, the aperture admittance is

Ŷ (εs, ε∞, ω0, δ) . (31)

With reference to the above listed models (24)-(26) for the dispersion law, this approach is
summarized in Fig. 1. The unknown parameters are then extracted by fitting the expressions
from (27) to (31) to the measured characteristic data.
It can be observed that this approach can also be applied to measurement techniques of
the complex permittivity other than open-ended coaxial probes, provided that the analytical
relation between a measurable quantity and the complex permittivity is known. In a
similar manner, it can be applied to the simultaneous extraction of the complex permittivity
and magnetic permeability of a material by comparing the analytical reflection (Ŝ11) and
transmission (Ŝ21) coefficients to the measurements carried out with a VNA in the standard
transmission-line or free-space techniques.
The success of the extraction of the model parameters relies on a proper choice of the
dispersive laws for the material under test; conversely, the fitting algorithms may experience
nonconvergence issues or the parameters of the models may be determined with excessive
errors. Especially for newly developed materials, individuating the proper dispersion laws
may result in a difficult task. Moreover, the complexity of the models affects also the choice of
the fitting algorithm for the parameter extraction.

7Electric and Magnetic Characterization of Materials
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ε̂(ω) = ε∞ +
εs − ε∞

1 + (jωτ)1−α

ε̂(ω) = ε∞ +
εs − ε∞

[1 + (jωτ)1−α]β

ε̂(ω) = ε∞ +
εs − ε∞
1 + jωτ

ε̂(ω) = ε∞ +
N∑

n=1

Δεn
1 + jωτn

ε̂(ω) = ε∞ +
(εs − ε∞)ω2

0

ω2
0 + jωδ − ω2 Ŷ (εs, ε∞, ω0, δ)

Ŷ (Δε1, ...,ΔεN , ε∞, τ1, ..., τN )

Ŷ (εs, ε∞, τ, α)

Ŷ (εs, ε∞, τ)

Ŷ (εs, ε∞, τ, α, β)

Ŷ = Ŷ (ε̂)

Fig. 1. Aperture admittance of an open-ended coaxial probe as a function of dispersion law
parameters.

For these reasons, the latter approach can be followed, which consists in not making any
assumption on the dispersive laws and in determining the real and imaginary parts of the
material complex parameters at each measurement frequency (on a point-by-point basis).
Once the complex relative permittivity and magnetic permeability as a function of frequency
are known, proper models can be chosen to represent the material properties over the entire
frequency range of measurement. For example, for isotropic materials which exhibit electric
and magnetic properties, the inversion process involves the minimization of an objective
function ϕ of the kind

ϕ
(

fi, ε′, ε′′, μ′, μ′′
)
=

N

∑
i=1

[(
Ŝ11measured ( fi)− Ŝ11calculated

(
fi, ε′, ε′′, μ′, μ′′

))2

+
(
Ŝ21measured ( fi)− Ŝ21calculated

(
fi, ε′, ε′′, μ′, μ′′

))2
]

(32)

where fi is the generic frequency of the N frequencies of the measurement data set. The
reflection and transmission coefficients Ŝ11 and Ŝ21 are those of a two-port technique of
Sec. 2. Similarly, when the open-ended coaxial probe is used, the determination of the
complex permittivity requires to minimize an objective function ψ at each frequency of the
measurement data set

ψ
(

fi, ε′, ε′′
)
=

N

∑
i=1

(
Ŷmeasured ( fi)− Ŷcalculated

(
fi, ε′, ε′′

))2 . (33)
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This approach is handled with the proposed procedure, where a number of optimization
algorithms are used to search the minimum values and to overcome possible convergence
issues or local minima stalemates. They can be deterministic (e.g., Newton, Interior Point,
Quasi-Newton, Levenberg-Marquardt, Gradient, Nonlinear Conjugate Gradient, Principal
Axis, Nelder-Mead) or stochastic (e.g., Differential Evolution, Simulated Annealing, Random
Search, Particle Swarm). This choice is also motivated as different optimization methods
may result in being more appropriate to extract the complex relative permittivity and/or
magnetic permeability of the same material at different measurement frequencies. For each
measurement frequency, the optimization methods are applied according to a user defined
sequence. In case an optimization method does not reach convergence or the desired
accuracy within the maximum number of iterations, the minimum search is repeated with
the next optimization method in the sequence. The proposed procedure, summarized in the
flow-chart of Fig. 2, was implemented in Mathematica (Wolfram Research, Inc. (2008)), a
powerful and complex programming environment with the capability of performing both
numerical and symbolic calculations. This computational language can be easily extended
developing custom algorithms. The optimization methods employed in the parameter
extraction procedure are listed in Table 1; of course, other optimization algorithms may be
added to this sequence, thus increasing the chances of determining the complex relative
permittivity with the requested accuracy. The worst result is given by the failure of all
optimization methods.
The interesting aspect of this approach is that the determination of the complex relative
permittivity and magnetic permeability may be enhanced with subsequent refinements;
more experimental points measured at different frequencies can be added to the first set of
measurement data. The procedure can then be run on this additional data set only, extracting
the complex relative permittivity at these additional frequencies. Parallelization is another
interesting feature of the proposed procedure: in fact, the minimization of the objective
function is carried out at each single frequency, and each minimization process is independent
from the others. The procedure can then be quite easily implemented on a grid computing
system to speed up the extraction process.

5. Results

In order to show the application of the procedure, the complex relative permittivity of
methanol was extracted over the frequency range 1–15 GHz. For this nonmagnetic material,
the reflection coefficient is sufficient for the complex permittivity determination and thus a
single objective function in terms of ε̂ was used. In particular, the complex relative permittivity
was obtained from the aperture admittance of an open-ended coaxial probe, that can be
related to the reflection coefficient. With reference to (4), the inner and outer radii of the
open-ended coaxial probe are a = 0.04 cm and b = 0.114 cm, respectively, and the dielectric
between the inner and outer conductors has a relative permittivity εcl = 1.58 (Misra et al.
(1990)). With the former approach outlined in Sec. 4.2, solving the inverse problem yields a
vector of the unknown parameters. The dispersion models considered in the extraction are
the Havriliak-Negami, the Cole-Cole, the Debye and Debye function expansion models. As
some of the algorithms are stochastic with initial values chosen randomly within a search
range, different runs of the procedure may give spread solutions which are averaged out. The
dispersion of the parameter values of thee models (Havriliak-Negami, Cole-Cole, and Debye)
can be compared graphically, as shown in Fig. 3, by normalizing each parameter value over
its own search range. It can be noticed that the fewer the parameters, the less they are spread

9Electric and Magnetic Characterization of Materials
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Last method?

Last frequency?

YESNO

YES

NO

NOYES

Fig. 2. Flow-chart of the extraction procedure of the complex relative permittivity and/or
magnetic permeability.

over the search range: the parameters of the Debye model are less dispersed than those of
Havriliak-Negami or Cole-Cole models. Conversely, when the latter approach in Sec. 4.2 is
adopted, the complex permittivity is extracted on a point-by-point basis at each frequency of
the measurement range. The real and imaginary parts of the complex relative permittivity
extracted with both approaches are shown in Figs. 4 and 5, respectively, together with the
permittivity values as calculated in (Misra et al. (1990)). The curves in the plots are labelled
accordingly. From the two plots it can be noticed that the behaviour versus frequency of the
complex relative permittivity extracted at individual frequencies (labelled “No model” in the
graphics) is in good agreement with that related to the Havriliak-Negami and Debye function
expansion dielectric relaxation models. The agreement is less good with both the Debye and
Cole-Cole dispersive models, which give similar values for the permittivity over the frequency
range.
The validation of the extraction procedure consists in calculating the aperture admittance of
the coaxial probe using (4) and the complex relative permittivity extracted and comparing

10 Behaviour of Electromagnetic Waves in Different Media and Structures
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Method

Deterministic

Newton
Interior Point

Quasi-Newton
Levenberg–Marquardt

Gradient
Nonlinear Conjugate Gradient

Principal Axis
Nelder–Mead

Stochastic
Differential Evolution
Simulated Annealing

Random Search
Particle Swarm

Table 1. Optimization methods employed in the parameter extraction procedure.

������ ����

� ��� ���� ��

��� ��� � ���

� ����� ����

� ��� �� �� ��

����������

� ������� ��

����������

����������

����������

����������

����������

0.0 0.2 0.4 0.6 0.8 1.0

Εs

Ε�

Τ

Α

Β

Fig. 3. Normalized parameter values obtained with the Havriliak-Negami (+), Cole-Cole (-)
and Debye (◦) models.

it to the measured one. The comparison is shown in Figs. 6 and 7 for the real and
imaginary parts of the aperture admittance, respectively. The plots show that the aperture
admittance calculated with the complex permittivity extracted on a point-by-point basis and
that obtained with the Havriliak-Negami and Debye function expansion models are in a very
good agreement with the measurement. Differently, the aperture admittance calculated with
the permittivity modelled with the Debye and Cole-Cole models differs from the measured
one especially at higher frequencies. The complex permittivity extracted on a point-by-point
basis shows the best overall result.

6. Conclusion

The chapter outlines possible procedures for the extraction of electric and magnetic
parameters of dispersive materials. The complex relative permittivity and magnetic
permeability can be modelled with either dispersive laws or on a point-by-point basis (at
individual frequencies). The latter approach was implemented in a procedure proposed in

11Electric and Magnetic Characterization of Materials
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Fig. 4. Comparison of the real part of the complex relative permittivity versus frequency
extracted with the Havriliak-Negami, Cole-Cole, Debye and Debye function expansion
models and without assuming a dispersive model with that calculated according to the
procedure in (Misra et al. (1990)).

this chapter, where a number of optimization algorithms are cycled to extract the complex
relative permittivity and to overcome possible convergence issues or local minima stalemates.
The assessment and validation of the procedure were carried out against the experimental
data for the aperture admittance of an open-ended coaxial probe immersed in methanol. It
is found that the frequency behaviour of the complex relative permittivity extracted with
the procedure is in a very good agreement with that modelled according to two classic
dielectric relaxation models (Havriliak-Negami, and Debye function expansion models),
commonly adopted in literature to represent dispersive materials. Furthermore, the calculated
aperture admittance was compared with the measured one. The comparison shows that
the best level of agreement between the calculated and measured aperture admittance is
obtained with the complex relative permittivity extracted with the proposed procedure.
This approach is particularly advantageous when applied to new developed materials or
materials whose frequency behaviour is not known (materials which cannot be modelled a
priori with a dielectric relaxation model). In any case, once the complex relative permittivity
is known, a proper dielectric relaxation model can be adopted to represent the permittivity
over the whole frequency range of measurement. Its parameters can be quickly determined
with standard interpolation routines of the complex relative permittivity values previously
extracted. Interesting features of the proposed procedure are the possibility of further refining
the complex relative permittivity extraction by adding more experimental data points at later
times, and its intrinsic parallel nature, being each minimization process carried out at every
single frequency independent from the others.
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Fig. 5. Comparison of the imaginary part of the complex relative permittivity versus
frequency extracted with the Havriliak-Negami, Cole-Cole, Debye and Debye function
expansion models and without assuming a dispersive model with that calculated according
to the procedure in (Misra et al. (1990)).
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Fig. 6. Comparison of the real part of the calculated and measured (Misra et al. (1990))
aperture admittance versus frequency.
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1. Introduction 
Accurate measurement of surface roughness of machined workpieces is of fundamental 
importance particularly in the precision engineering and manufacturing industry. This is 
mainly due to the more stringent demand on material quality as well as the miniaturization 
of product components in these industries [1-3]. For instance, in the disk drive industry, to 
maintain the quality of the electrical components mounted on an optical disk, the surface 
roughness of the disk must be accurately measured and controlled. Hence, the surface 
finish, normally expressed in terms of surface roughness, is a critical parameter used for the 
acceptance or rejection of a product. 
Surface roughness is usually determined by a mechanical stylus profilometer. However, the 
stylus technique has certain limitations: the mechanical contact between the stylus and the 
object can cause deformations or damage on the specimen surface and it is a pointwise 
measurement method and is time consuming. Hence a noncontact and more speed optical 
method would be attractive. Different optical noncontact methods for measuring surface 
roughness have been developed mainly based on reflected light detection, focus error 
detection, laser scattering, speckle and the interference method [4-10]. Some of these have 
good resolutions and are being applied in some sectors where mechanical measuring 
methods previously enjoyed clear predominance. Among these methods, the light scattering 
method [11] which is a noncontact area-averaging technique, is potentially more speedy for 
surface inspection than other profiling techniques particularly the traditional stylus 
technique. Other commercially available products such as the scanning tunneling 
microscope (STM), the atomic force microscope (AFM) and subwavelength photoresist 
gratings [12-15], which are pointwise techniques, are used mainly for optically smooth 
surfaces with roughnesses in the nanometer range. 
In this chapter in the frame of the Kirchhoff method (scalar model) the average coefficient of 
light scattering by surface fractal structures was calculated. A normalized band-limited 
Weierstrass function is presented for modeling 2D fractal rough surfaces. On the basis of 
numerical calculation of average scattering coefficient the scattering indicatrises diagrams 
for various surfaces and falling angles were calculated. The analysis of the diagrams results 
in the following conclusions: the scattering is symmetrically concerning a plane of fall; with 
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increase the degree of a surface calibration the picture becomes complicated; the greatest 
intensity of a scattering wave is observed in a mirror direction; there are other direction in 
which the bursts of intensity are observed. 

2. Fractal model for two-dimensional rough surfaces 

At theoretical research of processes of electromagnetic waves scattering selfsimilar 
heterogeneous objects (by rough surfaces) is a necessity to use the mathematical models of 
dispersive objects. As a basic dispersive object we will choose a rough surface. As is 
generally known, she is described by the function ( )z x, y of rejections z of points of M of 
surface from a supporting plane (x,y) (fig.1) and requires the direct task of relief to the 
surface. 
 

 
Fig. 1. Schematic image of rough surface 

There are different modifications of Weierstrass–Mandelbrot function in the modern models 
of rough surface are used. For a design a rough surface we is used the Weierstrass limited to 
the stripe function [3,4] 
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where cw is a constant which ensures that W(x, y) has a unit perturbation amplitude; q(q> 1) 
is the fundamental spatial frequency; D (2 < D< 3) is the fractal dimension; K is the 
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fundamental wave number; N and M are number of tones, and nmϕ  is a phase term that has 
a uniform distribution over the interval [ , ]−π π . 
The above function is a combination of both deterministic periodic and random structures. 
This function is anisotropic in the two directions if M and N are not too large. It has a large 
derivative and is self similar. It is a multi-scale surface that has same roughness down to 
some fine scales. Since natural surfaces are generally neither purely random nor purely 
periodic and often anisotropic, the above proposed function is a good candidate for 
modeling natural surfaces. 
The phases nmϕ  can be chosen determinedly or casually, receiving accordingly determine or 
stochastic function ( ),z x y . We further shall consider nmϕ  as casual values, which in regular 
distributed on a piece ;−π π   . With each particular choice of numerical meanings all N M×  
phases nmϕ  (for example, with the help of the generator of random numbers) we receive 
particular (with the beforehand chosen meanings of parameters wc , , , , ,q K D N M ) 
realization of function ( ),z x y . The every possible realizations of function ( ),z x y  form 
ensemble of surfaces. 
A deviation of points of a rough surface from a basic plane proportional wc , therefore this 
parameter is connected to height of inequalities of a structure of a surface. Further it is 
found to set a rough surface, specifying root-mean-square height of its structure σ , which is 
determined by such grade: 

 2 ,hσ ≡     (2) 

where ( ),h z x y= ,  
1

0 1
... (...)

2

N M
nm

n m

dπ−

= = −π

ϕ=
π∏∏  - averaging on ensemble of surfaces. 

The connection between wc  and σ  can be established, directly calculating integrals: 
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So, the rough surface in our model is described by function from six parameters: wc  (or ), 
, , , ,q K D N M . The influence of different parameters on a kind of a surface can be 

investigated analytically, and also studying structures of surfaces constructed by results of 
numerical accounts of Weierstrass function. Analysis of the surface profiles built by us on 
results of numeral calculations (fig. 2) due to the next conclusions: 
- the wave number K  sets length of a wave of the basic harmonic of a surface; 
- the numbers N , M , D  and q  determine a degree of a surface calibration at the 

expense of imposing on the basic wave from additional harmonics, and N  and M  
determine the number of harmonics, which are imposed; 

- D  determines amplitude of harmonics;  
- q  - both amplitude, and frequency of harmonics. 
Let's notice that with increase , ,N M D  and q  the spatial uniformity of a surface on a large 
scale is increased also. 
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Fig. 2. Examples of rough surface by the Weierstrass function 2K = π ; 5N M= = ; 1σ = . 
2,1D = ; 2,5D = ; 2,9D =  (from above to the bottom) 1,1q = ; 3q = ; 7q =  (from left to 

right) 

By means of the original program worked out by us in the environment of Mathematika 5.1 
there was the created base of these various types of fractal dispersive surfaces on the basis of 
Weierstrass function. 
Influence each of parameters  q K D N M, , , ,  on character of profile of surface it appears 
difficult enough and determined by values all other parameters. So, for example, at a value 

2,1D = , what near to minimum ( 2D = ), the increase of size q does not almost change the 
type of surface (see the first column on fig.2). With the increase of size D the profile of 
surface becomes more sensible to the value q (see the second and third columns on fig.2). 
Will notice that with an increase , ,N M D  and q increases and spatial homogeneity of 
surface on grand the scale: large-scale "hills" disappear, and finely scale heterogeneities 
remind a more mesentery on a flat surface.  
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3. Electromagnetic wave scattering on surface fractal structures 
At falling of electromagnetic wave there is her dispersion on the area of rough surface - the 
removed wave scattering not only in direction of floppy, and, in general speaking, in 
different directions. Intensity of the radiation dissipated in that or other direction is 
determined by both parameters actually surfaces (by a reflectivity, in high, by a form and 
character of location of inequalities) and parameters of falling wave (frequency, 
polarization) and parameters of geometry of experiment (corner of falling). The task of this 
subdivision is establishing a connection between intensity of the light dissipated by a fractal 
surface in that or other direction, and parameters of surface. 
 

 
Fig. 3. The scheme of experiment on light scattering by fractal surface: S is a scattering 
surface; D-detector, 1θ  is a falling angle; 2θ  is a polar angle; 3θ is an azimuthally angle 

The initial light wave falls on a rough surface S under a angle 1θ  and scattering in all 
directions. The scattering wave is observed by means of the detector D in a direction which 
is characterized by a polar angle 2θ  and an azimuthally angle 3θ . The measured size is 
intensity of light sI  scattered at a direction ( )2 3,θ θ . Our purpose is construction scattering 
indicatrise of an electromagnetic wave by a fractal surface (1). 
As *

s s sI E E= ⋅
 

 (where sE


 is an electric field of the scattering wave in complex representation) 
that the problem of a finding sI  is reduced to a finding of the scattered field sE


. 

The scattered field we shall find behind Kirchhoff method [16], and considering complexity 
of a problem, we shall take advantage of more simple scalar variant of the theory according 
to which the electromagnetic field is described by scalar size. Thus we lose an opportunity 
to analyze polarizing effects 
The base formula of a Kirchhoff method allows to find the scattered field under such 
conditions: 
- the falling wave is monochromatic and plane; 
- a scattered surface rough inside of some rectangular (-X <x0 <X, -Y <y0 <Y) and 

corpulent outside of its borders; 
- the size of a rough site much greater for length of a falling wave;  
- all points of a surface have the ended gradient;  
- the reflection coefficient identical to all points of a surface;  
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- the scattering field is observed in a wave zone, i.e. is far enough from a scattering 
surface. 

Under these conditions the scattered field is given by 

 ( ) ( )
0

1 2 3 0 0 0 0
exp( ), , exp[ ( , )] ( )

2
s e

S

ikr
E r ikrF ik x y dx dy E r

r
= − θ θ θ ϕ +

π 
 

,   (4) 

Where k  is the wave number of falling wave; 2 2 2
1 2 3

RF( , , ) (A B C )
2C

θ θ θ = − + +   is a angle 

factor; R  - scattering coefficient; 0 0 0 0 0 0(x ,y ) Ax By Ch(x ,y )ϕ = + +  is the phase function; 
0 0 0 0h(x ,y ) z(x ,y )= ; 1 2 3A sin sin cos= θ − θ θ ; 2 3B sin sin= − θ θ ; 1 2C cos cos= − θ − θ ; 
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1 0
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2 0
X
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−
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−
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  (5) 

After calculation of integrals (4) and (5) by means of the formula 

( )iz sin il
l

l
e I z e ,
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φ φ

=−∞
=   

(where ( )lI z  is the Bessel function of the whole order), we receive 
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Thus, expression (6) gives the decision of a problem about finding a field scattering by a 
fractal  surface , within the limits of Kirchhoff method. 
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Now under the formula (4) it is possible to calculate intensity of scattered waves if to set 
parameters of a disseminating surface wc  (or) σ , , , , , , , nmD q K N M X Y φ , parameter k  (or 

2
k
πλ = ) a falling wave and parameters 1 2 3, ,θ θ θ  of geometry of experiment. This intensity 

will be to characterize scattering on concrete realization of a surface ( , )z x y  (with a concrete 
set of casual phases nmφ ). For comparison of calculations with experimental data it is 

necessary to operate with average on ensemble of surfaces intensity s s sI E E∗=
 

. Such 

intensity has appeared proportional intensity 
2

1
0

2 coskXY
I

r
Θ =  π 

 of the wave reflected 

from the corresponding smooth basic surface, therefore for the theoretical analysis of results 
it is more convenient to use average scattering coefficient 

0
.s

s
I

I
ρ =  

After calculation sI  and leaving from (6), we shall receive exact expression 
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As expression (7) consist the infinite sum to use it for numerical calculations inconveniently. 
Essential simplification is reached in case of n 1ξ < . Using thus decomposition function in a 
line  
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that rejecting members of orders, greater than 2
nξ . We shall receive the approached 

expression for average scattering coefficient 
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where                             
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( )
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4. Results of numerical calculations 

On the basis of numerical calculations of average factor of dispersion under the formula (8) 
we had been constructed the average scattering coefficient sρ  from 2θ  and 3.θ  (scattering 
indicatrix diagrams) for different types of scattering surfaces. At the calculations we have 
supposed R 1= , and consequently did not consider real dependence of reflection coefficient 
R  from the length of a falling wave λ  and a falling angle 1θ . The received results are 
presented on fig. 4. 
 

 
Fig. 4. Dependencies of the slog ρ  from the angles θ2 and  θ3 for the various type of fractal 
surfaces: a, a’, a’’ – the samples of rough surfaces, which the calculation of dispersion 
indexes was produced; from top to bottom the change of scattering index is rotined for three 
angles of incidence 0

1 30, 40, 60θ =  (a-d, a’-d’, a’’-d’’) at N=5, M=10, D=2.9, q=1.1; n=2, M=3, 
D=2.5, q=3; N=5, M=10, D.2.5, q=3 accordingly 
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The analysis of schedules leads to such results: 
• Scattering is symmetric concerning of a falling plane; 
• The greatest intensity of the scattering wave is observed in a direction of mirror 

reflection;   
• There are other directions in which splashes in intensity are observed; 
• With increase in a calibration degree of surfaces (or with growth of its large-scale 

heterogeneity) the picture of scattering becomes complicated. Independence of the type 
of scattering surface there is dependence of the scattering coefficient from the incidence 
angle of light wave. As far as an increase of the incidence angle from 300 to 600 amounts 
of additional peaks diminishes. Is their most number observed at 0

1 30θ = . It is related 
to influence on the scattering process of the height of heterogeneity of the surface. At 
the increase of the angle of incidence of the falling light begins as though not to “notice” 
the height of non heterogeneity and deposit from them diminishes. 

The noted features of dispersion are investigation of combination of chaoticness and self-
similarity relief of scattering surface. 

5. Conclusion 
In this chapter in the frame of the Kirchhoff method the average coefficient of light 
scattering by surface fractal structures was calculated. A normalized band-limited 
Weierstrass function is presented for modeling 2D fractal rough surfaces. On the basis of 
numerical calculation of average scattering coefficient the scattering indicatrises diagrams 
for various surfaces and falling angles were calculated. The analysis of the diagrams results 
in the following conclusions: the scattering is symmetrically concerning a plane of fall; with 
increase the degree of a surface calibration the picture becomes complicated; the greatest 
intensity of a scattering wave is observed in a mirror direction; there are other direction in 
which the bursts of intensity are observed. 
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1. Introduction

Recent progress in wireless communication systems requires the development of fast and
accurate techniques for designing and optimizing microwave components. Among such
components we focus on the structures where a set of metallic and dielectric objects is
applied. The investigation of such structures can be divided into two areas of interest. The
first approach includes open problems, i.e. the electromagnetic wave scattering by posts
arbitrarily placed in free space and illuminated by plane wave or Gaussian beam. In these
problems the scattered field patterns of the investigated structures in near and far zones
are calculated. Such structures are applied to the reduction of strut radiation of reflector
antennas Kildal et al. (1996), novel PBG and EBG structures realized as periodical arrays
Toyama & Yasumoto (2005); Yasumoto et al. (2004) and polarizers Gimeno et al. (1994). The
second approach concerns closed problems, e.g. the electromagnetic wave scattering by posts
located in different type of waveguide junctions or cavities. The main parameters describing
these structures are the frequency responses or resonant and cut-off frequencies. The
aforementioned waveguide discontinuities, as well as cylindrical and rectangular resonators,
play important role in the design of many microwave components and systems. Rectangular
waveguide junctions and circular cavities consisting of single or multiple posts are applied to
filters Alessandri et al. (2003), resonators Shen et al. (2000), phase shifters Dittloff et al. (1988),
polarizers Elsherbeni et al. (1993), multiplexers and power dividers Sabbagh & Zaki (2001).
One group of the developed techniques used to analyze scattering phenomena is a group of
hybrid methods which combine those of functional analysis with the discrete ones Aiello et al.
(2003); Arndt et al. (2004); Mrozowski (1994); Mrozowski et al. (1996); Sharkawy et al. (2006);
Xu & Hong (2004). The advantage of this approach is that the complexity of the problem can
be reduced, and time and memory efficiency algorithms can be achieved. The aforementioned
methods are focused on objects located in free space Sharkawy et al. (2006); Xu & Hong (2004)
or in waveguide junctions Aiello et al. (2003); Arndt et al. (2004); Esteban et al. (2002). Here
the objects are enclosed in a finite region where the solution is obtained with the use of
discrete methods such as finite element method (FEM) Aiello et al. (2003), finite-difference
time-domain (FDTD) Xu & Hong (2004) or frequency-domain (FDFD) Sharkawy et al. (2006)
methods and method of moments (MoM) Arndt et al. (2004); Xu & Hong (2004). In open
problems Sharkawy et al. (2006); Xu & Hong (2004) the relation between the fields in the inner
and outer regions is found by calculating the currents on the interface between the regions.
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The total scattered field from a configuration of objects is obtained from the time domain
analysis where the steady state is calculated Xu & Hong (2004) or from the iterative scattering
procedure in the case of frequency domain solution Sharkawy et al. (2006). In closed problems
Aiello et al. (2003); Arndt et al. (2004) the boundary Dirichlet conditions Aiello et al. (2003) or
general scattering matrix (GSM) approach Arndt et al. (2004) are used to combine both of the
investigated regions.
In this chapter we would like to describe a hybrid MM/MoM/FDFD/ISP method of analysis
of scattering phenomena. In comparison to alternative methods Aiello et al. (2003); Arndt
et al. (2004); Aza et al. (1998); Rogier (1998); Roy et al. (1996); Rubio et al. (1999); Sharkawy
et al. (2006); Xu & Hong (2004) the presented approach allows one to analyze scattering from
arbitrary set of objects which can be located both in free space or in waveguide junctions. In
the presented method an equivalent cylindrical or spherical object, enclosing a single object
or a set of objects, is introduced. At its surface the total incident and scattered fields are
defined and used to determine the transmission matrix representation of the object Waterman
(1971). Since the transmission matrix contains the information about the geometry and the
boundary conditions of the structure, instead of analyzing the object or group of objects with
arbitrary geometry the effective cylinders or spheres described by their transmission matrices
are used. In this approach the transmission matrix representation of each single scatterer with
simple or complex geometry is calculated with the use of analytical MM and MoM techniques
or discrete FDFD technique, respectively. Utilizing the iterative scattering procedure (ISP)
Elsherbeni et al. (1993); Hamid et al. (1991); Polewski & Mazur (2002) to analyze a set of
scatterers allows to obtain the total transmission matrix defined on a cylindrical or spherical
contour surrounding the considered configuration of objects. As the total transmission matrix
does not depend on the external excitation, it is possible to utilize the presented approach to
analyze a variety of both closed and open problems.
The presented here considerations are limited to the analysis of sets of objects homogenous in
one dimension. The validity and accuracy of the approach is verified by comparing the results
with those obtained from own measurements, derived from the analytical approach (defined
for simple structures) and the commercial finite-difference time-domain (FDTD) simulator
Quick Wave 3D (QWED) (n.d.).

2. Formulation of the problem

It is assumed that the arbitrary configuration of objects is illuminated by a known incident
field (see Fig. 1(a)). The aim of the analysis is to determine the scattered field which is a result
of this illumination. In the approach we assume the existence of an artificial cylindrical or
spherical surface (surface S) that encloses the analyzed set of objects. With this assumption
we divide the structure into two regions of investigation: inner region and outer region. On
the surface S , that separates the regions, the incident and scattered field can be related by
an aggregated transmission matrix T (T-matrix) Waterman (1971) (see Fig. 1(b)). The values
of the T-matrix terms depend on the material and geometry properties (e.g. shape of the
posts, location and orientation in space) and do not depend on the excitation. Therefore,
the investigated configuration can be placed in any external region, and the outer fields can
be combined with fields coming from the inner region. In particular T-matrix approach can
be easily applied to the analysis of open problems e.g. beam-forming structures or periodic
structures. Moreover, it can be utilized in the analysis of closed structures e.g. waveguide
filters or resonators.
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incident field

scattered field

inner
region

surface S

outer
region

(a)

incident field

scattered field

T

(b)

Fig. 1. Schematic representation of the analyzed problem: (a) multiple object configuration
and (b) aggregated T-matrix representation

In order to analyze the configuration of multiple objects placed arbitrarily in the inner region
we utilize the analytical iterative scattering procedure (ISP) Elsherbeni et al. (1993); Hamid
et al. (1991); Polewski & Mazur (2002). This method is based on the interaction of individual
posts and allows to find a total scattered field on surface S from all the obstacles. This
technique can be easily applied in orthogonal coordinate systems where the analytical solution
of wave equation can be derived, e.g. cylindrical, elliptical or spherical coordinates. The ISP
technique is thoroughly described in literature and previously was applied to the analysis
of arbitrary sets of inhomogeneous height parallel cylinders Polewski & Mazur (2002) or
arbitrary sets of spheres Hamid et al. (1991) (see Fig. 2). A more detailed description of the

ISPTi Tj
Tk T

(a)

ISP

T

T
T

i

j

k

T

(b)

Fig. 2. Analytical iterative scattering procedure (ISP) defined in (a) cylindrical coordinates
and (b) spherical coordinates

ISP will be presented in section 2.1
In order to generalize ISP to the configurations of objects with arbitrary geometry we employ
different numerical techniques, depending on the post geometry. The basic concept of this
approach is to enclose the analyzed object with irregular shape by the artificial homogeneous
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cylinder or sphere (see Fig. 2). This allows us to utilize ISP formulated in cylindrical or
spherical coordinates to determine aggregated transmission matrix T of the investigated
configuration of posts with irregular shape.
We focus here on two groups of objects. One group includes cylinders with arbitrary
cross-section and homogeneous along height and the other group includes axially
symmetrical posts with irregular shape. The geometry properties of these objects allows
one to simplify the three-dimensional (3D) problem to two-and-a-half-dimensional (2.5D) one
which is more numerically efficient and less time-consuming. In the case of objects with

(a) (b) (c)

Fig. 3. Analyzed objects: (a) homogenous posts, (b) segments of cylinders and cylinders with
conducting strips and (c) posts with irregular shape

simple geometry as presented in Fig. 3(a) the analytical mode-matching (MM) technique
is utilized. In the case of objects presented in Fig. 3(b), e.g. metallized cylinders,
fragments of metallic cylinders or corrugated posts the method of moments (MoM) is used.
Finally, in the analysis of objects with irregular shape such as cylinders with arbitrary
cross-section and axially-symmetrical posts shown in Fig. 3(c) the hybrid finite-difference
frequency-domain/mode-matching (FDFD-MM) technique is applied. The aim of the single
object analysis is to determine its own isolated transmission matrix T (T-matrix). All the
mentioned techniques and T-matrix expressions for chosen types of posts will be presented
in section 2.2.

2.1 Iterative Scattering Procedure
The ISP method is based on the interaction of individual posts and assumes that the incident
field on a single post in one iteration is derived from the scattered field from the remaining
posts in the previous iteration. In order to describe the ISP we assume that the analyzed
configuration is composed of set of K objects located arbitrarily in global coordinate system
xyz. Each analyzed object is represented by its transmission matrix Ti (where i = 1, . . . , K).
In the homogeneous region around the investigated post configuration we define the artificial
cylindrical or spherical surface S . The aim of analysis is to determine the relation between
incident and scattered fields in the outer region on the surface S .
In the first step we assume that objects are illuminated by an unknown incident field Finc(0)

defined in global coordinate system. Depending on the formulation of the method these
fields are defined as infinite series of cylindrical or spherical eigenfunctions with unknown
coefficients. As the excitation wave illuminates all the posts inside the inner region, it has to
be transformed from global coordinates of the inner region to the local coordinates of each

object (see Fig. 4). As a result of this excitation a zero order scattered field Fscat(0)
i from each

post is created (see Fig. 5). The scattered field Fscat(0)
i is defined in local coordinates xiyizi

and can be derived for desired excitation with the use of transmission matrix Ti. Next the
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Fig. 4. Incident field Finc(0) transformation from global coordinates xyz to local coordinates
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Fig. 5. Determination of new incident field in (p + 1)th iteration based on the scattered field
in pth iteration.

scattered field from the previous iteration coming from K − 1 objects is assumed to be a new

incident field Finc(1)
i on ith object in first iteration (see Fig. 5) and is defined as follows:

Finc(1)
i =

K

∑
j=1
j �=i

Finc(0)
ij , (1)

where: Finc(0)
ij is a scattered field from jth object in zero iteration transformed to local

coordinates xiyizi. Once again we derive the scattered field Fscat(1)
i for each ith object in the

configuration.
During the iteration process the scattered field from the previous iteration (from K-1 posts) is
utilized as a new incident field on the remaining post and the coefficients of the pth iteration
depend only on the coefficients of the (p− 1)th iteration.
Using this method, after a sufficient number of iterations P, the scattered electric and magnetic
fields from the ith post Fscat

Ti in its local coordinates are obtained as a superposition of the
scattered fields from each iteration (see Fig. 6)

Fscat
Ti =

P

∑
p=1

Fscat(p)
i . (2)

Having transformed the scattered fields from the local coordinates of each post to the global
coordinate system, one can define the total scattered field on the surface S as a superposition
of the scattered fields from all K posts (see Fig. 6)

Fscat
T =

K

∑
i=1

Fscat
T(i). (3)
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Bearing in mind that the scattered field obtained during the iteration process depends on the
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T

Fig. 6. Aggregated transmission matrix T of investigated objects configuration

unknown coefficients of zero order incident field, the investigated configuration of posts can
be described by aggregated T-matrix (see Fig. 6) defined in global coordinates xyz.
It should be emphasized that the described above analytical ISP allows one for fast and
numerically efficient calculations of scattering parameters of arbitrary configuration of objects.
In this approach the field transformation (interaction) matrices are evaluated only once for
desired frequency and used in all iterations. Moreover, in each iteration the scattered fields
from each post are obtained by simple multiplication and summation of matrices that makes
this procedure numerically very efficient.

2.2 Single object analysis
In the single object analysis we try to describe the analyzed object by its isolated transmission
matrix T defined on the surface S of the artificial cylinder or sphere which surrounds the object
(see Figs. 7(a) and 7(b)). The introduction of this artificial surface S allows us to divide the
computation domain into two regions: region I - inside the surface S and region II - outside the
surface S . The general solution of Helmholtz equation in cylindrical or spherical coordinates

�

Z

X

Y

surface S

z

region II

region I

�=R

(a)

r=R

�

Z

X

Y

�

surface S

region II

region I

(b)

Fig. 7. Formulation of the problem for single object with irregular shape in: (a) cylindrical
coordinates and (b) spherical coordinates.

in region II takes the following form:

Et(α, β, γ) =
2

∑
k=1

∞

∑
n=−∞

∞

∑
m=−∞

AE
knm f α

knm(α) f β
m(β) f γ

n (γ), (4)
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Ht(α, β, γ) =
2

∑
k=1

∞

∑
n=−∞

∞

∑
m=−∞

AH
knm f α

knm(α) f β
m(β) f γ

n (γ), (5)

where f α
k (α) determines the variation of the fields in direction normal to the surface S

and f β
m(β) f γ

n determines the variation of the fields in directions tangential to the surface S .
Variables α, β, γ denotes ρ, ϕ, z in cylindrical coordinates and r, ϕ, θ in spherical coordinates.
In above equations field expansion coefficients A1nm and A2nm can be related with the use of
isolated transmission matrix T as follows:

A2 = TA1, (6)

where A1 and A2 are the column vectors of AE
1nm, AH

1nm and AE
2nm, AH

2nm, respectively. In order
to determine the transmission matrix of artificial cylinder or sphere containing analyzed post
with irregular shape different techniques can be used as described in sections 2.2.1-2.2.2.

2.2.1 Analytical techniques
Transmission matrix T of homogeneous material cylinder can be simply evaluated using
mode-matching technique. In this approach in each considered region the fields are expressed
as series of eigenfunctions with unknown expansion coefficients. In order to eliminate the
unknown coefficients in region 1 of the structure and to determine the relation between
coefficients in the region 2 we need to satisfy the boundary conditions at the surface of the
object. As a result we are obtaining the desired transmission matrix of the object. In the case
of some material cylinders we present the form of transmission matrix T below. For the sake
of brevity our considerations are limited to TM case.

• metallic cylinder of radius r
The metalic cylinders find the application in structures where the high reflection coefficient
is needed, e.g. microwave filters, power dividers and polarizers. The transmission matrix
of such posts is defined as follows:

T = diag

(
− Jm(k0r)

H(2)
m (k0r)

)m=M

m=−M

, (7)

where Jm(x) and H(2)
m (x) are Bessel and the second kind Hankel functions, respectively, of

order m, and k0 = ω
√

μ0ε0.

• dielectric cylinder of radius r and relative permittivity εr

The dielectric cylinders are commonly utilized as different types of resonators in
microwave structures. Their transmission matrix is defined as follows:

T = diag

(
k0 Jm(kr)J′m(k0r)− k0 J′m(kr)Jm(k0r)

kJ′m(kr)H(2)
m (k0r)− k0 Jm(kr)H′(2)m (k0r)

)m=M

m=−M

, (8)

where k = ω
√

μ0ε0εr and prime denotes a first derivative of the function with respect of
the argument.

• ferrite cylinder of radius r and tensor permeability μ

The ferrite cylinders are used in many microwave nonreciprocal devices such as
circulators, isolators and phase shifters. The nonreciprocal properties can be controlled
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by the direction and value of bias magnetization field. For the ferrite cylinder case the
constitutive equations are expressed as follows:

D = ε0ε f E, (9)

B = μ0μE, (10)

We assume that tensor μ has the following dyadic form:

μ = μ(iρiρ + iϕiϕ) + jμa(iρiϕ − iϕiρ) + 1iziz (11)

with μ = 1 +
pδ

δ2−1 , μa =
p

δ2−1 , δ = γHi
f , p = γMs

f , Hi denotes internal bias magnetic field
intensity, Ms saturated magnetization and γ gyromagnetic coefficient of the ferrite. For
lossy ferrite δ = δ0 + jα where δ0 = γHi

f , α = γΔH
f and ΔH denotes resonance linewidth of

ferrite.
Therefore, the T-matrix for the ferrite cylinder is defined as:

T = diag

⎛
⎝ k0 Jm(kr)J′m(k0r)− Jm(k0r)

[
k

μe f f
J′m(kr)− m

r
μa

μe f f
Jm(kr)

]
H(2)

m (k0r)
[

k
μe f f J′m(kr)− m

r
μa

μe f f
Jm(kr)

]
− k0 Jm(kr)H′(2)m (k0r)

⎞
⎠

m=M

m=−M

. (12)

where ε f and μe f f =
μ2−μ2

a
μ denotes relative ferrite permittivity and effective ferrite

permeability.

• pseudo-chiral cylinders
Pseudo-chiral medium cylinders in spite of its isotropic nature allows to control the field
distribution by changing the sign of pseudo-chiral admittance (direction of Ω particles in
the post).

(a) (b)

Fig. 8. 3D view of a psuedo-chiral
cylinders:
(a) type ’1’ and (b) type ’2’

(a)

z

x
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h
I

h ’
I

I

H
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(b)

Fig. 9. General configuration of the posts:
(a) metallized dielectric, (b) corrugated
cylinder

– type ’1’
For this case the Ω particles are arranged in the cylinder as shown in Fig. 8(a).
Assuming the TMz excitation and homogeneity of the field along z the constitutive
equations are of the form:

D = ε0εE + jΩρzBρ, (13)

B = μ0μH− jμ0μΩρzEz, (14)
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where ε, μ and Ω are given in a dyadic form as:

ε = εiρiρ + εiϕiϕ + εziziz, (15)

μ = μρiρiρ + μiϕiϕ + μiziz (16)

and Ωzρ = Ωiziρ, Ωρz = Ωiρiz, Ω denotes pseudo-chiral admittance, εz > ε, μρ > μ
and ε, μ are the parameters of a host medium where εz, μρ depend on Ω. For Ω = 0,
εz −→ ε and μρ −→ μ.
For this case the T-matrix is defined as follows:

T = diag

(
Jm(k0r(2))X′v − k0 J′m(k0r(2))Xv

k0 H′(2)m (k0r(2))Xv − H(2)
m (k0r(2))X′v

)m=M

m=−M

, (17)

where: Xv = Jv(k(2)r(2)) + AvYv(k(2)r(2)), Xv = Jv(k(2)r(2)) + AvYv(k(2)r(2)) and Av
has the following form for dielectric and metallic inner core, respectively:

Av =
k(1) Jv(k(2)r(1))J′m(k(1)r(1))− k(2) J′v(k(2)r(1))Jm(k(1)r(1))
k(2)Y′v(k(2)r(1))Jm(k(1)r(1))− k(1)Yv(k(2)r(1))J′m(k(1)r(1))

, (18)

Av = − Jv(k(2)r(1))
Yv(k(2)r(1))

. (19)

The prime symbol denotes the derivative with respect to argument.
– type ’2’

For this case the Ω particles are arranged in the cylinder as shown in Fig. 8(b).
Assuming the TMz excitation and homogeneity of the field along z the constitutive
equations are of the form:

D = ε0εcE + jΩzφB, (20)

B = μ0μcH− jμ0μcΩφzE. (21)

The relative electric permittivity and magnetic permeability have dyadic form:

εc = ε(iρiρ + iφiφ) + εziziz, (22)

μc = μ(iρiρ + iziz) + μφiφiφ. (23)

The coupling dyadics are defined as Ωzφ = Ωciziφ and Ωφz = Ωciφiz.
T-matrix for this type of object has the following form:

T = diag
(

P′(a)
ν (kρr)Jm(k0r)−k0η0μφΩcP(a)

ν (kρr)Jm(k0r)−μφP(a)
ν (kρr)J ′m(k0r)

μφP(a)
ν (kρr)H(2)′

m (k0r)−P′(a)
ν (kρr)H(2)

m (k0r)+k0η0μφΩcP(a)
ν (kρr)H(2)

m (k0r)

)m=M

m=−M
(24)

where P(a)
ν (ξ) is of the form:

P(a)
ν (ξ) =

∞

∑
n=0

cnξn+ν. (25)

where c0 is an arbitrary constant, c1 =
ac0

2ν + 1
and cn =

acn−1 − cn−2

n(2ν + n)
for n ≥ 2.

Selecting c0 =
1

2νΓ(ν + 1)
, P(a)

ν (ξ), amounts to Bessel function of the first kind when

Ωc = 0 (a = 0).
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• metallized or corrugated cylinder
The object with nonhomogeneous cross-section allows to modify the scattering parameters
of the structures by the means of its simple rotation or vertical displacement. This property
can be utilized in such structures as tunable filters, resonators or antenna beam-forming
structures. This group includes the objects presented in Fig. 9. In order to find T-matrix
of these structures we use the procedure that departs from standard mode-matching
technique, and instead assumes the tangential component of electric field at the interface
between regions of the structure by an unknown function U(φ) or W(z). The functions
U(·) and W(·) are then expanded in a series of basis functions with unknown coefficients.
With this assumption, an additional degree of freedom is introduced in the problem. In
other words, the introduction of the functions U(·) and W(·) allows to include in the
formulation whatever information we have on the tangential electric field at the interface.
The basis functions should contain as much of the a priori information we have on the
behaviour of the tangential electric field at the interface as possible, its conditions at the
sharp metallic edges of the ridge especially. A set of basis functions satisfying this local
requirement is given as follows:

U(i)
k (φ) =

f
(

kπ(φ− φi)

2(π − θi)

)
3
√
(φ− φi) [2(π − θi)− (φ− φi)]

i = 1, 2 . . . I (26)

W(i)
k (z) =

g
(

kπ(z− li)

h′i

)
3
√
(z− li)(l ′i − z)

i = 1, 2 . . . I − 1 (27)

W(I)
k (z) =

g
(

kπ(z− lI)

2h′I

)
3
√
(z− lI)(2(H − lI)− (z− lI))

(28)

where f (·) and g(·) are sin(·) or cos(·) functions and 2θi = 2π − (φ′i − φi).
The inclusion of the information about the edge conditions at each of the metallic edges of
the ridge allows for an efficient and accurate analysis of the spectrum of the system. It also
eliminates the phenomenon of relative convergence which is introduced by the truncation
of the field expansions.

More detailed descriptions of presented analytical techniques can be found in the following
papers: Polewski et al. (2004) which presents formulation for metallic, dielectric and ferrite
cylinders, Lech & Mazur (2007) considering formulation for segments of cylinders and
cylinders with conducting strips and Lech et al. (2006); Polewski et al. (2006) presenting
formulation for pseudo-chiral cylinders.

2.2.2 Hybrid technique
In hybrid approach discrete FDFD and analytical solutions of Maxwell equations are used in
region I and II, respectively. The tangential components of electric and magnetic fields defined
on surface S in region I can be expressed as follows:

EI
t (α = R, β, γ) =

∞

∑
n=−∞

∞

∑
m=−∞

Cnm f β
m(β) f γ

n (γ), (29)
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HI
t (α = R, β, γ) =

∞

∑
n=−∞

∞

∑
m=−∞

Dnm f β
m(β) f γ

n (γ), (30)

where Cmn and Dmn are the unknown expansion field coefficients of electric and magnetic
fields. In above equations f β

m(β) and f γ
n (γ) are the eigenfunctions which determines the

variation of the field in the tangential to the surface S directions.
First stage of the analysis is to determine an impedance matrix Z which relates unknown
electric (29) and magnetic (30) field coefficients and is defined as follows:

C = ZD, (31)

where C and D are column vectors of Cmn and Dmn coefficients. In order to determine the
Z-matrix the discrete finite-difference frequency-domain (FDFD) technique is used. In our
considerations we focused on two group of objects presented in Fig. 10. The first group,

(a)

(b)

symmetry axis

FDFD - MM

symmetry axis

R

RR

R

Z

Z

Fig. 10. Determination of Z-matrix with the use of hybrid FDFD-MM technique

presented in Fig. 10(a), includes cylinders homogenous along their height with arbitrary
cross-section. The second group includes the axially-symmetrical posts with irregular
shape (see Fig. 10(b)). The geometry properties of this objects allow one to simplify the
three-dimensional (3D) problem to two-and-a-half dimensional (2.5D) one. As a result the
investigated post is discretized only in the α− β or α− γ plane, while in the γ or β direction
we assume analytical form of the fields which is determined by the series of eigenfunctions
f γ
n (γ) or f β

m(β), respectively.
When the Z-matrix of the object is calculated we can treat the considered post with irregular
shape as a homogenous cylinder or sphere with the boundary conditions defined by its
impedance matrix. Now, imposing the boundary continuity conditions between tangential
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components of fields in the outer (defined by equations (4) and (5)) and inner region
(defined by equations (29) and (30)) we are obtaining T-matrix of analyzed object. More
detailed description of the hybrid FDFD-MM method formulated in cylindrical and spherical
coordinates is presented in Kusiek & Mazur (2009; 2010; 2011).

3. Applications

The investigation of electromagnetic wave scattering in inner region led us to the description
of the analyzed set of objects by an aggregated T-matrix defined on the surface S which
surrounds the whole set. As the surface S is either cylindrical with circular cross-section or
spherical the investigated structure is seen from a point of view of an incoming field in outer
region as a simple cylinder or sphere with the boundary condition included in T-matrix.
The outer region can be assumed as closed or open space allowing to analyze a wide group of
application such as a rectangular waveguide junction, an open space with arbitrary incident
plane wave, a circular waveguide or resonator. The aim of the analysis is to match the fields
coming from the outer and the inner regions and formulate the generalized scattering matrix
in closed structures and the scattering coefficients for the open structures.
In order to verify the obtained mathematical models of electromagnetic wave scattering
a few configurations of the investigated structures in closed and open structures have
been investigated. The results have been compared with those obtained from commercial
simulators, found in literature and the author’s experiment.

3.1 Waveguide resonators, filters and periodic structures
For the closed structures the outer region is assumed as the waveguide junction or resonator.
The chosen applications to be investigated concern placing the circular inner region with a
set of analyzed posts in a rectangular waveguide junction or limiting the circular inner region
by electric walls forming a circular resonator. As a result of the closed structure investigation
a multimode scattering matrix of a junction or a set of resonance frequencies of a cavity are
obtained.
The first investigated configuration is a circular cavity resonator loaded with square dielectric
cylinder. In the analysis an additional boundary conditions needed to be applied for the side
wall of the cavity to obtain resonance frequencies. In the resonator case the Sommerfeld’s
radiation condition does not need to be satisfied, thus, for the numerical efficiency it is
more convenient to replace the Hankel function of the second kind in the ρ-dependent field
eigenfunctions in region outside the post with Bessel function of the second kind. This will
ensure the values of resultant resonance frequencies of the cavity are real. For the chosen
example the resonant frequencies calculated for different values of post displacement are
presented in Table 1 and are compared with measurement. The obtained results show that by
utilizing proposed method, a very good agreement with the measurements can be obtained.
By cascading single sections it is possible to utilize the presented method for filter or periodic
structure design. In order to test the validity of the method the filter structure proposed
in Alessandri et al. (2003) was investigated. The performance of the filter is predicted
by cascading S-matrices of the separated sections. The results show again that utilizing
this method a good agreement with calculations of the alternative numerical method was
obtained. The possibility of applying this method to the investigation of other structures
follows from the results.
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Table 1. Resonance frequencies (in GHz) of circular cavity
resonator loaded with single square dielectric post:
(a = 20mm, εr = 11.25) for different values of post shift d
mm.

Mode n FDFD-MM Measured
d = 0 δ [%]d = 15 d = 10 d = 0

TM1 0 1.7475 1.6299 1.5553 1.5568 0.10
TM2 0 3.2373 3.1275 3.0646 3.0644 0.01
TM3 0 3.2969 3.1375

hybrid1 1 4.0254 4.0305 4.0302 4.0056 0.61
hybrid2 1 4.0556 4.0343

TM4 0 4.6021 4.4715 4.4229 4.4181 0.11
TM5 0 4.7434 4.7523 4.7494 4.75 0.01
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B
]

FDFD-MM

EFIE [47]

(b)

Fig. 11. Waveguide filter presented in Alessandri et al. (2003): (a) schematic view of the
structure and (b) frequency response (input waveguides: 19.05× 9.52mm, resonance cavities:
6.91× 9× 9mm, 7.93× 9× 9mm, coupling irises: 6.91× 9× 0.5mm, 5.93× 5.86× 0.5mm,
4.85× 5.25× 0.5mm, dielectric resonators: r = 2.53mm, h = 2.3mm, εr = 30, dielectric
support: r = 1.75mm, h = 2.31mm, εr = 9).

It was seen from the numerical results the post with arbitrary cross-section, as distinct from
common cylinders, enables to vary the resonant frequency by a simple rotation of the object.
In cascade filters with several posts, their rotation and shift influence the coupling between the
filter resonators, which enables tuning of the circuit to the demanded frequency. The changes
of a single post position affect the shift of the resonance frequency more than the rotation
of the post. Changes of the post positions in the cascade affect the coupling values between
the posts more and thereby introduce more perturbation to the resultant frequency response
characteristic of the filter. The influence which the rotation of the post has on the resonance
frequency can be used in cascade filter structures only to introduce slight adjustments to
the filter frequency response. This effect permits us to compensate for material defects and
improper dimensions or other mechanical inaccuracies of the structure which have an effect
on the length of the cavities. The other advantage of using the nonhomogeneous cross-section
of the resonators in filter structures is that there is no need to introduce additional tuning
elements which would require some design modifications. The example of such filter is
presented in Fig. 12.
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Fig. 12. Waveguide direct coupled filter with rectangular posts: (a) photo of the fabricated
structure and (b) simulated and measured frequency response (posts dimensions: 3× 6mm
and location: l1 = 18.31mm, l2 = 21.31mm, d1 = 5.76mm, d2 = 3mm, d3 = 2.37mm).
Waveguide dimensions: 22.86× 10.16mm.

As can be seen the preliminary fabricated model with the post orientation identical to the
designed filter did not give satisfactory agreement with the designed parameters. However,
only slight corrections made by rotation of the post were needed to obtain the demanded
shape of the frequency response characteristics. Despite the small discrepancies between the
designed and measured patterns, the obtained results are more then satisfactory and, thanks
to tuning ability provided by the applied rectangular posts, the design goal was accomplished
proving the correctness of the approach.
The last analyzed structure presented in Fig. 13 is a waveguide filled with dielectric material
(εr = 2) and loaded periodically with metallic circular cylinders of finite height. At first the
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Fig. 13. Rectangular waveguide loaded periodically with metallic finite height circular
cylinders: (a) view of the structure, (b) k− β diagram and scattering parameters of
pseudo-periodic structures composed of (c) twenty sections. Parameters of the structure:
waveguide: 22.86× 10.16mm, waveguide filling: εr = 2, μr = 1, metallic cylinders:
r1 = r2 = 1mm, h1 = h2 = 8mm, x0 = 11.43mm, z0 = 5.08mm, l1 = l2 = 20mm, single
section length: L = l1 + l2.

dispersion diagram was determined for the investigated periodic structure (see Fig. 13(b)).
This figure represents the plot of propagation coefficient βL as a function of kL. The results
presented in kL− βL diagrams clearly show passbands and stopbands formed in the periodic
structure.
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The scattering parameters for the finite periodic structures containing twenty sections of
cylindrical posts were calculated and presented in Fig. 13(c). It is worth noticing that the
bands shown in dispersion diagram for the infinite periodic structure are formed and are
visible even for a finite periodic structure with small number of sections.

3.2 Antenna beam-forming structures
The method has been used to investigate open structures. Assuming the plane wave
illumination it is possible to calculate the scattering coefficients and thus obtain scattered field
pattern in near and far zones.
The rotation of the nonhomogeneous posts located in free space and illuminated by a plane
wave triggers the possibility of shaping the scattered patterns of the post arrays and allows
for some adjustments to the characteristics, such as reduction of the back and side lobes.
The first example concerns an array of five dielectric circular cylinders loaded with metallic
rectangular cylinders and illuminated by TM plane wave. The results for two different angles
ϕ0 of plane wave illumination are presented in Fig. 14. From the presented results it can be
noticed that the far field pattern is modified by changing the plane wave illumination angle.
When the plane wave angle of incidence is changed to ϕ0 = 45◦ the four main lobe appears in
scattered field characteristic. The results well agree with those obtained form the alternative
method. The second investigated example concerns a configuration of linear array of three
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Fig. 14. Normalized amplitude of scattered z component of electric field for configuration of
five dielectric circular cylinders (εri = 3) loaded with rectangle metallic cylinders (ai = 0.2λ0,
bi = 0.04λ0 for i = 1, . . . , 5) for three different sets: (a) investigated structure and normalized
scattered field patterns for: (b) ϕ = 0, ϕ0 = 0, (c) ϕ = 90◦, ϕ0 = 0, (d) ϕ = 90◦ , ϕ0 = 45◦ .

Ω cylinders type ’2’. The results are illustrated in Fig. 15. It is seen that the change of the
sign of pseudochiral admittance Ωc in the presented cases causes the reverse of the scattered
field direction. Therefor, even thou the medium is isotropic, with the change of the sign of
pseudochiral admittance Ωc it is possible to obtain analogous effects as in the ferrite medium
with the reverse of magnetization field.
The next investigated structure presented in Fig. 16 is a configuration of four dielectric
cylinders illuminated by plane wave. The normalized scattered electric field pattern is
presented in Figs. 16(b)-16(d). The results of proposed method well agree with the ones
obtained from commercial software QuickWave 3D (FDTD). From the presented results it
can be also noticed that the usage of the investigated dielectric posts allows to obtain the
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Fig. 15. Tipple post configuration ( f = 15GHz, r = 3mm, d = 10mm, εz = 4, μφ = 3.1, μ = 1):
(a) investigated structure and normalized scattered field patterns for (b) Ωc = −0.0015 (c)
Ωc = 0 and (d) Ωc = 0.0015
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Fig. 16. Plane wave scattering on configuration of four dielectric cylinders: (a) investigated
structure (r = 3mm, h = 10mm, d = 12mm, εr = 5, f0 = 14GHz)), (b) normalized scattered
electric field pattern and its cross-sections for (c) ϕ = {0, 180◦} and (d) ϕ = {45◦ , 225◦}
planes.

directional scattered field pattern with the low level of side lobes. This property of dielectric
objects can be applied in antenna beam focusing systems.
The last structure is an array of sixteen metallic cylinders presented in Fig. 17(a). As in the
previous case the analyzed set of objects is illuminated by plane wave. The normalized energy
characteristics of scattered field pattern for two different frequencies of analysis are presented
in Figs. 17(b) and 17(c). It can be noticed that the periodically situated posts allows to transmit
or reflect almost all the power of the incident wave for different frequencies. This effect can be
used in periodic structures to obtain the frequency selective surfaces which has a wide range
of applications in novel microwave systems.

3.3 Multilayered periodic structures - tunneling and electromagnetic curtain effects
In this section the scattering and tunneling properties of multilayered periodic arrangement
composed of frequency selective surfaces (FSS) will be presented.
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Fig. 17. Plane wave scattering by an array of sixteen metallic cylinders (r = 2mm, h = 18mm,
d = 16mm): (a) investigated structure and normalized scattered power pattern and its
cross-sections for (b) f0 = 5GHz, and (c) f0 = 6GHz

.

3.3.1 Description of the structure and methods of analysis
The structure under investigation is composed of a multilayered arrays of uniformly spaced
identical sections situated in a free space and illuminated by a plane wave (see Fig. 18).

plane
waveH

k

E

Fig. 18. Multilayered periodic structure composed of cylindrical objects

Such structures possess a stop band in their transmission characteristics and therefore are
called electromagnetic band gap (EBG) structures in the microwave wavelength range. The
constructive elements of these structures are comparable in size to the operation wavelength
and may be composed of different media.
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Fig. 19. Linear array of of uniformly spaced identical sections containing cylindrical objects
described by their (a) T-matrix and (b) aggregated T-matrix equivalent

The schematic representation of a single periodic array of cylindrical unit cells is presented in
Fig. 19a. The unit cell contains cylindrical metallo-dielectric object or a set of objects each of
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which is described by its isolated T-matrix. In case of multiple objects in a unit cell we use the
ISP procedure to calculate the aggregated T-matrix which then represents the whole unit cell
as shown schematically in Fig. 19b. The aggregated T-matrix is substantially changed by the
geometric parameters of the posts such as dimension and location. For the single post located
in the center of a unit cell the isolated T-matrix is utilized in the further analysis as a T-matrix
of a whole unit cell. Thus, in both cases the investigation boils down to plane wave scattering
from a periodic array of cylinders (unit cells), each of which is characterized by the aggregated
T-matrix.
It is assumed in the analysis that the investigated periodic array of cylinders is situated in a
free space and the cylinders are infinitely long, parallel to each other and spaced with distance
h along x axis on the plane y = 0. The direction of electromagnetic plane wave incidence is
assumed to be normal to the cylinder axis. The electric or magnetic field vector of an incident
plane wave may be slanted with respect to the post axis, but with the above assumptions the
problem is reduced to a two-dimensional one and therefore the incident polarization may be
decomposed into the two fundamental polarizations: TM and TE relative to the z axis.
In order to calculate a multimodal scattering matrix of a periodic array of cylindrical
scatterers we utilize an efficient numerical technique described in Kushta & Yasumoto (2000)
which is based on the transmission matrix approach and uses the lattice sums technique
Yasumoto & Yoshitomi (1999). In this method the scattering matrix which relates the incident
space-harmonics to the scattered, both reflected and transmitted ones, is defined for a periodic
array. The scattering matrix is expressed in terms of lattice sums characterizing a periodic
arrangement of scatterers and the aggregated T-matrix for posts located within a unit cell.
Having obtained the scattering matrix of a single periodic array of cylindrical objects one
can investigate the N-layered periodic array as shown in Fig. 20. The cylindrical sections in
different layers need not be identical, i.e. the dimensions, the material parameters and the
arrangement of the posts in the unit cell can be arbitrary for different layers. These differences
will affect the aggregated T-matrix of the unit cell. Additionally, the period between the cells
in different layers can also be arbitrary, which will in turn require calculating different lattice
sums for each layer. For the sake of generalization, the spacing between layers can also be
chosen arbitrarily.

T

T T T TT

T T T T
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1 1 1 1 1

2 2 2 2 2 2 2

N N N N N

[S ]1

[S ]2

[S ]N

[D ]1

Fig. 20. Cross section of a square lattice periodic array of cylindrical sections described by
aggregated T-matrix

In our approach, instead of utilizing a popular recursive formula Yasumoto (2000) for
analyzing multilayered periodic arrays, we calculate the scattering matrix of N-layered
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structure by cascading the scattering matrices of each periodic array and the scattering
matrices of free space, defined utilizing the decaying space harmonic components, which
include the spacing between the layers (see Fig. 20). To calculate the scattering matrix of
the entire structure we utilize the formula for cascading discontinuities described by their
S-matrices presented in Uher et al. (1993).

3.3.2 Results
A few examples of multilayered periodic structures have been analyzed and the reflection
characteristics of these arrays have been calculated. The results are shown for the wavelength
range h/λ0 < 1 under normal incidence, as only for such a situation the use of periodic arrays
as frequency and polarization selective components fulfils its function. Only the fundamental
Floquet mode ν = 0 is propagating in this range, thus the characteristics are plotted for R0
denoting the reflection coefficient of the fundamental space harmonic.
Although the fundamental mode is the only one propagating in the investigated range, the
analysis of multilayered systems demands utilizing the multimodal scattering matrix of a
single periodic array in the cascading process. The importance of this fact is depicted in the
first example proposed in Yasumoto et al. (2004). The power reflectance R0 for the structure
composed of two identical arrays of dielectric cylinders is calculated utilizing the cascading
procedure with the evanescent space harmonics neglected in the analysis, and the results are
presented in Fig. 21a. The scattering matrices of both periodic arrays were of the dimensions
2× 2 and contain only the reflection and transmission parameters of the fundamental mode.
As can be seen from the results, a single peak appeared in the wavelength response of
the double-layered system for both TM and TE polarizations. However, calculating the
same system as a one-layered periodic array of cylindrical sections containing two dielectric
cylinders per section, one obtains the wavelength response in reflection coefficient as depicted
in Fig. 21b. In this case, the aggregate T-matrix of a single section in the array was
calculated utilizing the ISP. Comparing the results, one can see considerable differences in
the wavelength responses. Calculating the system again as two-layered periodic structure of
circular dielectric cylinders, but taking into account the higher evanescent space harmonics,
one obtains the wavelength responses depicted in Fig. 21c. The results coincide with those
from Fig. 21b, which shows that the evanescent space harmonics play an important role
in wavelength response of multilayered arrays and the presented simplifications lead to
erroneous results in the scattering characteristics of the system. The results are with an
excellent agreement with those presented in Yasumoto et al. (2004), where the recursive
algorithm for the generalized reflection matrix was used for calculation of the periodic system.

3.3.3 Electromagnetic curtain effect
In a layered system, the multiple interaction of space harmonics scattered from each of
the array layers modifies the frequency response, and bandgaps or stopbands in which
any electromagnetic wave propagation is forbidden are formed. The power reflection
coefficients for one-hundred-layered square lattice periodic arrays with one strip-metallized
post embedded in a dielectric cylinder per unit cell versus frequency are illustrated in Figs. 23
for normal incidence of TM and TE waves. Each figure consists of three characteristics for
different rotation angles of the posts. For both polarizations a single stop band is chosen
and depicted in the figure. It is noticeable that for rotation angle ξ = 90◦ stop bands for
both polarizations are formed in the same frequency range. The characteristic plotted for
TE wave is insensitive on the posts rotation angle, however the stop band width for TM
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Fig. 21. Power reflection coefficients of the fundamental space harmonics versus
non-dimensional frequency h/λ0 for normal incidence of TM and TE waves into two-layered
periodic structure of circular dielectric cylinders. Parameters of the post: r = 0.3h, εr = 2. (a)
results obtained without the inclusion of evanescent space-harmonics, (b) results calculated
for single periodic array of double cylinder configuration (ISP procedure) and (c) results
obtained with the inclusion of evanescent space-harmonics
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Fig. 22. Cross section of a square lattice periodic array of metallized cylindrical objects for
different ξ angles: a) ξ = 0◦, b) ξ = 45◦ , c) ξ = 90◦

wave is gradually narrowing with the posts rotating from ξ = 90◦ to ξ = 0◦ and almost
vanishes for the latter. The effect described above can be called an electromagnetic curtain
effect, which allows to control the transmission of TM polarized wave though the periodic
structure, while TE wave is blocked. A similar effect was obtained and presented in Toyama &
Yasumoto (2005) in the case of a periodic array of composite circular dielectric cylinders with
two cylindrical inclusions, only in that case stop bands for both TE and TM wave polarizations
were narrowing and did not vanish in any case.
Another interesting case of band shifting can be observed for the structures with the whole
layers rotated with respect to each other. In the example presented in Fig. 24 both EBG
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Fig. 23. Power reflection coefficients of the fundamental space harmonics versus frequency
for one-hundred-layered square lattice periodic arrays of metallic posts embedded in
dielectric cylinders from Fig 22. Parameters of the structure: h = 19.5mm, d = 25mm,
r0 = 0.01h, r1 = 0.09h, R = 0.19h, ψ1,2 = 10◦, εr = 20

structures are identical but rotated by 90◦ with respect to each other. For the same plane
wave illuminating both configurations, they produce stop bands which only slightly overlap.
When half of the structure (i.e. 10 last or first arrays) are being rotated with respect to the other
half one obtains the effect of stop band shifting. The stop bands, which are almost identical
in width, can be shifted from one bandwidth to another. The case of 90◦ rotation of stacks is
presented in Fig. 24(b). When only every other periodic array are being rotated the produced
stop band is widening and in the case of 90◦ rotation it embraces both stop bands as can be
seen in Fig. 24(c).

3.3.4 Tunneling effect
An interesting effect of wave tunneling can be obtained in the structure under investigation.
This effect, along with the "growing evanescent envelope" for field distributions,
was previously observed in metamaterial medium (negative value of real permittivity
and permeability) and a structure composed of a pair of only-epsilon-negative and
only-mu-negative layers Alu & Engheta (2003). This effect was also discussed in Alu &
Engheta (2005) for periodically layered stacks of frequency selective surfaces (FSS). It was
shown in Alu & Engheta (2005) that a complete electromagnetic wave tunneling may be
achieved through a pair of different stacked FSSs which are characterized by dual behaviors,
even though each stack is completely alone opaque (operates in its stop band).
Similar effect can be obtained for the structure composed of a pair of identical stacks of
periodic arrays of cylindrical posts rotated by 90◦ with respect to each other. This effect can
also be controlled by introducing a gap d between the stacks (see Fig. 25). The calculation of a
total scattering matrix for a pair of such stacks boils down to cascading the scattering matrix
of a stack calculated for TE wave excitation with the scattering matrix calculated for TM wave
excitation.
The tunneling effect has been obtained for the periodic structure described in Fig. 25. The
stop bands are formed in the same frequency range for both TE and TM waves. Therefore, we
obtain a pair of stacks with dual behavior both of which operate in their stop bands. In the
equivalent circuit analogy one stack is represented by a periodical line loaded with capacitors,
while the other one is loaded with inductances.
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Fig. 24. Power reflection coefficients of the fundamental space harmonics versus frequency
for normal incidence of TE wave on a periodic structures; Parameters of the structures
h = 20mm, l = h, r = 0.06h, R = 0.35h, εr1 = 3, εr2 = 2.5, number of sections 20.

Fig. 25. Schematic 3-D representation of a periodic structure under investigation

Fig. 26 illustrates the power reflection coefficients for the normal incidence of a TE polarized
plane wave on stacks of periodic structures of dielectric cylinders with double dielectric
inclusions. The characteristics for scattering from structure 1, 2 and 3 are illustrated. The
results show that stacks 1 and 2 are completely opaque in presented frequency ranges.
However, when half of these configurations are rotated by 90◦ with respect to the other half,
forming the structure 3, the tunneling effect can be observed. The obtained configurations
enable the signal from a very narrow frequency range to tunnel through the structure.
This tunneling effect can be controlled by adjusting the distance d between stacks (see Fig. 25).
Fig. 27 shows the characteristics of the power reflection coefficients for the normal incidence
of a TE polarized plane wave on structure 3 for different values of distance d. It can be clearly
seen that this value is directly connected to the frequency of the tunneled wave.
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4. Conclusion

In the chapter a hybrid method of electromagnetic wave scattering from structures containing
complex cylindrical or spherical objects is presented. Depending of the investigated post
geometry different numerical techniques were utilized such as mode-matching technique,
method of moments and finite difference method defined in the frequency domain. The
proposed approach enables to determine the scattering parameters of open and closed
structures containing the configuration of cylindrical objects of arbitrary cross-section and
axially symmetrical posts. The proposed technique rests on defining the collateral cylindrical
or spherical object containing the investigated element and then utilizing the analytical
iterative model for determining scattering parameters of arbitrary configuration of objects.
The obtained solution can be combined with the arbitrary external excitation which allows
analyzing the variety of open and closed microwave structures. The convergence of the
method have been analyzed during the numerical studies. Additionally, in order to verify the
correctness of the developed method the research of a number of open and closed microwave
structures such as beam shaping configurations, resonators, filters and periodic structures
have been conducted. The obtained numerical results have been verified by comparing them
with the ones obtained form alternative numerical methods or own measurements. A good
agreement between obtained results was achieved.
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1. Introduction 
Since J. C. Maxwell presented the electromagnetic field equations in 1873, the existence of 
electromagnetic waves has been verified in various medium (Kong, 1986; Monk, 2003). But 
except for Helmholtz’s equation of electromagnetic waves in isotropic media, the laws of 
propagation of electromagnetic waves in anisotropic media are not clear to us yet. For 
example, how many electromagnetic waves are there in anisotropic media? How fast can 
these electromagnetic waves propagate? Where are propagation direction and polarization 
direction of the electromagnetic waves? What are the space patterns of these waves? 
Although many research works were made in trying to deduce the equations of 
electromagnetic waves in anisotropic media based on the Maxwell’s equation (Yakhno, 2005, 
2006; Cohen, 2002; Haba, 2004), the explicit equations of electromagnetic waves in 
anisotropic media could not be obtained because the dielectric permittivity matrix and 
magnetic permeability matrix were all included in these equations, so that only local 
behaviour of electromagnetic waves, for example, in a certain plane or along a certain 
direction, can be studied. 
On the other hand, it is a natural fact that electric and magnetic fields interact with each 
other in classical electromagnetics. Therefore, even if most of material studies deal with the 
properties due to dielectric polarisation, magneitc materials are also capable of producing 
quite interesting electro-magnetic effects (Lindellm et al., 1994). From the bi-anisotropic 
point of view, magnetic materials can be treated as a subclass of magnetoelectric materials. 
The linear constitutive relations linking the electric and magnetic fields to the electric and 
magnetic displacements contain four dyadics, three of which have direct magnetic contents. 
The magnetoelectric coupling has both theoretical and practical significance in solid state 
physics and materials science. Though first predicted by Pierre Curie, magnetoeletric 
coupling was originally through to be forbidden because it violates time-reversal symmetry, 
until Laudau and Lifshitz (Laudau & Lifshitz, 1960) pointed out that time reversal is not a 
symmetry operation in some magnetic crystal. Based on this argument, Dzyaloshinskii 
(Dzyaloshinskii, 1960) predicted that magnetoelectric effect should occur in 
antiferromagnetic crystal Cr2O3, which was verified experimentally by Astrov (Astrov, 
1960). Since then the magnetoelectric coupling has been observed in single-phase materials 
where simultaneous electric and magnetic ordering coexists, and in two-phase composites 
where the participating phase are pizoelectric and piezomagnetic (Bracke & Van Vliet,1981; 
Van Run et al., 1974) . Agyei and Birman (Agyei & Birman, 1990) carried out a detailed 



  
Behaviour of Electromagnetic Waves in Different Media and Structures 

 

54 

analysis of the linear magnetoelectric effect, which showed that the effect should occur not 
only in some magnetic but also in some electric crystals. Pradhan (Pradhan, 1993) showed 
that an electric charge placed in a magnetoelectric medium becomes a source of induced 
magnetic field with non-zero divergence of volume integral. Magnetoelectric effect in two-
phase composites has been analyzed by Harshe et al. ( Harshe et al., 1993), Nan (Nan, 1994) 
and Benveniste (Benveniste, 1995). Broadband transducers based on magnetoelectric effect 
have also been developed (Bracke & Van Vliet, 1981). Although the development mentioned 
above, no great progress in the theories of electromagnetic waves in bi-anisotropic media 
because of the difficulties in deal with the bi-coupling in electric field and magnetic one of 
the Maxell’s equation and the bi-anisotropic constitutive equation by classical 
electromagnetic theory.  
Recently there is a growing interest modeling and analysis of Maxwell’s equations (Lee & 
Madsen, 1990; Monk, 1992; Jin et al., 1999). However, most work is restricted to simple 
medium such as air in the free space. On the other hand, we notice that lossy and dispersive 
media are ubiquitous, for example human tissue, water, soil, snow, ice, plasma, optical 
fibers and radar-absorbing materials. Hence the study of how electromagnetic wave 
interacts with dispersive media becomes very important. Some concrete applications 
include geophysical probing and subsurface studied of the moon and other planets (Bui et 
al., 1991), High power and ultra-wide-band radar systems, in which it is necessary to model 
ultra-wide-band electromagnetic pulse propagation through plasmas (Dvorak & Dudley, 
1995), ground penetrating radar detection of buried objects in soil media (liu & Fan, 1999). 
The Debye medium plays an important role in electromagnetic wave interactions with 
biological and water-based substances (Gandhi & Furse, 1997). Until 1990, some paper on 
modeling of wave propagation in dispersive media started making their appearance in 
computational electromagnetics community. However, the published papers on modeling of 
dispersive media are exclusively restricted to the finite-difference time-domain methods and 
the finite element methods (Li & Chen, 2006; Lu et al., 2004). To our best knowledge, there 
exist only few works in the literature, which studied the theoretical model for the Maxwell’s 
equation in the complex anisotropic dispersive media, and no explicit equations of 
electromagnetic waves in anisotropic dispersive media can be obtained due to the 
limitations of classical electromagnetic theory. 
Chiral materials have been recently an interesting subject. In a chiral medium, an electric or 
magnetic excitation will produce simultaneously both electric and magnetic polarizations. 
On the other hand, the chiral medium is an object that cannot be brought into congruence 
with its mirror image by translation and rotation. Chirality is common in a variety of 
naturally occurring and man-made objects. From an operation point of view, chirality is 
introduced into the classical Maxwell equations by the Drude-Born-Fedorov relative 
constitutive relations in which the electric and magnetic fields are coupled via a new 
materials parameter (Lakhtakia, 1994; Lindell et al., 1994), the chirality parameter. These 
constitutive relations are chosen because they are symmetric under time reversality and 
duality transformations. In a homogeneous isotropic chiral medium the electromagnetic 
fields are composed of left-circularly polarized (LCP) and right- circularly polarized (RCP) 
components (Jaggard et al., 1979; Athanasiadis & Giotopoulos, 2003), which have different 
wave numbers and independent directions of propagation. Whenever an electromagnetic 
wave (LCP, RCP or a linear combination of them) is incident upon a chiral scatterer, then the 
scattered field is composed of both LCP and RCP components and therefore both LCP and 
RCP far-field patterns are derived. Hence, in the vector problem we need to specify two 
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directions of propagation and two polarizations. In recent years, chiral materials have been 
increasingly studied and there is a growing literature covering both their applications and 
the theoretical investigation of their properties. It will be noticed that the works dealing with 
wave phenomena in chiral materials have been mainly concerned with the study of time-
harmonic waves which lead to frequency domain studies (Lakhtakia et al., 1989; 
Athanasiadis et al., 2003).  
In this chapter, the idea of standard spaces is used to deal with the Maxwell’s 
electromagnetic equation (Guo, 2009, 2009, 2010, 2010, 2010). By this method, the classical 
Maxwell’s equation under the geometric presentation can be transformed into the eigen 
Maxwell’s equation under the physical presentation. The former is in the form of vector and 
the latter is in the form of scalar. Through inducing the modal constitutive equations of 
complex media, such as anisotropic media, bi-anisotropic media, lossy media, dissipative 
media, and chiral media, a set of modal equations of electromagnetic waves for all of those 
media are obtained, each of which shows the existence of electromagnetic sub-waves, 
meanwhile its propagation velocity, propagation direction, polarization direction and space 
pattern can be completely determined by the modal equations.This chapter will make 
introductions of the eigen theory to reader in details. Several novel theoretical results were 
discussed in the different parts of this chapter. 

2. Standard spaces of electromagnetic media 
In anisotropic electromagnetic media, the dielectric permittivity and magnetic permeability 
are tensors instead of scalars. The constitutive relations are expressed as follows 

 ,    = ⋅ = ⋅D ε E B μ H  (1) 

Rewriting Eq.(1) in form of scalar, we have 

 ,   = =ε μi ij j i ij jD E B H  (2) 

where the dielectric permittivity matrix ε  and the magnetic permeability matrix μ  are 
usually symmetric ones, and the elements of the matrixes have a close relationship with the 
selection of reference coordinate. Suppose that if the reference coordinates is selected along 
principal axis of electrically or magnetically anisotropic media, the elements at non-diagonal 
of these matrixes turn to be zero. Therefore, equations (1) and (2) are called the constitutive 
equations of electromagnetic media under the geometric presentation. Now we intend to get 
rid of effects of geometric coordinate on the constitutive equations, and establish a set of 
coordinate-independent constitutive equations of electromagnetic media under physical 
presentation. For this purpose, we solve the following problems of eigen-value of matrixes. 

 ( ) ( ),    − −λ γI Iε φ = 0 μ ϕ = 0   (3) 

where ( )1,2,3=λi i  and ( )1,2,3=γ i i  are respectively eigen dielectric permittivity and eigen 
magnetic permeability, which are constants of coordinate-independent. ( )1,2,3=φi i  and 

( )1,2,3=ϕ i i  are respectively eigen electric vector and eigen magnetic vector, which show 
the electrically principal direction and magnetically principal direction of anisotropic media, 
and are all coordinate-dependent. We call these vectors as standard spaces. Thus, the matrix 
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of dielectric permittivity and magnetic permeability can be spectrally decomposed as 
follows 

  ,    Τ Τ= =ε ΦΛΦ μ ΨΠΨ  (4) 

where [ ]1 2 3, ,= λ λ λΛ diag  and [ ]1 2 3, ,= γ γ γΠ diag  are the matrix of eigen dielectric 
permittivity and eigen magnetic permeability, respectively. { }1 2 3, ,=Φ φ φ φ  and 

{ }1 2 3, ,=Ψ ϕ ϕ ϕ  are respectively the modal matrix of electric media and magnetic media, 
which are both orthogonal and positive definite matrixes, and satisfy T = IΦ Φ , T = IΨ Ψ . 
Projecting the electromagnetic physical qualities of the geometric presentation, such as the 
electric field intensity vector E , magnetic field intensity vector H , magnetic flux density 
vector B  and electric displacement vector D  into the standard spaces of the physical 
presentation, we get 

 Τ= ⋅*D DΦ  ,  Τ= ⋅*E EΦ     (5) 

 Τ= ⋅*B BΨ  ,  Τ= ⋅*H HΨ    (6) 

Rewriting Eqs.(5) and (6) in the form of scalar, we have 

 * Τ= ⋅ i = 1,2,3Dφi iD   ,  * Τ= ⋅ i = 1,2,3Eφi iE   (7) 

 * Τ= ⋅ i = 1,2,3Bϕi iB    , * Τ= ⋅ i = 1,2,3Hϕi iH    (8) 

These are the electromagnetic physical qualities under the physical presentation. 
Substituting Eq. (4) into Eq. (1) respectively, and using Eqs.(5) and (6) yield 

 * *= i = 1,2,3λi i iD E      (9) 

 * *= i = 1,2,3γi i iB H    (10) 

The above equations are just the modal constitutive equations in the form of scalar. 

3. Eigen expression of Maxwell’s equation 
The classical Maxwell’s equations in passive region can be written as 

 × = ∇H D∇ t   ,   × = −∇E B∇ t   (11) 

Now we rewrite the equations in the form of matrix as follows 

 
1 1

2 2

3 3

0
0

0

−∂ ∂     
     ∂ −∂ = ∇    

    −∂ ∂     

z y

z x t

y x

H D
H D
H D

  (12) 

or 

 [ ]{ } { }Δ = ∇tH D    (13) 
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1 1

2 2

3 3

0
0

0

−∂ ∂     
     ∂ −∂ = −∇    

    −∂ ∂     

z y

z x t

y x

E B
E B
E B

   (14) 

or   

 [ ]{ } { }Δ = −∇tE B    (15) 

where [ ]Δ  is defined as the matrix of electric and magnetic operators. 
Substituting Eq. (1) into Eqs. (13) and (15) respectively, we have 

 [ ]{ } [ ]{ }Δ = ∇ εtH E      (16) 

 [ ]{ } [ ]{ }Δ = −∇ μtE H   (17) 

Substituting Eq. (16) into (17) or Eq. (17) into (16), yield 

 [ ]{ } [ ][ ]{ }2= −∇ μ εtH H   (18) 

 [ ]{ } [ ][ ]{ }2= −∇ μ εtE E    (19) 

where [ ] [ ][ ]= Δ Δ  is defined as the matrix of electromagnetic operators as follows 

 [ ]
( )

( )
( )

2 2 2 2

2 2 2 2

2 2 2 2

 − ∂ + ∂ ∂ ∂
 
 = ∂ − ∂ + ∂ ∂
 
 ∂ ∂ − ∂ + ∂ 



z y xy xz

yx x z yz

zx zy x y

    (20) 

In another way, substituting Eqs. (5) and (6) into Eqs. (13) and (15), respectively, we have 

 [ ][ ]{ } [ ]{ }* *Δ = −∇Φ ΨtE B    (21) 

 [ ][ ]{ } [ ]{ }* *Δ = ∇Ψ ΦtH D   (22) 

Rewriting the above in indicial notation, we get 

 { } { }* * * 1,2,3Δ = −∇ =ϕi i t i iE B i   (23) 

 { } { }* * * 1,2,3Δ = ∇ =φi i t i iH D i   (24) 

where, *
iΔ is the electromagnetic intensity operator, and i th row of [ ][ ]* Δ = Δ Φ  . 

4. Electromagnetic waves in anisotropic media 
4.1 Electrically anisotropic media 
In anisotropic dielectrics, the dielectric permittivity is a tensor, while the magnetic 
permeability is a scalar. So Eqs. (18) and (19) can be written as follows 
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 [ ]{ } [ ]{ }2
0= −∇ μ εtH H    (25) 

 [ ]{ } [ ]{ }2
0= −∇ μ εtE E      (26) 

Substituting Eqs. (4) - (6) into Eqs. (25) and (26), we have 

 { } [ ]{ }* * 2 *
0  = −∇ Λ  μtH H   (27) 

 { } [ ]{ }* * 2 *
0  = −∇ Λ  μtE E    (28) 

where [ ] [ ][ ]T*  = Φ Φ    is defined as the eigen matrix of electromagnetic operators under 
the standard spaces. We can note from Appendix A that it is a diagonal matrix. Thus Eqs. 
(27) and (28) can be uncoupled in the form of scalar 

 * * 2 *
0 0 1,2,3+ ∇ = = μ λi i i t iH H i    (29) 

 * * 2 *
0 0 1,2,3+ ∇ = = μ λi i i t iE E i    (30) 

Eqs.(29) and (30) are the modal equations of electromagnetic waves in anisotropic 
dielectrics. 

4.2 Magnetically anisotropic media 
In anisotropic magnetics, the magnetic permeability is a tensor, while the dielectric 
permittivity is a scalar. So Eqs. (18) and (19) can be written as follows 

 [ ]{ } [ ]{ }2
0= −∇ ε μtH H    (31) 

 [ ]{ } [ ]{ }2
0= −∇ ε μtE E     (32) 

Substituting Eqs. (4) - (6) into Eqs. (31) and (32), we have 

 { } [ ]{ }* * 2 *
0  = −∇ Π  εtH H     (33) 

 { } [ ]{ }* * 2 *
0  = −∇ Π  εtE E     (34) 

where [ ] [ ][ ]T*  = Ψ Ψ    is defined as the eigen matrix of electromagnetic operators under 
the standard spaces. We can also note from Appendix A that it is a diagonal matrix. Thus 
Eqs. (33) and (34) can be uncoupled in the form of scalar 

 * * 2 *
0 0 1,2,3+ ∇ = = ε γi i i t iH H i    (35) 

 * * 2 *
0 0 1,2,3+ ∇ = = ε γi i i t iE E i     (36) 

Eqs.(35) and (36) are the modal equations of electromagnetic waves in anisotropic 
magnetics. 
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5. Electromagnetic waves in bi-anisotropic media 
5.1 Bi-anisotropic constitutive equations 
The constitutive equations of bi-anisotropic media are the following (Lindellm & Sihvola, 
1994; Laudau & Lifshitz, 1960) 

 = ⋅ + ⋅D E Hε ξ     (37) 

 = ⋅ + ⋅B E Hξ μ     (38) 

where ξ is the matrix of magneto-electric parameter, and a symmetric one.  
Substituting Eqs. (5) and (6) into Eqs. (37) and (38), respectively, and multiplying them with 
the transpose of modal matrix in the left, we have 

 T T T= +* *D E HΦ Φ εΦ Φ ξΨ   (39) 

 Τ Τ Τ= +* *B E HΨ Ψ ξΦ Ψ μΨ    (40) 

Let T T= =G Φ ξΨ Ψ ξΦ , that is a coupled magneto-electric matrix, and using Eq. (4), we 
have 

 = +* * *D E GHΛ    (41) 

 = +* * *B GE HΠ     (42) 

Rewriting the above in indicial notation, we get 

 * * *= + i = 1,2,3 j = 1,2,3λi i i ij jD E g H   (43) 

 * * *= + i = 1,2,3 j = 1,2,3γi i i ij jB H g E   (44) 

Eqs. (43) and (44) are just the modal constitutive equations for bi-anisotropic media.  

5.2 Eigen equations of electromagnetic waves in bi-anisotropic media 
Substituting Eqs. (43) and (44) into Eqs. (23) and (24), respectively, we have 

 { } { }( )* * * *Δ = −∇ +ϕ γi i t i i i ij jE H g E     (45) 

 { } { }( )* * * *Δ = ∇ +φ λi i t i i i ij jH E g H    (46) 

From them, we can get 

 { } { }( ) { } { }( ) { }{ }* * * 2 *Δ − ∇ Δ + ∇ = −∇φ δ ϕ δ ϕ φ λ γ
T T

i t i ij ij i t i ij ij i t i i i i ig g E E   (47) 

 { } { }( ) { } { }( ) { }{ }* * * 2 *Δ + ∇ Δ − ∇ = −∇ϕ δ φ δ φ ϕ γ λ
T T

i t i ij ij i t i ij ij i t i i i i ig g H H   (48) 

The above can also be written as the standard form of waves 



  
Behaviour of Electromagnetic Waves in Different Media and Structures 

 

60 

 { } { } { }( ) { } { }( )* * * * 2 2 * 0 1,2,3+ ∇ Δ ⋅ − + ∇ ⋅ − = = ϕ φ φ ϕ λ γ
T T

i i t i ii i t i i ii iE g E g E i  (49) 

 { } { } { }( ) { } { }( )* * * * 2 2 * 0 1,2,3+ ∇ Δ ⋅ − + ∇ ⋅ − = = ϕ φ φ ϕ λ γ
T T

i i t i ii i t i i ii iH g H g H i   (50) 

where, { } { }* * *= Δ ⋅ Δ
T

i i i is the electromagnetic operator. Eqs.(49) and (50) are just  equations 
of electric field and magnetic field for bi-anisotropic media.   

5.3 Applications 
5.3.1 Bi-isotropic media 
The constitutive equations of bi-isotropic media are the following 

 
0 0 0 0

0 0 0 0
0 0 0 0

   
   = ⋅ + ⋅   
      

ε ξ
ε ξ

ε ξ
D E H     (51) 

 
0 0 0 0

0 0 0 0
0 0 0 0

   
   = ⋅ + ⋅   
      

ξ μ
ξ μ

ξ μ
B E H    (52) 

The eigen values and eigen vectors of those matrix are the following 

 [ ], ,= ε ε εΛ diag  ,   [ ], ,= μ μ μΠ diag    (53) 

 
1 0 0
0 1 0
0 0 1

 
 =  
  

Φ = Ψ    (54) 

We can see from the above equations that there is only one eigen-space in isotropic medium, 
which is a triple-degenerate one, and the space structure is the following 

 ( ) [ ]3
1 1 2 3, ,= φ φ φW W      (55) 

 [ ]* *
1 1

3 1,1,1
3

= =φ ϕ T    (56) 

Then the eigen-qualities and eigen-operators of bi-isotropic medium are respectively shown 
as belows 

 ( )*T
2 3

*
1 1 1

3
3

= ⋅ E +E +EE =φE     (57) 

 ( )* 2 2 2
1 = − ∂ + ∂ + ∂ x y z , 11 = ξg    (58) 

So, the equation of electromagnetic wave in bi-isotropic medium becomes 
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 ( ) ( )2 2 2 * 2 2 *
1 1∂ + ∂ + ∂ = − ∂με ξx y z tE E     (59) 

the velocity of electromagnetic wave is 

 ( )1

2

1=
−με ξ

c    (60) 

5.3.2 Dzyaloshinskii’s bi-anisotropic media 
Dzyaloshinskii’s constitutive equations of bi-anisotropic media are the following 

 
0 0 0 0

0 0 0 0
0 0 0 0

   
   = ⋅ + ⋅   
      

ε ξ
ε ξ

ε ξ
D E H

z z

   (61) 

 
0 0 0 0

0 0 0 0
0 0 0 0

   
   = ⋅ + ⋅   
      

ξ μ
ξ μ

ξ μ
B E H

z z

   (62) 

The eigen values and eigen vectors of those matrix are the following 

 [ ], ,= ε ε εΛ zdiag  ,  [ ], ,= μ μ μΠ zdiag    (63) 

 
1 0 0
0 1 0
0 0 1

 
 =  
  

Φ = Ψ    (64) 

We can see from the above equations that there are two eigen-spaces in Dzyaloshinskii’s bi-
anisotropic medium, in which one is a binary-degenerate one, the space structure is the 
following  

 ( ) [ ] [ ]2 1
1 1 2 2 3,= ⊕φ φ φW W W   (65) 

Then the eigen-qualities and eigen-operators of Dzyaloshinskii’s bi-anisotropic medium are 
respectively shown as belows 

 T
3

*
2 2= ⋅ EE =φE  ,  ( ) ( )TT * T *

2 2
* 2 2
1 2 2 1 2= − − = +E EE Eφ φE E E   (66) 

 ( )* 2 2 2 2
1 2 2= − ∂ + ∂ + ∂ − ∂ x y z xy , ( )* 2 2

2 = − ∂ + ∂ x y ,  11 22,= =ξ ξzg g  (67) 

So, the equations of electromagnetic wave in Dzyaloshinskii’s bi-anisotropic medium 
become 

 ( ) ( )2 2 2 2 2 2 2 2 2 2
1 2 1 22 2∂ + ∂ + ∂ − ∂ + = − ∂ +με ξx y z xy tE E E E   (68) 

 ( ) ( )2 2 2 2
3 3∂ + ∂ = − ∂μ ε ξx y z z z tE E    (69) 
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the velocities of electromagnetic wave are 

 ( )1

2

1=
−με ξ

c    (70) 

 ( )2

2

1=
−μ ε ξz z z

c     (71) 

It is seen both from bi-isotropic media and Dzyaloshinskii’s bi-anisotropic medium that the 
electromagnetic waves in bi-anisotropic medium will go faster duo to the bi-coupling 
between electric field and magnetic one.  

6. Electromagnetic waves in lossy media 
6.1 The constitutive equation of lossy media 
The constitutive equation of lossy media is the following 

 = ⋅ ⋅
t

σ τ
τ
ED E +ε d

d
d

   (72) 

It is equivalent to the following differential constitutive equation 

 = ⋅ ⋅  σD E + Eε    (73) 

Let 

 e = ⋅D Eε  ,  d = ⋅ σD E  (74) 

Eq.(73) can be written as 

 e d=  D D + D      (75) 

or 

 { } [ ] [ ]( ){ }∇ = ∇ +ε σt tD E    (76) 

Using Eq.(5), the above becomes 

 { } [ ] [ ][ ] [ ] [ ][ ]( ){ }* *∇ = ∇ +Φ ε Φ Φ σ ΦT T
t tD E    (77) 

According to Appendix B and Eq.(77), we have 

 { } [ ] [ ]( ){ }* *∇ = ∇ +Λ Γt tD E    (78) 

Rewriting the above in indicial notation, we get 

 ( )* *∇ = ∇ +λ ηt i i t i iD E    (79) 

Eq.(79) is just the modal constitutive equations for lossy media. 
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6.2 Eigen equations of electromagnetic waves in lossy media 
Substituting Eqs. (10) and (79) into Eqs. (23) and (24), respectively, we have 

 { } { }* * * 1,2,3Δ = −∇ =ϕ γi i t i i iE H i    (80) 

 { } { }( )* * * 1,2,3Δ = ∇ + =φ λ ηi i i i t i iH E i    (81) 

From them, we can get 

 * * * * 0 1,2,3+ ∇ + ∇ = = ξ γ λ ξ γ ηi i tt i i i i t i i i iE E E i   (82) 

 * * * * 0 1,2,3+ ∇ + ∇ = = ξ γ λ ξ γ ηi i tt i i i i t i i i iH H H i    (83) 

where { } { }* *= ⋅ξ φ ϕ
T

i i i . Eqs.(82) and (83) are just equations of electric field and magnetic field 

for bi-anisotropic media. 

6.3 Applications 
In this section, we discuss the propagation laws of electromagnetic waves in an isotropic 
lossy medium. The material tensors in Eqs.(1) and (72) are represented by the following 
matrices 

 
11

11

11

0 0 
 0 0 
 0 0 

ε
ε

ε
ε = , 

11

11

11

0 0
0 0
0 0

 
 =  
  

μ
μ

μ
μ , 

11

11

11

0 0
0 0
0 0

 
 =  
  

σ
σ

σ
σ  (84) 

The eigen values and eigen vectors of those matrix are the following 

 [ ]11 11 11, ,= ε ε εΛ diag , [ ]11 11 11, ,= μ μ μΠ diag , [ ]11 11 11, ,= σ σ σΓ diag  (85) 

 
1 0 0
0 1 0
0 0 1

 
 = = =  
  

Φ Ψ Θ   (86) 

We can see from the above equations that there is only one eigen-space in an isotropic lossy 
medium, which is a triple-degenerate one, and the space structure is the following.   

 ( ) [ ]3
1 1 2 3, ,=W φ φ φmag W  , ( ) [ ]3

1 1 2 3, ,=W ϕ ϕ ϕele W    (87) 

where, { }*
1

3 1,1,1
3

=φ T , { }*
1

3 1,1,1
3

=ϕ T , 1 1=ξ . 

Then the eigen-qualities and eigen-operators of an isotropic lossy media are respectively 
shown as follows 

 ( )*
1 1 2 3

3
3

= + +E E E E    (88) 
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 ( )*
1 1 2 3

3
3

= + +H H H H    (89) 

 ( )* 2 2 2
1

1
3
 = − ∂ + ∂ + ∂  x y z    (90) 

So, the equation of electromagnetic wave in lossy media becomes 
 

 ( )2 2 2 * 2 * *
1 1 12 2

1 1∂ + ∂ + ∂ = ∂ + ∂
τx y z t tE E E

c
   (91) 

Rewriting it in the component form, we have 
 

 ( )2 2 2 2
1 1 12 2

1 1∂ + ∂ + ∂ = ∂ + ∂
τx y z t tE E E

c
   (92) 

 

 ( )2 2 2 2
2 2 22 2

1 1∂ + ∂ + ∂ = ∂ + ∂
τx y z t tE E E

c
  (93) 

 

 ( )2 2 2 2
3 3 32 2

1 1∂ + ∂ + ∂ = ∂ + ∂
τx y z t tE E E

c
   (94) 

 

where, c is the velocity of electromagnetic wave, τ is the lossy coefficient of electromagnetic 
wave 

 
11 11 11 11

1 1,   c τ
μ ε μ σ

= =  (95) 

Now, we discuss the the propagation laws of a plane electromagnetic wave in x-axis. In this 
time, Eq. (92) becomes 

 2
1 1 12 2 2

1 1∂ = ∂ + ∂
∂ τt tE E E
x c

   (96) 

Let the solution of Eq. (96) is as follows 
 

 ( )1 exp=  −  ωE A i kx t    (97) 

Substituting the above into Eq. (96), we have 
 

 
2

2
2 2= +ω ω

τ
k i

c
    (98) 

From Eq.(96), we can get 

 1 2= +k k ik     (99) 
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where 

1
1 2

4 2

2 4

1

1 1

2

 
  + +   =  

 
 
  

ω τω
c

k
c

,  

1
1 2

4 2

2 4

2

1 1

2

 
  − + +   =  

 
 
  

ω τω
c

k
c

. 

Then, the solutions of electromagnetic waves are the following 

 ( ) ( )1 12
1

− −−= ⋅ = ⋅ω ωi k x t i k x tk xE Ae e A e   (100) 

It is an attenuated sub-waves. 

7. Electromagnetic waves in dispersive media 
7.1 The constitutive equation of dispersive media 
The general constitutive equations of dispersive media are the following 

 1 2= ⋅ ⋅ + ⋅ +  D E + E Eε ε ε     (101) 

 1 2= ⋅ ⋅ + ⋅ +  B H + H Hμ μ μ      (102) 

where ( ), 1,2,= ε i i  and ( ), 1,2,= μi i are the higher order dielectric permittivity matrix 
and the magnetic permeability matrix respectively, and all symmtric ones.  
Substituting Eqs. (5) and (6) into Eqs. (101) and (102), respectively, and multiplying them 
with the transpose of modal matrix in the left, we have 

 * *
1 2= + +  D E + E EΦ εΦ Φ ε Φ Φ ε ΦT T T    (103) 

 *
1 2= + +  B H + H HΨ μΨ Ψ μ Ψ Ψ μ ΨT T T   (104) 

It can be proved that there exist same standard spaces for various order electric and 
magnetic fields in the condition close to the thermodynamic equilibrium. Then, we have 

 ( ) ( )1 2* * * *= + + +  λ λ λi i i i i i iD E E E    (105) 

 ( ) ( )1 2* * * *= + + +  γ γ γi i i i i i iB H H H   (106) 

Eqs. (105) and (106) are just the modal constitutive equations for the general dispersive 
media.  

7.2 Eigen equations of electromagnetic waves in dispersive media 
Substituting Eqs. (105) and (106) into Eqs. (23) and (24), respectively,  we have 

 { } { } ( ) ( )( )1 2* * * * *Δ = −∇ + + +  ϕ γ γ γi i t i i i i i i iE H H H    (107) 
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 { } { } ( ) ( )( )1 2* * * * *Δ = ∇ + + +  φ λ λ λi i t i i i i i i iH E E E   (108) 

From them, we can get 

 ( ) ( )( ) ( ) ( ) ( ) ( )( )1 1 2 1 1 2* * * * *1 0+ ∇ + + ∇ + + + ∇ + = γ λ γ λ γ λ γ λ γ λ γ λ
ξ i i i i tt i i i i i ttt i i i i i i i tttt i

i

E E E E     (109) 

 ( ) ( )( ) ( ) ( ) ( ) ( )( )1 1 2 1 1 2* * * * *1 0+ ∇ + + ∇ + + + ∇ + = γ λ γ λ γ λ γ λ γ λ γ λ
ξ i i i i tt i i i i i ttt i i i i i i i tttt i

i

H H H H  (110) 

Eqs.(109) and (110) are just equations of electric field and magnetic field for general 
dispersive media.   

7.3 Applications 
In this section, we discuss the propagation laws of electromagnetic waves in an one-order 
dispersive medium. The material tensors in Eqs.(101) and (102) are represented by the 
following matrices 

 
11

11

11

0 0 
 0 0 
 0 0 

ε
ε

ε
ε = , 

11

11

11

0 0
0 0
0 0

 
 =  
  

μ
μ

μ
μ , 1

11

11

11

′ 0 0 
 ′0 0 
 ′0 0 

ε
ε

ε
ε = , 

11

1 11

11

0 0
0 0
0 0

′ 
 ′=  
 ′ 

μ
μ

μ
μ  (111) 

The eigen values and eigen vectors of those matrix are the following 

 [ ]11 11 11, ,= ε ε εΛ diag , [ ]1 11 11 11, ,′ ′ ′= ε ε εΛ diag   (112) 

 [ ]11 11 11, ,= μ μ μΠ diag , [ ]1 11 11 11, ,′ ′ ′= μ μ μΠ diag   (113) 

 
1 0 0
0 1 0
0 0 1

 
 = =  
  

Φ Ψ    (114) 

We can see from the above equations that there is only one eigen-space in isotropic one-
order dispersive medium, which is a triple-degenerate one, and the space structure is the 
following  

 ( ) [ ]3
1 1 2 3, ,mag W=W φ φ φ , ( ) [ ]3

1 1 2 3, ,ele W=W ϕ ϕ ϕ   (115) 

where, { }*
1

3 1,1,1
3

=φ T , { }*
1

3 1,1,1
3

=ϕ T , 1 1=ξ . Thus the eigen-qualities and eigen-

operators of isotropic one-order dispersive medium are known as same as Eqs. (88) – (90). 
The equations of electromagnetic wave in one-order dispersive medium become 

 ( ) ( ) ( )( )1 12 2 2 * * *
1 1 11 11 11 11 12

1∂ + ∂ + ∂ = ∇ + + ∇μ ε μ εx y z tt tttE E E
c

  (116) 
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 ( ) ( ) ( )( )1 12 2 2 * * *
1 1 11 11 11 11 12

1∂ + ∂ + ∂ = ∇ + + ∇μ ε μ εx y z tt tttH H H
c

   (117) 

in which c is the velocity of electromagnetic wave 

 
11 11

1=
μ ε

c   (118) 

Now, we discuss the propagation laws of a plane electromagnetic wave in x-axis. In this 
time, Eq.(116) becomes 

 ( ) ( )( )1 1
1 1 11 11 11 11 12 2

1∂ = ∇ + + ∇
∂

μ ε μ εtt tttE E E
x c

  (119) 

Let 

 ( )1 exp=  −  ωE A i kx t    (120) 

Substituting the above into Eq.(119), we have 

 ( ) ( )( )
2

1 12 3
11 11 11 112= − +ω ω μ ε μ εk i

c
  (121) 

From the above, we can get 

 1 2= +k k ik    (122) 

where 

( ) ( )( )
1

1 2
2 21 14 2

11 11 11 11

1

1 1

2

 
  + + + 

   =  
 
  

μ ε μ ε ωω c
k

c
, 

( ) ( )( )
1

1 2
2 21 14 2

11 11 11 11

2

1 1

2

 
  − + + + 

   =  
 
  

μ ε μ ε ωω c
k

c
. 

Then, the solutions of electromagnetic waves are 

 ( ) ( )1 12
1

− −−= ⋅ = ⋅ω ωi k x t i k x tk xE Ae e A e   (123) 

It is an attenuated sub-waves. 

8. Electromagnetic waves in chiral media 
8.1 The constitutive equation of chiral media 
The constitutive equations of chiral media are the following 

 = ⋅ ⋅∇D E - Hε χ t    (124) 

 = ⋅ ∇ + ⋅B E Hχ μt   (125) 
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where χ is the matrix of chirality parameter, and a symmtric one.  
Substituting Eqs. (5) and (6) into Eqs. (124) and (125), respectively, and multiplying them 
with the transpose of modal matrix in the left, we have 

 * * *= ∇D E - HΦ εΦ Φ χΨT T
t   (126) 

 * * *= ∇ +B E HΨ χΦ Ψ μΨT T
t     (127) 

Let T=Γ Ψ χΦ , that is a coupled chiral matrix, and using Eq. (4) , we have 

 * * *= ∇D E - HΛ Γ T
t   (128) 

 * * *= ∇ +B E HΓ ΠT
t     (129) 

For most chiral, [ ]1 2 3, ,= ς ς ςΓ diag . Then we have 

 * * *= − ∇λ ςi i i i t iD E H     (130) 

 * * *= ∇ +ς γi i t i i iB E H    (131) 

Eqs.(130) and (131) are just the modal constitutive equations for anisotropic chiral media.  

8.2 Eigen equations of electromagnetic waves in chiral media 
Substituting Eqs. (130) and (131) into Eqs. (23) and (24), respectively, we have 

 { } { }( )* * * * 1,2,3Δ = −∇ ∇ + =ϕ ς γi i t i i t i i iE E H i   (132) 

 { } { }( )* * * * 1,2,3Δ = ∇ − ∇ =φ λ ςi i t i i i i t iH E H i   (133) 

From them, we can get 

 ( )* * 2 * * *2 0 1,2,3+ ∇ + ∂ + ∇ = = ξ ς ς ξ λ γi i i i tttt i i i i i i tt iE E E i   (134) 

 ( )* * 2 * * *2 0 1,2,3+ ∇ + ∂ + ∇ = = ξ ς ς ξ λ γi i i i tttt i i i i i i tt iH H H i    (135) 

where { } { } 1= ⋅ =ξ φ ϕT
i i i , { } { }*∂ = Δ ⋅ ϕ

T

i i i . Eqs.(134) and (135) are just equations of electric 
field and magnetic field for chiral media. 

8.3 Applications 
In this section, we discuss the propagation laws of electromagnetic waves in an isotropic 
chiral medium. The material tensors in Eqs.(124) and (125) are represented by the following 
matrices 

 
11

11

11

0 0 
 0 0 
 0 0 

ε
ε

ε
ε = , 

11

11

11

0 0
0 0
0 0

 
 =  
  

μ
μ

μ
μ , 

11

11

11

0 0
0 0
0 0

 
 =  
  

χ
χ

χ
χ   (136) 
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The eigen values and eigen vectors of those matrix are the following 

 [ ]11 11 11, ,= ε ε εΛ diag , [ ]11 11 11, ,= μ μ μΠ diag , [ ]11 11 11, ,= χ χ χΓ diag  (137) 

 
1 0 0
0 1 0
0 0 1

 
 = =  
  

Φ Ψ   (138) 

We can see from the above equations that there is only one eigen-space in isotropic medium, 
which is a triple-degenerate one, and the space structure is the following 

 ( ) [ ]3
1 1 2 3, ,mag W=W φ φ φ ,  ( ) [ ]3

1 1 2 3, ,ele W=W ϕ ϕ ϕ    (139) 

where, { }*
1

3 1,1,1
3

=φ T , { }*
1

3 1,1,1
3

=ϕ T , 1 1=ξ . 

Then the eigen-qualities and eigen-operators of isotropic chiral medium are respectively 
shown as follows 

 ( )*
1 1 2 3

3
3

= + +E E E E ,   ( )*
1 1 2 3

3
3

= + +H H H H   (140) 

 ( )* 2 2 2
1

1
3
 = − ∂ + ∂ + ∂  x y z ,  ( )*

1
3

3
∂ = ∂ + ∂ + ∂x y z    (141) 

So, the equations of electromagnetic wave in isotropic chiral medium become 

 ( ) ( )2 2 2 * 2 * *
1 11 1 11 12

12 3 ∂ + ∂ + ∂ = ∇ + ∂ + ∂ + ∂ + ∇  
χ χx y z tttt x y z ttE E E

c
  (142) 

 ( ) ( )2 2 2 * 2 * *
1 11 1 11 12

12 3 ∂ + ∂ + ∂ = ∇ + ∂ + ∂ + ∂ + ∇  
χ χx y z tttt x y z ttH H H

c
  (143) 

where, c is the velocity of electromagnetic wave 

 
11 11

1=
μ ε

c    (144) 

Now, we discuss the propagation laws of a plane electromagnetic wave in x-axis. In this 
time, Eq.(142) becomes 

 2
1 11 1 11 12 2

12 3∂ ∂ = ∇ + + ∇ ∂ ∂ 
χ χtttt ttE E E

x x c
  (145) 

Let 

 ( )1 exp=  −  ωE A i kx t    (146) 
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Substituting the above into Eq.(145), we have 

 2 2 2 4
11 112

1 2 3 = + − 
 

χ ω χ ωk i k
c

   (147) 

or 

 ( )2 2 2 2 2
11 11 11 112 3 0− + − =χ ω χ ω μ ε ωk i k   (148) 

1. when 2 11 11
2
11

0− <μ εω
χ

 

By Eq.(148), we have 

 ( )2
1 1 1 11 3 ′ ′′= + = + + χ ωk k ik i x iy     (149) 

 ( )2
2 2 2 11 3 ′ ′′= + = − + χ ωk k ik i x iy    (150) 

From them, we can get 

 2
1 11′ = −χ ωk y , ( ) 2

1 113′′ = + χ ωk x     (151) 

 2
2 11′ = χ ωk y , ( ) 2

2 113′′ = − χ ωk x     (152) 

where, 

1
2 2

211 11
2
11

4

2 3 9
2

  
 − 
  = + + 
 
  

μ ε ω
χ

ω
x ,

1
2 2

211 11
2
11

4

2 3 9
2

  
 − 
  = − + + 
 
  

μ ε ω
χ

ω
y . 

Then, the solution of electromagnetic waves is the following 

 ( ) ( )1 21 2
1 1 2

′ ′− −′′ ′′− −= ⋅ + ⋅ω ωi k x t i k x tk x k xE A e e A e e   (153) 

It is composed of two attenuated sub-waves. 

2. when 2 11 11
2
11

0− >μ εω
χ

 

By Eq.(148), we have 

 2 2 11 11
1 1 1 11 2 2

11

13 3
  
 ′ ′′= + = + + − 
   

μ εχ ω ω
ω χ

k k ik i   (154) 

 2 2 11 11
2 2 2 11 2 2

11

13 3
  
 ′ ′′= + = − + − 
   

μ εχ ω ω
ω χ

k k ik i   (155) 
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where 

 1 0′ =k , 2 2 11 11
1 11 2 2

11

13 3
  
 ′′ = + + − 
   

μ εχ ω ω
ω χ

k   (156) 

 2 2 11 11
2 11 2 2

11

13 3
  
 ′ = − + − − 
   

μ εχ ω ω
ω χ

k , 2 0′′ =k   (157) 

Then, the solution of electromagnetic waves is the following 

 ( )21
1 1 2

′ −′′− −= + ωω i k x tk x i tE A e e A e   (158) 

It is seen that there only exists an electromagnetic sub-wave in opposite direction. 

3. when 2 11 11
2
11

0− =μ εω
χ

 

By Eq.(148), we have 

 2
112 3′ ′′= + = χ ωk k ik i    (159) 

where 

 0′ =k , 2
112 3′′ = χ ωk   (160) 

Then, the solution of electromagnetic waves is the following 

 ′′− −= ⋅ ωk x i tE Ae e   (161) 

No electromagnetic sub-waves exist now. 

9. Conclusion 
In this chapter, we construct the standard spaces under the physical presentation by solving 
the eigen-value problem of the matrixes of dielectric permittivity and magnetic 
permeability, in which we get the eigen dielectric permittivity and eigen magnetic 
permeability, and the corresponding eigen vectors. The former are coordinate-independent 
and the latter are coordinate-dependent. Because the eigen vectors show the principal 
directions of electromagnetic media, they can be used as the standard spaces. Based on the 
spaces, we get the modal equations of electromagnetic waves for anisotropic media, bi-
anisotropic media, dispersive medium and chiral medium, respectively, by converting the 
classical Maxwell’s vector equation to the eigen Maxwell’s scalar equation, each of which 
shows the existence of an electromagnetic sub-wave, and its propagation velocity, 
propagation direction, polarization direction and space pattern are completely determined 
in the equations. Several novel results are obtained for anisotropic media. For example, 
there is only one kind of electromagnetic wave in isotropic crystal, which is identical with 
the classical result; there are two kinds of electromagnetic waves in uniaxial crystal; three 
kinds of electromagnetic waves in biaxial crystal and three kinds of distorted 
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electromagnetic waves in monoclinic crystal. Also for bi-anisotropic media, there exist two 
electromagnetic waves in Dzyaloshinskii’s bi-anisotropic media, and the electromagnetic 
waves in bi-anisotropic medium will go faster duo to the bi-coupling between electric field 
and magnetic one. For isotropic dispersive medium, the electromagnetic wave is an 
attenuated sub-waves. And for chiral medium, there exist different propagating states of 
electromagnetivc waves in different frequency band, for example, in low frequency band, 
the electromagnetic waves are composed of two attenuated sub-waves, in high frequency 
band, there only exists an electromagnetic sub-wave in opposite direction, and in the critical 
point, no electromagnetic can propagate. All of these new theoretical results need to be 
proved by experiments in the future.  

10. Appendix A: Proof of the eigenmode of electromagnetic operator matrix 
The Maxwell’s equation of anisotropic dielectrics is the following 

 [ ]{ } [ ]{ }2
0= −∇ μ εtH H   (A1) 

Using the representation transform relationship Eq. (6), we have 

 [ ][ ]{ } [ ][ ]{ }* 2 *
0Φ = −∇ Φ μ εtH H   (A2) 

Substituting the spectral decomposition matrix of dielectric permittivity Eq. (4) into above, 
we have 

 [ ][ ]{ } [ ][ ]{ }* 2 *
0Φ = −∇ Φ Λ μtH H   (A3) 

Comparing the both sides of above equation, we can get 

 [ ][ ] [ ][ ]2
0Φ = −∇ Φ Λ μt   (A4) 

Multiplying the both sides of above with the transpose of modal matrix in the left, we 
have 

 [ ] [ ][ ] [ ]T 2
0Φ Φ = −∇ Λ μt    (A5) 

It is seen that the right side above is a diagonal matrix, which shows that the 
electromagnetic operators matrix can also be spectrally decomposed in standard spaces, 
then we get 

 [ ]* 2
0  = −∇ Λ  μt    (A6) 

Rewriting above in the form of scalar, we have 

 * 2
0= −∇ μ λi t i    (A7) 

11. Appendix B: Spectrally decomposition of lossy matrix 
The Helmholtz’s free energy of electromagnetic system with lossy property is the following 
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  ( ) ( ) ( )1 11 1, ,
2 2

− −= = − − +d d dψ ψ D B D D D D D B Bε μ    (B1) 

Differentiating the above with lossy variable, and using Eq.(1), we have 

 ( ) 1−∂= − = − =
∂

ψR D D E
D

εd
d

    (B2) 

According to the Onsager’s principle, for the process of closing to equilibrium, the rate of 
lossy variable is proportion to the driving force, that is 

 0∂ + =
∂

ψ β
d
j

ijd
i

dD

D dt
    (B3) 

where, =β βij ji  is the general friction coefficient. Rewritting the above in matrix form, we 
have 

 { } [ ]{ }=  dR B D   (B4) 

Projecting the lossy electric displacement vector D  into the standard spaces of the physical 
presentation, we get 

 { } { }= ϕdD a   (B5) 

Using Eq.(B2), we have 

 { } { }= ω ϕR a    (B6) 

Substituting Eqs. (B5) and (B6) into Eq. (B4), the condition of non-zero solution to α is the 
following 

 [ ] [ ]( ){ } 0− =ω ϕB I   (B7) 

It is seen that the general friction coefficient matrix can also be spectrally decomposed in 
standard spaces, so we have 

 [ ] [ ][ ][ ]= Φ Ω Φ T
B    (B8) 

Comparing Eq. (B4) with Eq. (74), it is known that we can also spectrally decompose the 
lossy matrix in standard spaces 

 [ ] [ ] [ ][ ]=σ Φ Γ ΦT   (B9) 

where, [ ]1
1 2 3, ,− = η η ηΓ = Ω diag . 
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1. Introduction 

Understanding electromagnetic wave phenomena is very important to be able to design RF 
cavities such as for atmospheric microwave plasma torch, microwave vacuum 
oscillator/amplifier, and charged-particle accelerator.  This chapter deals with some 
electromagnetic wave equations to show applications to develop the analytic design formula 
for the cavity.  For the initial and crude design parameter, equivalent circuit approximation 
of radial line cavity has been used.  The properties of resonator, resonant frequency, quality 
factor, and the parallel-electrodes gap distance have been considered as design parameters.  
The rectangular cavity is introduced for atmospheric microwave plasma torch as a 
rectangular example, which has uniform electromagnetic wave distribution to produce wide 
area plasma in atmospheric pressure environment.  The annular cavity for klystrode is 
introduced for a microwave vacuum oscillator as a circular example, which adapted the 
grid structure and the electron beam as an annular shape which gives high efficiency 
compared with conventional klystrode.  Some simulation result using the commercial 
software such as HFSS and MAGIC is also introduced for the comparison with the 
analytical results. 

2. Equivalent circuit approximation of radial-line cavity 
Microwave circuits are built of resonators connected by waveguides and coaxial lines rather 
than of coils and condensers.  Radiation losses are eliminated by the use of such closed 
elements and ohmic loss is reduced because of the large surface areas that are provided for 
the surface currents.  Radio-frequency energy is stored in the resonator fields.  The linear 
dimensions of the usual resonator are of the order of magnitude of the free-space 
wavelength corresponding to the frequency of excitation. A simple cavity completely 
enclosed by metallic walls can oscillate in any one of an infinite number of field 
configurations.  The free oscillations are characterized by an infinite number of resonant 
frequencies corresponding to specific field patterns of modes of oscillation.  Among these 
frequencies there is a smallest one, 

  f c0 0λ=  (1) 

, where the free-space wavelength is of the order of magnitude of the linear dimensions of 
the cavity, and the field pattern is unusually simple; for instance, there are no internal nodes 
in the electric field and only one surface node in the magnetic field. 
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The oscillations of such a cavity are damped by energy lost to the walls in the form of heat. 
This heat comes from the currents circulating in the walls and is due to the finite 
conductivity of the metal of the walls.  The total energy of the oscillations is the integral over 
the volume of the cavity of the energy density, 

 ( )2 2
0 0

1
2 v

W E H dvε μ= +  (2) 

 H m7
0 4 10 /μ π −= ×  and F m9

0
1 10 /

36
ε

π
−= ×  (3) 

, where E  and H  are the electric and magnetic field vectors, in volts/meter and ampere-
turns/meter, respectively.  The cavity has been assumed to be empty.  The total energy W  
in a particular mode decreases exponentially in time according to the expression, 

 

t
QW W e
0

0

ω−
=  (4) 

, where f0 02ω π=  and Q  is a quality factor of the mode which is defined by 

 
energy stored in the cavity

Q
energy lost in one cycle

2 ( )
( )

π= . (5) 

The fields and currents decrease in time with the factor 
t

Qe
0ω−

. 
Most klystrons and klystrodes are built with cavities of radial-line types. Several types of 
reentrant cavities are shown in Fig. 1. It is possible to give for the type of cylindrical 
reentrant cavities a crude but instructive mathematical description in terms of approximate 
solutions of Maxwell's equations. 
 

 
Fig. 1. Resonant cavities; (a) Coaxial cavity, (b) Radial cavity, (c) Tunable cavity,  
(d) Toroidal cavity 
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The principle, or fundamental, mode of oscillation of such cavity, and the one with the 
longest free-space wavelength , has electric and magnetic fields that do not depend on the 
azimuthal angle defining the half plane though both the axis and the point at which the 
fields are being considered.  In addition, the electric field is zero only at wall farthest apart 
from the gap and the magnetic field is zero only at the gap.  In this mode the magnetic field 
is everywhere perpendicular to the plane passing through the axis the electric field lies in 
that plane.  Lines of magnetic flux form circles about the axis and lines of electric flux pass 
from the inner to the outer surfaces. 
In the principle mode of radial-line cavity only zE , and zH  are different from zero and 
these quantities are independent of φ . (see Fig. 2 for cylindrical coordinates and dimensions 
of the cavity).  The magnetic field automatically satisfies the conditions of having no normal 
component at the walls.  
 

 
Fig. 2. Cylindrical coordinates and dimensions of the radial cavity 

The cavities in which RF interaction phenomena happens with charged particles almost 
always have a narrow gap, that is, the depth of the gap d  (see Fig. 2), is small compared 
with the radius r0 of the post ( 0d r in Fig. 2)..  If the radius of the post is much less than one-
quarter of the wavelength, and if the rest of the cavity is not small, the electric field in the 
gap is relatively strong and approximately uniform over the gap.  It is directed parallel to 
the axis and falls off only slightly as the edge of the gap is approached.  On the other hand, 
the magnetic field increases from zero at the center of the gap in such a manner that it is 
nearly linear with the radius. 
In a radial-line cavity the electric field outside the gap tends to remain parallel to the axis, 
aside from some distortion of the field that is caused by fringing near the gap; it is weaker 
than in the gap and tends to become zero as the outer circular wall is approached.  The 
magnetic field, on the other hand, increases from its value at the edge of the gap and has its 
maximum value at the outer circular wall. 
It is seen that, whereas the gap is a region of very large electric field and small magnetic 
field, the reentrant portion of the cavity is a region of large magnetic field and small electric 
field. The gap is the capacitive region of the circuit, and the reenetrant portion is the 
inductive region.  Charge flows from the inner to the outer conducting surface of the gap 
by passing along the inner wall, across the outer end.  The current links the magnetic flux 
and the magnetic flux links the current, as required by the laws of Faraday, Biot and 
Savart. 
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2.1 Capacitance in cylindrical cavity 
If the gap is narrow, the electric field in the gap is practically space-constant. Thus the 
electric field zE  in the gap of the circular cavity (see Fig. 2) comes from Gauss' law, 

 z
i

Q
E

r r2 2
0 0 0( )

σ
ε ε π

= =
−

. (6) 

At the end of the cavity near to the gap both zE  and rE  exist and the field equations are 
more complicated. If d  is small compared with h  and r , it can be assumed that the fields 
in the gap are given approximately by the preceding equation. 
Therefore, 

 
i

z

Q Q r r
C

V E d d

2 2
0 0( )ε π −= = =  . (7) 

2.2 Inductance in cylindrical cavity 
The magnetic field Hϕ  comes from Ampere's law, 

 Hrd Iθ = . (8) 

Therefore, 

 
I

B
r

0

2
μ
π

= . (9) 

The total magnetic flux in the cylindrical cavity, 

 
0 0

0 0

0

ln
2 2

r r

r r

Ih dr Ih r
Bhdr

r r
μ μ

π π
Φ = = =  . (10) 

Comparing this with inductance definition, LIΦ = , we get the followings; 

 0

0

ln
2

r
L h

r
μ
π

= . (11) 

2.3 Resonance frequency in cylindrical cavity 
The resonant wavelength of a particular mode is found from a proper solution of Maxwell's 
equation, that is, one that satisfies the boundary conditions imposed by the cavity.  When 
the walls of the cavity conduct perfectly, these conditions are that the electric field must be 
perpendicular to the walls and the magnetic field parallel to the walls over the entire 
surface, where these fields are not zero. 
The resonant frequency f0  could be calculated for the principal mode of the simple 
reentrant cavity.  The resonant cavity is modeled by parallel LC  circuits as can be seen in 
Fig. 3.  In fact, cavities are modeled as parallel resonant LC  circuits in order to facilitate 
discussions or analyses.  The resonant frequency is inversely proportional to the square root 
of inductance and capacitance; 
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0 0 0

0

1 1
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2

i
LC r r r

h
d r

ω
ε μ

= =
−

. (12) 

2.4 Unloaded Q in cylindrical cavity 
In the cavity undergoing free oscillations, the fields and surface currents all vary linearly 
with the degree of excitation, that is, a change in one quantity is accompanied by a 
proportional change in the others.  The stored energy and the energy losses to the walls vary 
quadratically with the degree of excitation.  
Since the quality factor Q  of the resonator is the ratio of the stored energy and the energy 
losses per cycle to the walls, it is independent of the degree of excitation. 

 
loss

LIf energy stored in the cavity U L
Q

power lost P RRI

2

0
2

1
2 ( ) 2 .1( )

2

π ω ω ω= = = =  (13) 

The resonator losses per second, besides being proportional to the degree of excitation, are 
inversely proportional to the product of the effective depth of penetration of the fields and 
currents into the walls, the skin depth, and the conductivity of the metal of the walls.  Since 
the skin depth is itself inversely proportional to the square root of the conductivity, the 
losses are inversely proportional to the square root of the conductivity.  The losses are also 
roughly proportional to the total internal surface area of the cavity; and this area is 
proportional to the square of the resonant wavelength for geometrically similar resonators.  
The skin depth is proportional to the square root of the wavelength, and hence the losses per 
second are proportional to the three-halves power of the resonant wavelength.  
The loss per cycle, which is the quantity that enters in Q , is proportional to the five-halves 
power of the resonant wavelength.  Since the energy stored is roughly proportional to the 
volume, or the cube of the wavelength, the Q  varies as the square root of the wavelength 
for geometrically similar cavities, a relationship that is exact if the mode is unchanged 
because the field patterns are the same.  In general, large cavities, which have large resonant 
wavelengths in the principal mode, have large values of Q .  Cavities that have a surface 
area that is unusually high in proportion to the volume, such as reentrant cavities, have Q 's 
that are lower than those of cavities having a simpler geometry. 
The surface current, J , is equal in magnitude to Hφ  at the wall.  The power lost is the 
surface integral over the interior walls of the cavity. 
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where the shunt resistance is 

 
sR h d r h

R
r r r0 0

2 ln
2π

− ≡ + +  
. (15) 

The surface current can be considered concentrated in a layer of resistive material of 
thickness.  Surface resistance is that 

 s
f

R

f

1 1 .
1

π μ
σδ σσ

π μσ

= = =  (16) 

As an example, the conductivity of copper is copper m75.8 10 /σ = × Ω  and since copper is 
nonmagnetic copper H m7

0 4 10 /μ μ π −= = × , hence, in case of that cavity material is copper, for 
f=6GHz,  
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The shunt conductance G  is, as given by the expression, 

 
energy lost per ond

G
V t 2

( sec )
( )

=  (18) 

is defined only when the voltage V t( )  is specified.  In a reentrant cavity the potential across 
the gap varies only slightly over the gap if the gap is narrow and the rest of the cavity is not 
small.  A unique definition is obtained for G  by using for V t( )  the potential across the 
center of the gap.  The gap voltage is proportional to the degree of excitation, and hence the 
shunt conductance is independent of the degree of excitation.  For geometrically similar 
cavities the shunt conductance varies inversely as the square root of the resonant 
wavelength for the same mode of excitation.  This relationship exists because for the same 
excitation V t 2( )  is proportional to the square of the wavelength and the loss per second to 
the three-halves power of the wavelength. 

2.5 Lumped-constant circuit representation 
The main value of the analogy between resonators and lumped-constant circuits lies not in 
the extension of characteristic parameters to other geometries, in which the analogy is not 
very reliable, but in the fact that the equations for the forced excitation of resonators and 
lumped-constant circuits are of the same general form. 
If, for example, it is assumed that the current i(t) passes into the shunt combination of L , C  
and conductance G , by Kirchhoff's laws, (see Fig. 3) 
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dV t

i t C V t dt GV t
dt L

( ) 1( ) ( ) ( ).= + +  (19) 

 

 
Fig. 3. Limped-constant circuit 

On taking the derivative and eliminating L , 
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In other word, 

 
di t d V t dV t

V t
C d d d

2
2 2

02
( ) ( ) ( )2 ( ),ω ω γω ω
θ θ θ

= + +  (21) 

where 2G Cγ = , 0 1 LCω =  and tθ ω= , which are used to calculate numerically the 
initial beam effect in the last chapter. 
For a forced oscillation with the frequency ω , 

 i G j C V0
0

0
ω ω

ω ωω
ω ω

  = + −  
  

. (22) 

Thus, there is defined circuit admittance 

 Y G j C 0
0

0

ω ωω
ω ω

 = + − 
 

. (23) 

These equations describe the excitation of the lumped-constant circuit. 

3. Numerical analysis for the high frequency oscillator system with 
cylindrical cavity 
In this section, we will meet an circular cavity example of a klystrode as a high frequency 
oscillator system with the knowledge which is described in previous sections. 
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Conventional klystrodes and klystrons often have toroidal resonators, i.e., reentrant cavity 
with a loop or rod output coupler for power extraction. These resonators commonly use 
solid-electron-beam which could limit the output power. One way to get away this 
limitation is to use the annular beam as was commonly done in TWTs.  The main reason 
using reentrant cavities in most microwave tubes with circular cross sections is that the gap 
region should produce high electric field and thus high interaction impedance of the 
electron beam when the cavity is excited.  In our design we assume a short cavity length, d , 
along the longitudinal direction parallel to the electron motion.  In the meantime the width 
of electron beam tunnel, ir r0 − , is much larger, i.e. id r r0 −  as shown in Fig 4.  And thus the 
efficiency of beam and RF interaction in this klystrode cavity depends sensitively upon the 
cavity shape at the beam entrance of the RF cavity in the beam tunnel.  A simple trade-off 
study suggests to put to use of gridded plane, so-called a cavity grid (anode), so that the 
eigenmode of the reentrant cavity is maintained.  With the gridded plane removed and left 
open, the TM01-mode has many competing modes and the interaction efficiency disappears.  
The use of thin cavity grid in the beam tunnel, however, can slightly reduce the electron 
beam transmission, which will not pose a much of problem when the same type of grid is 
used in between the cathode and anodic cavity grid.  In the simulations with the MAGIC 
and HFSS codes, the anodic cavity grid could be assumed to be a smooth conducting 
surface, and pre-bunched electrons were launched from those surfaces of cavity grid.  This 
kind of concept can provide a compact microwave source of low cost and high efficiency 
that is of strong interest for industrial, home electronics and communications applications. 
 

 
Fig. 4. Schematics of the annular beam klystrode with the resonator grids for the high 
electric field and high interaction efficiency in the gap region. This cavity structure allows 
easier power extraction through the center coax coupler 

The klystrodes consist of the gated triode electron gun, the resonator and the collector.  The 
gated electron gun provides with the pre-modulated electron bunches at the fundamental 
frequency of the input resonator, where the voltage on the grid electrode is controlled by an 
external oscillator or feedback system.  The other possible type of gated electron guns could 
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be the field-emitter-array gun, RF gun, and photocathode.  The electron bunches arrive at 
the output gap with constant kinetic energy but with the density pre-modulated.  Here, we 
assumed the electron beam is operated on class B operation, that is, electron bunch length is 
equal to one half of the RF period.  Through the interaction between electron beam and RF 
field, the kinetic energy is extracted from the pre-modulated electrons and converted into 
RF energy. 
Figure 4 shows the schematics of the circular gridded resonator with center coupling 
mechanism for the easy and efficient power extraction. In this section, we will describe the 
design of annular beam klystrode in C-band. 

3.1 RF interaction cavity design 
As we have seen in previous section, using the lumped-circuit approach, the resonant 
frequency of this protuberance cavity with the annular beam is expressed as 
 

 
iLC r r r

h
d r

2 2
0 0 0

0

1 1

ln
2

ω
ε μ

= =
−

. (24) 

Since this expression is an approximation which gives the tendency of frequency variation 
when we are adjusting design parameters, we can perform parameter tuning exercise using 
design tools such as HFSS.  Fig. 5 shows an example of the detailed design using HFSS 
where the emission was introduced at the gap region between inner radial distances of 5.7 
and 9.4mm.  In the figure, the electric field is enhanced and fairly uniform due to the 
presence of resonator grid1 and resonator grid2.  The grid structure in beam inlet and beam 
outlet make the electric field maintain fairly high intensity in the gap region through which 
the electron beam passes to interact with RF.  Figure 6 also show scattering parameter plots 
where resonator grids of the klystrode are considered closed metal wall and the cavity has 
only output terminal as one port system. The bold line is the real value of S and the thin line 
is the imaginary one. The resonator frequency is 5.78 GHz in the absence of finite 
conductivity of cavity and electron beam. 
The detailed tuning of beam parameters for efficient klystrode could be investigated using 
PIC code such as MAGIC.  As an example, the current is assumed density-modulated in the 
input cavity and cut-off sinusoidal, 
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whose peak current, Ipeak, is 3 amperes.  
The tube is supposed of being operated in class B as shown in Fig. 7. A class B amplifier is 
one in which the grid bias is approximately equal to the cut-off value of the tube, so that the 
plate current is approximately zero when no exciting  grid potential is applied, and such 
that plate current flows for approximately one-half of each cycle when an AC grid voltage is 
applied. 
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Fig. 5. Magnitude of axial electric field and azimuthal magnetic field (in relative unit) along 
the radial distance on the mid-plane between resonator grid 1 and grid 2 in the cavity.  
Emission surface is between the radial distances of 5.7 and 9.4 mm 

 

 
Fig. 6. Scattering parameter plots.  The resonator frequency is 5.78 GHz in the absence of 
finite conductivity of cavity and electron beam 
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Fig. 7. Pre-modulated electron beam in current vs. time; cut-off sinusoidal current which is 
used in class B operation, ( )( )I I MAX t0 sin ,0ω=  

The fundamental mode (TM01-mode) to be interacted with longitudinal traversing electron 
beam was adapted to our annular beam resonators for the high efficiency device. 
Electron transit angle between electrodes gives limitation in the application of the 
conventional tubes at microwave frequencies. The electron transit angle is defined as  

 g d v0 ,β ωτ ω= =  (26) 

where g d v0τ =  is the transit time across the gap, d  is separation between cathode and 
grid, v eV m V6

0 0 02 0.593 10= = ×  is the velocity of the electron, and V0  is DC voltage. 
 

 
Fig. 8. Electric field in the gap region across the anode electrode 1(grid1) and electrode 
2(grid2); The field reaches 4,000,000 V/m 
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The transit angle was chosen to give that the transit time is much smaller than the period of 
oscillation for the efficient interaction between RF and electron beam, so that, the beam 
coupling coefficient, M , is 0.987 .  The resonant frequency is 5.78 GHz in cold cavity and 6.0 
GHz in hot cavity.  Although the frequency shift may be greater than the value of normal 
case, this would be come from the fact that this annular beam covers much more area with 
electron beam than the conventional solid beam in a given geometry.  As we can see in Fig. 8 
and Fig. 9, this resonant cavity is filled and saturated with the RF power in 50 ns, and 
reveals high efficiency of about 67%.  The output power is 1250 W so that the efficiency of 
this annular beam klystrode reveals 67 % at 6.004 GHz.   
 

 
Fig. 9. Output power going through the output port vs. time where driving frequency is 
6GHz. It goes to about 1.25kW 

3.2 RF interaction efficiency calculation 
There are some computational design codes for the klystrode. But in this section, 1-
dimensional but realistic electron beam and electric field shape are introduced to develop 
analytical calculations for the klystrode design, which results in easy formulas for the 
efficiency and electric field in the gap region of the klystrode in steady state. 
Maxwell's equations for electron beams are followings, 

 E ,ρ
ε

∇ ⋅ = −  (27) 
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and 

 
D

H J
t

.∂∇ × = +
∂

 (29) 

As an approximation, the electron dynamics is in 1-D space.  Then, the Maxwell's equations 
are simplified as the followings. 

 
E
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 (30) 
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and 
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Therefore, this means that E  remains constant for each electrons moving with velocity, v . 
From the Lorentz force equation, 

 
dv e

E const
dt m

( .)= − =  (33) 

for each particle with velocity v . 
Define the snapshot time be τ  such that, 

 x yt t ,τ = +  (34) 

where xt  is transit time for the moving particle from resonator grid1 to the transit distance, 
z , and yt  is leaving time for moving particle from the resonator grid1.  Its definition is 
shown in schematic representation for the transit time, departure time, snapshot time, and 
transit distance in Fig. 10. 
Therefore, we can say that the variables of electrons are denoted by 

 y x
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v v E t t
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0 ( ) ,= −  (35) 
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2
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2
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and 

 ( )peak
y

J
Max t

v
sin( ),0 .ρ ω=  (37) 

Let’s assume that y yE t E t0( ) sin( )ω=  which is synchronous to current modulation for the 
maximum interaction between electron beam and RF-field. 
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Fig. 10. Schematic representation for the definition of snapshot time (τ ), transit time ( xt ) to 
z , departure time ( yt ) 

Then, we have 

 y x
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v v E t t
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0 0 sin( )ω= −  (38) 

and 
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By the way, from the above equation,  
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and 
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so that for period ps cm( ) 167 ( 5 )λ= =  

 T ps ps ps ps0 15 ,30 , 0 ,167 ,τ∈ ∈        (42) 

and 

 xt ps ps0 ,30 .∈     (43) 
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Figure 11 shows a typical case that electrons are decelerated due to the interaction 
between RF and electron beam.  Extreme case would be 100 % donation of its kinetic 
energy to RF, which makes its velocity be zero at the resonator grid2. In that case 
electrons are delayed by 30 ps to the phase of RF field, where the half period of RF is 84 ps 
(6 GHz). 
 

 
Fig. 11. Electrons are decelerated due to the interaction between RF and electron beam. 
Extreme case would be 100% donation of its kinetic energy to RF, which makes its velocity 
be zero at the resonator grid2. In that case electrons are delayed by 30ps to the phase of RF 
field, where the half period of RF is 84ps (6GHz) 

The resonator field theory is described by the equation 

 
E

E out
dU

U P
d Q

,ω
τ

= − +  (44) 

where outP  is the energy output from the bunch and EU  is the electric energy in the cavity. 
The value of outP  depends on the behavior of the individual electrons as they move across 
the gap which in turn depends on the gap voltage and field profile.  The axial electric field is 
only assumed by sinusoidal shape as y yE t E t0( ) sin( )ω= . 
Define  
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Then, the time-averaged output power becomes 
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Because E 0=  when there are non electron charges, from the Maxwell's equation set, 

to the anode electrode 2

30ps

84ps
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Since  

 out EP U
Q
ω=  (48) 

at steady state, we have 
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Therefore, the efficiency becomes that 
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As an example, 
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give us the followings 

 peakJ A cm2
3 2 3 2

3 1.71[ / ],
{(9.4 10 ) (5.7 10 ) }π − −= =

× − ×
 (52) 

where V volts2000= , e C191.6 10−= × , and m kg319.1 10−= × . 
Therefore, 
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and  
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εω
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In the previous example, we have seen that the tube reveals 67%  efficiency and the electric 
field in the gap region was V m94 10 /× .  This result of the numerical analysis is well 
matched with the above theoretical calculations. 
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On the other hand, we can compare MAGIC analysis with analytical calculation as can be 
seen Fig. 12 which shows efficiency vs. peak current density by MAGIC PIC simulation and 
analytical calculation. The slope of the line fitted with the results from MAGIC analysis 
shows 0.266.  
From the analytical equation of efficiency, we can get the slope of the line, m, as the 
followings, 

 
peak

Qd
m cm A

J V
20.348 / .

2
η π

εω
= = =  (55) 

Analytical calculation says the slope of the line be 0.348 . MAGIC and analytical equation 
reveal that as we increase the current density, the efficiency of the tube also increases. 
 

 
Fig. 12. Efficiency vs. peak current density.  Square dots are results from MAGIC simulation. 
Solid line is line fit with the results.  Dotted line is analytical calculation. The slope of the 
solid line, line fit with the MAGIC results, is 0.266 and that of dotted line from analytical 
calculation is 0.348 

4. Cavity design for the uniform atmospheric microwave plasma source 

The atmospheric-pressure microwave-sustained plasma has aroused considerable interest 
for many application areas.  The advantages of this plasma are electrode-less operation and 
efficient microwave-to-plasma coupling.  It has the characteristics of high plasma density 
( cm13 310 / −≈ ) and efficient energy conversion from microwaves to the discharged plasma 
which is high-efficient plasma discharge (~80%). An atmospheric-pressure microwave-
sustained plasma can be formed in a rectangular resonant cavity, a waveguide, or a surface-
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effect system.  This plasma has been widely used in the laboratory spectroscopic analysis, 
continuous emissions monitoring in the field, commercial processing, and other 
environmental applications. 
Atmospheric-pressure microwave plasma sources consist of a magnetron as a microwave 
source, an isolator to isolate the magnetron from the harmful reflected microwave, a 
directional coupler to monitor the reflected microwave power, a 3-stub tuner to match 
impedance from the magnetron to that from the plasma generator, and a plasma generator 
through which gases pass and are discharged by the injected microwave.  The plasma in the 
discharge generator is sustained in a fused quartz tube which penetrates perpendicularly 
through the wide walls of a tapered and shorted WR-284 waveguide. 
The plasma’s cross-sectional area of the atmospheric-pressure microwave plasma source is 
limited by the quartz tube’s diameter, which is also limited by the maximum intensity of the 
electric field profile sustainable by the injected microwave and the shorted waveguide 
structure, as shown in the Fig. 13.  The diameter of the quartz tube is set around 30 mm to 
maintain a dischargeable electric field intensity in the discharge area.  If the diameter of the 
quartz tube becomes much larger than that, no discharge occurs.  This is the main reason 
that the cross-sectional area cannot be extended more widely in the atmospheric-pressure 
microwave-sustained plasma source. 
 

 
Fig. 13. Schematic illustrations of the atmospheric pressure microwave plasma source using 
a quartz tube located a quarter wavelength from the end of the shorted waveguide to 
maintain a high electric field intensity to discharge the passing- gases to generate a plasma 
efficiently 

Here is an example of a rectangular reentrant resonator, a single ridge cavity, to overcome 
this size-limited plasma discharge in an atmospheric microwave-sustained plasma source.  
The box-type 915 MHz reentrant resonator has gridded walls on both sides of the gap so 
that the plasma gases pass thorough the grid holes and are discharged by the induced 
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electric gap field due to the injected microwave energy.  As we have studied in last section, 
it could be calculated analytically the cavity design formula by using lumped-circuit 
approximation, then, we performed a RF simulation by using the HFSS (High Frequency 
Structure Simulator) code.  The designed plasma cross-sectional area is 810 mm x5 mm. 
The cavity has a fundamental TE10-like mode to discharge gases uniformly between the 
gridded walls and has a 915 MHz resonant frequency.  This large cross-sectional area 
plasma torch can be effectively used in commercial processing and other environmental 
applications.  

4.1 Numerical analysis of the plasma source rectangular cavity  
A reentrant cavity in cylindrical symmetry has been widely used in vacuum tubes such as 
klystrodes and klystrons.  However, in order to keep the resonant frequency constant 
whatever the cavity lengths for atmospheric microwave plasma torch, it would be better to 
consider a rectangular reentrant cavity, as shown in Fig. 14.  The resonant frequency of the 
cavity for the atmospheric microwave plasma source has a fundamental TE10-like mode. 
 

 
Fig. 14. Schematic of the box-type resonator cavity as a atmospheric pressure microwave 
plasma source with grids to maintain a high electric field intensity to discharge the passing 
gases to generate plasma efficiently in the gap region 

The gap region between the two gridded walls in the reentrant cavity sustains a high electric 
field intensity and, thus, easily discharges the gases to the plasma state when it is excited by 
the microwave energy.  With the grid planes surrounding the gap region, the TE10-like mode 
is the dominant one, and 915 MHz is the cavity’s resonant frequency.  In the simulation 
process using the HFSS code, the cavity grids were assumed to be smooth conducting 
surfaces to design the box-type reentrant cavity. 
In this example, the cavity for the microwave plasma source was set to be resonated at 915 
MHz, rather than 2.45 GHz, so as to have a much larger cross-sectional plasma area.  Its 
design, setting a cavity to 915 MHz, is based on the design formula obtained by using a 
theoretical calculation based on the lumped-circuit approximation for the cavity.  Then, we 
used a simulation tool, the HFSS code, to check the cavity frequency. 
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From Gauss’ law, the equivalent capacitance value of the reentrant cavity for a TE10-like 
mode is 

 
Q Q Lw

C
V E H h H h

0

( )
ε

⊥
= = =

− −
, (56) 

where Q , V , and E⊥  are the stored electric charges on the grid surfaces, the electric voltage 
difference, and the perpendicular electric field intensity between the opposite grid surfaces 
respectively, and w , H , and h  are designated dimensional parameters, as shown in Fig. 
14.  From Ampere’s law, the equivalent inductance value of the reentrant cavity for a TE10-
like mode can be expressed as follows.  Since the magnetic field flux density in the cavity is 
B I L0 2μ= , and since the total magnetic flux in the box-type reentrant cavity is 

BH W w( )Φ = − , from the inductance definition,  
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Therefore, the cavity resonant frequency is given by 

 
c H h

f
Hw W w( )π

−=
−

. (58) 

This resonant frequency formula shows that the resonant frequency is independent of the 
cavity length L , which means that if we extrude the plasma through this grid planes, the 
plasma’s cross-sectional area can be uniformly extended as much as we want without any 
influence on the cavity resonant frequency.  However, because we use an available 
microwave source, which has a limited RF power, to discharge the gases, the cavity length 
cannot be extended to an unlimited extent.  We will discuss this relationship between the 
consumption RF power and the cavity length in the next paragraph. 
Since we have a theoretically-approximated expression for the design parameters, we 
should use this formula to pick up the initial design parameters to get detailed parameters 
for the resonator reentrant cavity as a plasma source.  Then we should investigate the RF 
characteristics using the design tool, HFSS. 
The energy stored in the gap region can be expressed as 

 U CV 21
2

= , (59) 

where C  and V  are the equivalent capacitance value of the cavity and the induced gap 
peak voltage between the grid planes, respectively.  If we assume that all of this stored 
energy can be delivered to the gas discharge reaction process to generate the plasma, the 
microwave power consumption can be expressed as 
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In other words, the cavity length for the atmospheric-pressure microwave-sustained plasma 
source is 

 
P H H h W w

L
V w

0
2

2000 ( )( )π μ − −= , (61) 

where V  is in kV, P  is in kW, and the dimensional parameters, L , H , h , W , and w , are 
in mm  units in this formula. 
Fig. 15 and Fig. 16. show a rectangular cavity design example using one of the available 
magnetrons, 915 MHz, 60 kW, as a RF source, and the geometrical parameters to H mm29= , 
H h mm1− = , and W mm80= .  Furthermore, if the gap voltage is the upper-limit RF air 
breakdown voltage, that is, the DC breakdown voltage for air at the level of kV cm33 /  at 
atmospheric pressure, the cavity length is limited by mm810  for self discharge. In this case, 
the plasma’s cross-sectional area is uniformly distributed within mm mm810 5× , i.e., 
w mm5= . 
This uniformly distributed plasma area is mm mm810 5× , which is much larger than the 
areas of the conventional atmospheric-pressure microwave-sustained plasma sources.  This 
large-sized microwave plasma at atmospheric pressure can be used in commercial 
processing and other environmental applications area. 
 

 
Fig. 15. Electric field intensity profile of the TE10-like mode from the HFSS simulation on the 
mid-plane between the grid surfaces in the gap region. Both ends are shorted walls, and the 
electric field profiles are distributed within mm mm810 5×  in the gap region. Microwave 
energy is feeding through the coaxial coupler to the cavity. If we use a pair of these cavities 
in parallel, the crest of one will compensate for the other’s trough electric field intensity 
areas, which could result in a uniform microwave plasma source 
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Fig. 16. Scattering parameters of the box-type reentrant cavity. The solid red and dashed 
blue lines are the real and imaginary values of S11, respectively.  This shows that the cavity 
has a resonant frequency of 904 MHz and a high Q value of 7400 

5. Conclusion 
The annular beam cavity design was investigated analytically and simulated using the HFSS 
and MAGIC PIC codes to find the fine-tuned design parameters and optimum efficiency of 
the TM01-mode operation in the klystrode with the reentrant interaction cavity.  We also 
studied how to induce the governing efficiency formular for the microwave vacuum tube, 
klystrode.  The efficiency of this exampled annular beam klystrode reveals 67 % at 6.004 
GHz.  The theoretical calculation anticipated that the efficiency would be 60% and the 
electric field intensity 4000V/m which is well matched with the results of numerical 
analysis.  This concept could yield an economic sized device comparable to commercial 
magnetron devices. 
A single ridge cavity was designed to show how to design uniform atmospheric microwave 
plasma source which does not need ignitors for the initial discharge.  The single ridge cavity 
in the shape of resonator was built in the grid structures for the wide cavity torch of 
atmospheric pressure microwave plasma.  This cavity design process has been studied by 
analytical calculation using lumped circuit approximation and simulation using 
commercial 3D HFSS code.  A self-dischargeable study also has been investigated for the 
breakdown feasibility in the cavity gap region.  These cavities show the uniform 
electromagnetic wave distribution between the grids through which large-sized microwave 
plasma could be generated.  
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1. Introduction 
Ground penetrating radar (GPR) is based on high-frequency electromagnetic wave 
propagation and its detecting targets are below the ground surface (Daniels, 2004; Jol, 2009). 
Velocity and attenuation are two important factors describing the electromagnetic wave in 
the media composed of rocks or soils. Velocity is inverse proportional to the root of the 
permittivity while other parameters are fixed generally. In order to understand the 
performance of GPR, permittivity testing and analysis are critical. In addition, during the 
metal ore exploration by borehole radar which is an operating mode of GPR, the 
permittivity difference between ore body and surrounding rock is the foundation for 
exploration. As the sampling site, geological environment, and seasons are changing, the 
permittivity are different even for the same rock. Therefore, permittivity measurement is 
very important. 
Currently, measurement methods are basically indirect methods which are based on 
transmission line theory, characteristic impedance, and propagation constant. These 
variables have intrinsic relationship with permittivity which can be inverted from the 
measured data by certain calculation procedure. At the RF frequency band, common 
measurement methods include short-circuited wave-guide measurement, coaxial line 
transmission/reflection method, open-ended coaxial probe, resonant cavity method, free-
space transmission technique, parallel-plate capacitance method, etc. 
Roberts and von Hippel (1946) developed the short-circuited wave-guide measurement, 
sample is inserted at the end of the wave-guide or coaxial line, the standing wave is formed 
as the incident wave and the reflected wave coexist in the wave-guide. The sanding wave 
ratios (SWR’s) were required to measure in the case with and without sample. Permittivity 
can be determined by the change in the widths of nodes, sample length, and the waveguide 
dimension. 
Resonant cavity method is a perturbation technique, which is frequently used for measuring 
permittivity because of its simplicity, accuracy, and high temperature capability (Venkatesh 
& Raghavan, 2005). This technique is based on the resonant frequency shift, and the change 
in absorption characteristics due to the insertion of sample material. The measurement is 
made by placing a sample completely in the center of a waveguide. The size of the cavity is 
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designed for special frequency. Calibration is required before measurement, once the 
calibration is finished, the measurement is fast. The samples preparation is little difficult.     
Free-space transmission technique is carried out by placing the sample between the 
transmitting and the receiving antennas (Kraszewski, 1980). The electrical parameters can be 
calculated by measuring the attenuation and the phase shift in the media. Free-space 
measurement can measure permittivity in a wide frequency band. It is a no-destructive and 
contact-less method. The frequency can be as high as 30GHz. The usual assumption for this 
technique is that a uniform plane wave incident upon the flat surface of a homogeneous 
material, and the planar sample has infinite extent laterally (Venkatesh & Raghavan, 2005).  
Parallel disk capacitor technique (Shi & Shen, 1989; Shen, Marouni, Zhang, & shi, 1987) is 
based on the theory that the capacitance is dependant on the medium permittivity filling the 
capacitor. As a capacitor is filled with medium having permittivity of rε , its capacitance C is 

rε  times of vacuum capacitance C0. If we measure the capacitance before and after the 
capacitor is filled with the medium, we can obtain the permittivity. This method is mainly 
fitted for low-frequency range between 20MHz-200MHz.   
Coaxial reflection/transmission method was introduced by Nicolson, Rose, and Wire, in 
1970s, therefore, it is also called NRW method (Nicolson &Ross, 1970; Weir, 1974). The 
material under test (MUT) is inserted into coaxial line (waveguide). As the electromagnetic 
wave is traveling in the line, it meets the MUT, a part of the wave is transmitted, and the 
other is reflected. Attenuation and phase shift occur at the same time. Vector network 
analyzer (VNA) can measure the reflection and transmission coefficients at a wide frequency 
range. The permittivity can be inverted by electromagnetic theory from these measured 
data. This technique was first used for rock measurement (Shen, 1985), and the water-
bearing, oil-bearing, or gas-bearing rocks can be distinguished from the measured data. 
Coutanceau-Monteil and Jacquin improved this technique in 1993. The rock samples are 
coated with a low melting point alloy and this improvement enables measurements to be 
made on larger samples and avoids air-gap correction at the solid-cell interface. However, 
the sample preparation is still difficult.   
Open-ended coaxial probe technique (Zhen &Smith, 1991; Blackham&Pollard, 1997; 
Hoshina, Kanai, Miyakawa, 2001) is a technique of which the open-end of a coaxial is 
touched on the MUT, and the other end is connected to a VNA. The measured reflection 
coefficient is used to invert the permittivity. A flange is connected to the open-end to 
improve the accuracy. The circular waveguide probe, the rectangular waveguide probe, and 
the coaxial probe are often used. The coaxial probe can be used at frequency-domain, time-
domain, point frequency, and it is suitable for kinds of media with different electric 
characteristic (low to high permittivity, lossy or lossless, magnetic lossy materials). This 
method is no-destructive, no-intrusive, and also characterized with wide frequency band, 
simple and open structure. It is fitted for on-line, in-vivo, and in-situ testing, it is receiving 
the attention from many scientists and engineers. 
Open-ended probe electromagnetic radiation dates back to 1950s or earlier. Open-ended 
measurement technique was improved rapidly in recent 20 years (Stuchly M.A. & Stutch, 
S.S, 1980). It was first introduced and applied for biological tissue measurement at RF 
frequency, and was used for dielectric material testing at RF band shortly, and the lumped 
parameter model is used at the time for data processing. Later, as the testing frequency 
expanded to X and Ku band, quisi-static analysis model (Misra, 1987; Fans et al., 1952; 
Nyshadham et al., 1992; Wei, & Sridhar, 1991; Blackham & Pollard, 1997; Nelson& Bartley, 
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1998) and full-wave analysis model (Li & Chen, 1995) appeared, and the testing material 
also expanded to high permittivity from low permittivity. But the sample thickness was 
infinite. Until the early stage of 1990s, spectral-domain quisi-static analysis model appeared, 
and it was suitable for multi-layered material with finite thickness. Then, many researchers 
analyzed the high modes in the coaxial line, and reached the spectral-domain full-wave 
analysis model which is a complete mathematic model. 
Several rules must be considered before we choose the techniques for measurement, such as 
frequency range preferred, sample preparation easiness, the equipments accessible. We 
choose open-ended coaxial probe technique backed by metal plate because the model is easy 
to be analyzed, the samples making is relatively easy, and the VNA is accessible for us.  
We used open-ended coaxial probe to measure 342 samples within 31 categories from 6 
mine sites, including: (1) granite, marble, hybrid diorite, altered hornblende pyroxenite, 
pyroxene peridotite, low-grade ore, medium-grade ore, high-grade ore from the Changren 
nickel-cupper mine, Jilin province, China; (2) tuffaceous fine-grained sandstone, tuffaceous 
breccia, dacitoid crystal tuff, dacite, crystal tuff, low-grade ore, medium-grade ore, high-
grade ore, and pyrite from the Huanghuagou lead-zinc mine, Chifeng, Inner Mongolian, 
China; (3) altered K-feldspar granite, high-grade ore, low-grade ore from the Nianzigou 
Molybdenum mine, Chifeng, Inner Mongolian, China; (4) albite rhyolite porphyry, breccia 
porphyry, quartz albitophyre, albitophyre copper, malachite copper oxide ore from the 
Qunji copper mine, Xinjiang, China; (5) vesicular amygdaloidal andesite, massive diorite, 
andesitic copper ore from the Musi copper mine, Xinjiang, China; (6) glutenite, copper ore, 
lead-zinc ore from the Zengnan copper mine, Xinjiang, China. It is found that high-grade 
ore can be distinguished from surrounding rocks by permittivity, low-grade ore shows 
similar permittivity as other veins. We first measured and analyzed so many samples 
including different rocks and ores at wide frequency range according to current references 
world widely.  

2. Open-ended coaxial technique 
Firstly, the theory of open-coaxial probe technique is introduced. Then, the single-layered 
short-circuit spectral domain quasi-static model is established. Finally, the permittivity is 
calculated through the optimized inversion procedure. 

2.1 The open-coaxial probe technique  
The process of open-ended coaxial probe measuring medium includes three steps. 
The first step is experimental testing (hardware operation). Reflection coefficient, which 
contains electromagnetic parameters information of the material, is measured by an open-
coaxial probe with a flange-plane connected to reflection equipment which may be vector 
reflectometry (vector network analyzer or six ports) or scalar reflectometry. The vector 
network analyzer is used here (Agilent E5071B). The second step is the theoretical modeling. 
The physics model for the measurement is built based on electromagnetic knowledge. 
Namely, the relationship between the reflection coefficient of open-coaxial probe and the 
electromagnetic parameters of the sample measured is usually complicated and nonlinear 
one. And this modeling process is also called forward process. The third step is about the 
rebuilding electromagnetic parameters. In this step, the electromagnetic parameters 
corresponding with reflection coefficient of the material measured are obtained. This 
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process is often called inverse process. Because the equations established are often 
nonlinear, we often use numerical solution. 
Both theoretical modeling and numerical inversion are important steps in electromagnetic 
parameters measurement technology. Their accuracy decides the reliability of the measured 
results. For open-coaxial probe technique, modeling process is a mathematics analysis 
process, while the inversion is a process of appropriate optimization iteration. 

2.2 Spectral-domain quasi-static reflection coefficient model  
At present, popular analysis models used are full wave model and quasi-static model. The 
former is a theory model solved according to electromagnetic field. But the latter ignores the 
influences of high-order mode to reflection coefficient near the aperture of a coaxial probe. 
In theory, full wave model can accurately measure dielectric properties of materials. In fact, 
some theories and test indicate that the model error introduced by ignoring high-order 
mode is equal to the measuring error induced by the hardware and the operation. So, we 
can use quasi-static model (Wu et al., 2000), if the measurement error cannot be ignored and 
the rapid data processing is wanted. 
We use spectral-domain quasi-static method here. The flow chart for the measurement is as 
shown in Fig. 1. Firstly, the reflection coefficient of a MUT is measured by a VNA. Then the 
measured reflection coefficient is calibrated (or corrected) to achieve real reflection 
coefficient. Finally the permittivity is calculated through inversion from the reflection 
coefficient.  
 

 
Fig. 1. Measurement flow chart 

We used a single-layered short-circuit model here. Fig. 2 shows a schematic diagram of 
open-ended coaxial probe. “a” is the radius of inner conductor of coaxial probe. “b” is the 
radius of outer conductor. “d” is the thickness of sample measured. “ 1ε ”and “ 1μ ” are 
relative permittivity and relative magnetic conductivity of the medium filled in coaxial 
probe. “ sε ” and “ sμ ” are permittivity and relative magnetic conductivity of the sample 
measured. 
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Fig. 2. Open-ended coaxial probe schematic diagram  

It is assumed that only the TEM  mode wave is traveling in coaxial probe and the time-
harmonic factor jωte  is ignored. The complex electric field and complex magnetic field of 
forward wave and backward wave in coaxial probe can be expressed respectively as, 

 r1 1 1
AE [exp(- jk z) exp( jk z)]
r

= + Γ  (1) 

 1 1 1
1

AH [exp(- jk z) - exp( jk z)]
r

ϕ = Γ
η

 (2) 

where, r , ϕ  and z are the coordinate variable of cylindrical coordinate system in the 
equations. 1 0 0 1 1k = ω μ ε μ ε , 1 0 1 0 1η = μ μ /(ε ε ) . 0ε , 0μ are the permittivity and magnetic 
conductivity in the vacuum. ω  is the angular frequency . Γ  is the reflection coefficient. A is 
the electric field amplitude of the forward wave on probe terminal surface. 
The electromagnetic field rsE , sHϕ  in the material measured can be expressed as the integral 
sum of all plane waves (including high-order mode) in spectral domain. 

 rs c b c 1 c c c0E B(k )[exp(- z) (k )exp( z)]J (k r)k dk∞= γ + Γ γ  (3) 

 s c c b c 1 c c c0H B(k )Y(k )[exp(- z)- (k )exp( z)]J (k r)k dk∞
ϕ = γ Γ γ  (4) 

In the equations, 2 2
c sγ = k -k , and Re(γ) 0≥ , s 0 0 s sk = ω μ ε μ ε⋅ , c 0 sY(k ) = jωε ε /γ , 

b cΓ (k ) = -exp(-2γd) , 1J (x)  is first-order first-kind Bessel function, cB(k )  is the field 
amplitude expressed in the spectral domain. ck  is the continuous eigenvalue. 
As the boundary conditions at the z = 0  plane are satisfied, the tangent components of the 
field are equal; following equations can be derived, 

 ( ) ( ) ( )
( )

c b c 1 c c c0

A 1
a r bB k 1 k J k r k dk r

0 r a,r b

∞
 + Γ
 ≤ ≤ + Γ =  
 ≤ ≥

 (5) 

 ( ) ( ) ( ) ( ) ( )
c c b c 1 c c c0

1

A 1 -
B k Y k 1 - k J k r k dk a r b

r
∞ Γ

 Γ = ≤ ≤   η
 (6) 
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Multiply ( )1 cJ k r r′  to two sides of equation (5), and then take an integral with the form 0 dr∞
 , 

we get,  

 ( ) ( ) ( ) ( ) ( ) ( )b
c b c 1 c c c 1 c 1 c0 0 a

A 1
B k 1 k J k r k dk J k r rdr J k r rdr

r
∞ ∞ + Γ

  ′ ′+ Γ ⋅ = ⋅     (7) 

The integral order of the left of equation (7) is rearranged as, 

 ( ) ( ) ( ) ( )c b c c 1 c 1 c c0 0left B k 1 k k J k r J k r rdr dk∞ ∞   ′= + Γ      (8) 

According to the orthogonality of Bessel functions, we get 

 ( ) ( ) ( )n c n c c c0
c

1J k r J k r rdr k - k
k

∞ ′ ′= δ  (9) 

According to the sifting properties of δ  function: 

 ( ) ( ) ( )0 0- t - t f t dt f t∞
∞ δ =  (10) 

Then the equation (8) can be modified: 

 ( ) ( ) ( ) ( ) ( )c b c c c c c c b c0
c

1left B k 1 k k k - k dk B k 1 k
k

∞   ′ ′  ′ = + Γ δ = + Γ      (11) 

Since ( ) ( )0 1
d J x -J x

dx
= , the right of the equation (7) can be calculated: 

 ( ) ( ) ( ) ( ) ( ) ( ) ( )0 c 0 cb b
1 c 1 ca a

c

A 1 J k a - J k b
right J k r rdr A 1 J k r dr A 1

r k
 ′ ′ + Γ

′ ′= ⋅ = + Γ = + Γ    ′  
 (12) 

Then the equation (7) can be rearranged: 

 ( ) ( ) ( ) ( ) ( )0 c 0 c
c b c

c

J k a - J k b
B k 1 k A 1

k
 ′ ′ 

′  ′ + Γ = + Γ    ′  
 (13) 

Let c ck k′ = , the equation (13) becomes, 

 ( ) ( )
( )

( ) ( )0 c 0 c
c

b c c

A 1 J k a - J k b
B k

1 k k
 + Γ

=  
+ Γ   

 (14) 

The equation (14) is substituted to equation (6) and takes an integral with b
a dr  with the 

equation (6): 

 ( )
( )

( ) ( ) ( ) ( ) ( ) ( )0 c 0 cb b
c b c 1 c ca 0 a

b c c 1

A 1 J k a - J k b A 1 -
Y k 1 - k J k r dk dr dr

1 k k r
∞  + Γ Γ

 Γ =    + Γ η  
 (15) 
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Eliminating A and rearranging, (15) becomes,  

 ( ) ( ) ( )
( )

( ) ( ) ( )
( )

b c 0 c 0 cb b
1 c c c0 a a

b c c 1

1- k J k a - J k b 1- 1J k r dr Y k dk dr
1 k k 1 r

∞  Γ Γ  =     + Γ η + Γ  
 (16) 

The result is: 

 ( ) ( )
( )

( ) ( ) 2
0 c 0 cb c1

c c0
b c c

J k a - J k b1- k1- Y k dk
1 ln(b / a) 1 k k

∞
 ΓΓ η  = ⋅+ Γ + Γ

 (17) 

( )0J x is a Zero-order Bessel function of the first kind. It becomes the following: 

 
( ) ( ) ( )

( )
2 2 2

0 c 0 c c 0 s 0 s s 0
1

c0
2 2 2 2
c 0 s 0 s c c 0 s 0 s

J k a - J k b 1 2exp - k - d i1- dk
1 ln(b / a) 1- 2exp - k - d k k -

∞

   + ω ε ε μ μ × ε ωε   Γ η  = ⋅ + Γ  ω ε ε μ μ × ω ε ε μ μ  

 (18) 

Because the other parameters are all known. The equation (18) is a nonlinear equation about 
independent variable sε  and variable Γ . The question of solving permittivity becomes a 
process of solving this nonlinear equation. 
 

 
Fig. 3. Schematic diagram of rock sample holder  
 

 
Fig. 4. VNA and the rock sample holder  
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To avoid the influence of air-gap to the testing result, a rock sample holder is make as 
shown in fig. 3. 
The practical testing equipment including a VNA is shown in Fig. 4. 
In equation (17) and (18), because the Bessel function has oscillating property, the main 
difficulty focuses on the Bessel function with integral variable. Obviously these nonlinear 
equations have no analytical solution. So we uses numerical solution here. A big number 
(12500) is used for the positive infinite of the upper limit during the numerical intergal. The 
value of the big number is determined by different testing of many conditions. 

2.3 Calibration 
The calibration in this measurement includes two steps, one is the transmission line 
calibration, and the other is the probe calibration. 

2.3.1 Transmission line calibration 
The VNA is a exact device and is connected to coaxial probe through a coaxial cable. 
According to the operation requirement of the network analyzer, the coaxial line is 
calibrated using calibrating kits. The detailed operation process as follows. 
1. VNA parameters setting. The frequency range is between 1MHz-1GHz in this test 

according to our request. Power can be selected by our need, for example, 0dBm. Large 
power is believed to sense large sample volume. We choose 1000 sampling points here.   

2. Calibration process. We use single port calibration here because we only measure S11.  
The calibration kits which including the device SHORT, LOAD, and OPEN are used to 
calibrate the VNA. After this process, the reference plane for VNA is at the end of the 
coaxial cable. However, because the reflection surface is on the flange surface, not the 
end of the cable, further calibration is still needed. 

2.3.2 Probe calibration 
Probe calibration is an indirect method. We use short-circuit, the air, and the de-ionized 
water to calibrate the probe.  
If mΓ  is the reflection coefficient obtained through measuring and aΓ  is the practical 
reflection coefficient of probe terminal, mΓ  can be expressed as (Blackham & Pollard, 1997): 

 r a
m d

s a

ee
1 - e

ΓΓ = +
Γ

 (19) 

where, de  is the limited directivity error; re  is frequency response error; se  is equivalent 
source matching error. The reflection coefficient of the material aΓ  can be calculated 
through equation (17) or (18). Through measuring the reflection coefficient of three kinds of 
materials mΓ , the three equations about de , re , se can be obtained. There are three variables 
and three equations, the error coefficients de , re , se can be obtained. 
Short-circuit, and air are ideal calibration materials. The third material must have known 
permittivity. The de-ionized water is selected as the third calibration material here. When it 
is of short-circuit, a -1Γ = ; when the calibration material is air, the reflection coefficient of 
every frequency can be calculated through equation (17) or (18), because the permittivity of 
air is 1. According to the same theory, the reflection coefficient of de-ionized water can be 
calculated. Here, the reflection coefficient of water is obtained through the Cole-Cole 
formula. 
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( )

s
1-

0

-- j
1 j /

∞
∞ α

ε ε′ ′′ε = ε ε = ε +
+ ω ω

 (20) 

where, sε is a direct current permittivity. ∞ε is an optical frequency permittivity. 0ω is a 
Debye relaxation angle frequency. α is a Cole-Cole factor. 
By substituting the reflection coefficient of air film air _ aΓ and air _ mΓ , the reflection coefficient 
of de-ionized water water _ aΓ and water _ mΓ and the reflection coefficient of short-circuit 

short _ a -1Γ =  and short _ mΓ into the equation (19) separately. We get, 

 air _ a water _ a air _ a
s

water _ a air _ a water _ a water _ a air _ a

C C -e
C C -

Γ + Γ + Γ=
Γ Γ + Γ + Γ Γ

 (21) 

where, water _ m - AC
A - B

Γ= , air _ mA = Γ , short _ mB = Γ . 

We can also get, 

 water _ m
r

water _ a air _ a

s water _ a s air _ a

- Ae
-

1 - e 1 - e

Γ= Γ Γ
Γ Γ

 (22) 

 r air _ a
d

s air _ a

ee A -
1 - e

Γ=
Γ

 (23) 

It can be concluded based on the equation (19) that: 

 ( )
m d

a
s m d r

- e
e - e e

ΓΓ =
Γ +

 (24) 

Equation (24) determines the second step calibration. Fig. 7 shows the comparison among 
results before and after calibration for PTFE and de-ionized water, separately.  
 

 
Fig. 5. Reflection coefficient before and after calibration 

It can be seen that the real part of PTFE measured can be calibrated to around but different 
from 1. 



  
Behaviour of Electromagnetic Waves in Different Media and Structures 

 

110 

2.4 Inversion calculation and error evaluation  
If the permittivity of a material measured is known, the interface reflection coefficient (or 
admittance) can be calculated. This process is a forward one. The reverse process can be 
solved numerically. The following equation can be obtained from equation (18), 

 ( ) ( )
( )

( ) ( ) 2
0 c 0 cb c

c c0
b c c

J k a - J k b1- k1- 1Y Y k dk
1 ln(b / a) 1 k k

∞
 η ΓΓ  = = ⋅+ Γ + Γ

 (25) 

The solution is: 

 1- Y
1 Y

Γ =
+

 (26) 

Because it is a complex calculation, the objective function is defined as  

 ( ) ( ) ( )2 2
m c m cf a Re - Im -ε = Γ Γ + Γ Γ  (27) 

α  is a weighting coefficient in this equation, mΓ and cΓ are measured and the calculated 
reflection coefficients. The real part and the imaginary part should be treated equally to 
avoid that the large part dominates over the small part too much. This is the typical 
optimization problem. Here, ε  can be thought as a complex-single variable. But the most 
mathematical software optimization tool can not process complex variable optimization 
question. So the complex permittivity is divided to real part and imaginary part. The 
variable x is a vector array, where, ( )1x Re= ε , ( )2x Im= ε . The selection of weighting 
coefficient is based on the numerous tests. 
We solve the optimization process using the simplex method. The value of ( )f ε  after the 
optimization for every frequency is displayed in Fig. 6 for the material PTFE. It can be seen 
that the precision is very well. When the optimization stops, the objective function of 
minimum point satisfy the error requirement. 
 

 
Fig. 6. The value of optimization objective function  

We testify this technique using a standard material PTFE, air, and methanol.  
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We first test this technique with PTFE whose thickness is 10.50mm in this paper and has 
permittivity of 2.1-j0.0004 (Li & Chen, 1995) in microwave band. Because the imaginary part 
can not be measured exactly for lowly lossy medium (Wu et al., 2001) by this technique, we 
ignore the analysis for the imaginary part. The inverted permittivity is displayed in Fig. 7. 
The real part relative error at every frequency is displayed in Fg. 8.  
 

 
Fig. 7. Permittivity of PTFE sample 

 

 
Fig. 8. Real part relative error of the permittivity of PTFE sample  

We noticed that the arisen relative error is within 5% basically. The average relative error is 
1.2749%. One of the many reasons leading to the error is the air gap between the flange and 
the sample. The main reasons of producing air gap are that the upper surface and down 
surface are not parallel and clean enough, and the upper surface and the down surface do 
not touch enough with coaxial probe flange-plane and short-circuit board, although we 
already tried our best. 
The permittivity calculated by the air film is displayed in Fig. 9.  
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Fig. 9. Permittivity of the air  

The relative error is 0.7692%. Because the air is a kind of calibration material, the 
permittivity of air calculated should be theoretical value 1.The relative error is below 0.8%. 
It proves the validity of inversion process. 
The measured permittivity for methanol is displayed in Fig. 10.  
 

 
Fig. 10. Permittivity of methanol  

The measured permittivity for methanol is compared with the theoritical values which is 
calculated by the debye equation or cole-cole equation (Jordan et al., 1978) as shown in Fig. 
10.  The measured data is accetable except that they have clear difference with the theotitical 
ones at high frequency range. The reducement of this error could be the future topic. 

3. Measured results and analysis  
342 rocks and ores sample within 31 categories from 6 mines are measured and analyzed in 
this part by using open-coaxial probe technique. The photos for these rocks and ores 
samples are shown in Fig. 11. 
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Fig. 11. Photographs of the rocks and ores samples from 6 metal mines  

3.1 Samples from the Changren nickel-copper mine, Jilin, China 
Table 1 shows the messages of rocks and ores from the Changren nickel-copper mine, Jilin, 
China.  
Fig.12 shows marbles permittivities as an example, the solid and the dashed lines denote the 
real parts and the imagery parts. We find the values are diverse for the same rock. We think 
this kind of diversity is due to the fact of that the probe senses a small range and the 
samples are in-homogeneous. Therefore, we use the averaging value of these data to 
represent this sample, because the averaging could reflect the total characteristic. 
Fig. 13 shows the average permittivities of all rocks and ores from the Changren nickel-
cooper mine, China. We find high grade ore and medium grade ore have highest values, 
then the values range from high to low are the pyroxene peridotite, low grade ore, light 
alterative bornblende pyroxenite, marble, hybrid diorite, granitization granite.  
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Rocks Rock or Ore names Fig. no. Measured permittivity Sample number 
1 granite 11(1a) 5-7.5 25 
2 marble 11(1b) 5-10 8 
3 hybrid diorite 11(1c) 5-10 16 
4 altered hornblende pyroxenite 11(1d) 5-17 7 
5 pyroxene peridotite 11(1f) 10-20 10 

ores:     
6 low-grade ore 11(1g) 9-23 9 
7 medium-grade ore 11(1f) 20-70 10 
8 high-grade ore 11(1h) 5-95 12 

Table 1. Rocks and ores from the Changren nickel-copper mine, Jilin, China 
 

 
Fig. 12. Permittivity of marbles. (a) 8 Marble’s samples permittivities; (a) average of mable 
samples’ permittivities 
 

 
Fig. 13. Averaged relative permittivities of rocks and ores from the Changren nickel-cooper 
mine 
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Actually, the pyroxene peridotite, light alterative bornblende pyroxenite are basic rocks and 
ultra-basic rock which were ore carrier. When ore’s grade is low, the permittivity represents 
the carrier rock’s property. These basic rocks and ultra-basic rock come from tectonic 
emplacement. The granitized granite is the host rock which has distinguished lower values. 
These measured data show optimistic aspect for borehole radar detection for metal ore-body. 

3.2 The samples from the Huanghuagou lead-zinc mine, Chifeng, Inner Mongolian, 
China  
The table 2 shows the message of rocks and ores from the Huanghuagou Lead-Zinc mine 
Chifeng, China. Ores and rocks ranked by permittivity from high to low are high-grade ore, 
pyrite, medium-grade ore, dacitoid crystal tuff, low-grade ore, crystal tuff, tuffaceous 
breccia, tuffaceous sandstone, and dacite. The high-grade ore, pyrite, and the medium-grade 
ore are distinguishable from each other and the others.  
 

Rocks Rock or Ore names Fig. no permittivity Samples number 
1 tuffaceous fine-grained sandstone 11(2a) 5-7 5 
2 tuffaceous breccia 11(2b) 5-6 5 
3 dacitoid crystal tuff 11(2c) 5.5-8 13 
4 dacite 11(2d) 5.5-6 10 
5 crystal tuff 11(2e) 5-7.5 11 

Ores     
6 high-grade ore 11(2f) 10-70 11 
7 medium-grade ore 11(2g) 10-12 5 
8 low-grade ore 11(2h) 5-10 8 
9 pyrite 11(2i) 20-40 4 

Table 2. Messages of the Huanghuagou lead-zinc mine, Chifeng, Inner Mongolian, China 
 

 
Fig. 14. Averaging permittivities of ores and rocks from the Huanghuagou lead-zinc mine, 
Chifeng, Inner Mongolian, China 

3.3 Samples from the Nianzigou molybdenum mine, Chifeng, Inner Mongolian, China 
The table 3 shows the messages of rocks and ores from the Nianzigou molybdenum mine, 
Chifeng, Inner Mongolian, China. Ores and rocks ranked by permittivity from high to low 
are high-grade ore, low-grade ore, and altered K-feldspar granite. The high-gride ore is 
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distinguishable from other two, and the low-grade ore shows the nearly same permittivity 
as altered K-feldspar grinate.  
 

Rocks Rock or Ore names Fig. no permittivity Samples number 
1 altered K-feldspar granite 11(3a) 4.5-7.5 23 samples 

Ores     
2 high-grade ore 11(3b) 5-15 7 (No: 02, 05, 07, 08, 09, 10, 11) 
3 low-grade ore 11(3c) 4-10 4 (No: 01, 03, 04, 06) 

Table 3. Messages of rocks and ores from the Nianzigou molybdenum mine, Chifeng, Inner 
Mongolian, China 
 

 
Fig. 15. Averaging permittivities of the rocks and ores from the Nianzigou molybdenum 
mine, Chifeng, Inner Mongolian, China 

3.4 Samples from the Qunji copper mine, Xinjiang, China 
The table 4 shows the messages of rocks and ores from the Qunji Copper mine, Xinjiang, 
China. Ores and rocks ranked by permittivity from high to low are albitophyre ore, quartz 
albitophyre, breccia porphyry, malachite copper oxide ore, and albite rhyolite porphyry. The 
albitophyre ore is clearly distinguishable from the others in the real part. Other rocks and 
ore are ambitious in permittivity. 
 

Rocks Rock or Ore names Fig. no Permittivity Samples number 
1 albite rhyolite porphyry (core) 11( 4a) 5-5.5 8 
2 breccia porphyry 11(4b) 5-5.5 14 
3 quartz albitophyre 11(4c) 5-7.5 11 

Ores     
4 albitophyre ore 11(4d) 5-10 16(No：01-09,11-17) 
5 malachite oxide ore 11(4e) 5-5.5 14(No.：01-14) 

Table 4. Messages of rocks and ores from the Qunji Copper mine, Xinjiang, China 
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Fig. 16. Average permittivities of rocks and ores from the Qunji Copper mine, Xinjiang, 
China 

3.5 Samples from the Musi copper mine, Xinjiang, China 
The table 5 shows the messages of rocks and ores from the Musi copper mine, Xinjiang, 
China. Ores and rocks ranked by permittivity from high to low are vesicular amygdaloidal 
andesite, massive diorite, and andesitic copper ore. The andesitic copper ore is 
distinguishable from the others and shows low permittivity characteristic which is opposite 
to other mines.  
 

 
Fig. 17. Averaging permittivities of rocks and ores from the Musi copper mine, Xinjiang, 
China 



  
Behaviour of Electromagnetic Waves in Different Media and Structures 

 

118 

Rocks Rock or Ore names Fig. no Permittivity Samples number 
1 vesicular amygdaloidal andesite 11(5a) 5.5-12.5 19 samples 
2 massive diorite 11(5b) 7.5-11 12 samples 

Ores    Total:24 
3 andesitic copper ore 11(5c_1; 5c_2) 5-10 24 samples 

Table 5. Messages of rocks and ores from the Musi copper mine, Xinjiang, China 

3.6 Samples from the Zengnan copper mine, Xinjiang, China 
The table 6 shows the messages of rocks and ores from the Zengnan copper mine, Xinjiang, 
China. Ores and rocks ranked by permittivity from high to low are lead-zinc ore, copper ore, 
and glutenite. Three of them can be distinguished from each other. 
 

Rocks Rock or Ore names Fig. no Permittivity Samples number 
1 glutenite 11( 6a) 8-14 6 

Ores     
2 copper ore 11(6b) 8-40 11 
3 lead-zinc ore 11(6c) 15-45 4 

Table 6. Messages of rocks and ores from the Zengnan copper mine, Xinjiang, China 
 

 
Fig. 18. Averaging permittivities of rocks and ores from the Zengnan copper mine, Xinjiang, 
China 

4. Conclusion 
Open-ended coaxial technique can measure the permittivity in wide frequency range 
quickly. The sample machining is relatively simple, and only the smooth surfaces of the 
sample sheets are required. Because the sensing range of the probe concentrates mainly at 
the center of the probe and the samples measured are no so homogeneous, we use averaging 
value from several samples of a rock or ore to reduce the random effect due to their in-
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homogeneity. It is shown that permittivity of metal ore is higher than other rocks, and high-
grade ore is distinguishable from surrounding rocks. These measurements provide insights 
into the wide-frequency permittivity of metal ores and rocks, and also provide basis for 
electromagnetic exploration by borehole radar.  
There are still couple of problems with the current research. The sizes of the flange, the 
aperture of the probe, sheet sample thickness, are not optimized yet. The sensing area for 
the current probe is small for the inhomogeneous rocks and ores. These are all future works 
for us. 
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1. Introduction 
Wall painting is an important part of cultural heritage. Generally speaking, painting on the 
wall of buildings or rocks, and those on the wall of caves are called wall paintings. But 
painting on the rock face is called rock painting. Wall painting on the building can be 
approximately classified into drawing murals, relief frescoes, mosaic murals and etcetera 
material paintings. Chinese ancient wall paintings can be generally distinguished according 
to different drawing site, such as palace paintings, temple paintings, grotto frescoes, coffin 
chamber murals, residential paintings and so on. Most of the paintings, including grotto 
frescoes, palace paintings or temple paintings, have several hundred years, or even several 
thousand years of history. During this time, under the influence of environmental factors 
(light, temperature, humidity, wind, sand and so on), biotic factors (micro-organism, insect), 
painting support walls and materials, architectural composition and human factor, wall 
paintings have undergone various kinds of diseases and damage. The most common 
painting diseases are delamination, flaking, disruption, smoking, pollution, deep-loss, paint-
losses, cracks-hatch, mechanical-damage and so on. 
Delamination is the loss of adhesion between layers in the support (wall, rock mass or 
others) and plaster stratigraphy, causing separation between plaster and suport. 
Delamination can occur between plaster layers, plaster and support. Generally, 
delamination causes painting surface crack and protrusion, even leads to painting losses 
because of gravity force from wall painting itself. 
Literally speaking, Tibet is a region with abundance of cultural relics. According to an 
incomplete statistics, there are more than 2,000 ancient architectures all over the region, 
among which 3 are included in the world heritage list, 27 are national key preservation 
units, 55 are provincial level ones and 96 are city or county level ones. A primary survey 
shows such cardinal ancient architectures, just like Potala Palace, Norbulingka and Sagya 
Monastery, and the wall paintings are in severe need to be conserved. The architecture 
deterioration mainly occurs in the forms of structural distortion, roof leakage, rafter mildew, 
moth-eaten, rat-bitten beams, while the wall painting deterioration displays in delaminated 
plaster, pigment flaking, plaster and wall crevice, plaster disruption, soot and contaminant, 
among which the most serious damage, taking up more than 75% areas in total seems to be 
delamination [1]. In this sense, the great task in the conservation of Tibetan cultural relics 
proves to be the combat against the delamination in wall paintings. 



  
Behaviour of Electromagnetic Waves in Different Media and Structures 

 

122 

 
Fig. 1. Delaminated wall paintings in Cave 329 of Mogao Grottoes 

 

 
Fig. 2. Delaminated wall paintings in Eastern Audience Hall of Potala Palace 

Wall paintings in Tibet Potala Palace, Norbulingka and Sagya Monastery were made as 
follows: firstly coarse red Argar earth was coated on the stone wall, rammed earth wall or 
light Bianma grass, secondly fine white Argar earth was coated on them, and then paintings 
were drawed, finally varnish or tung oil was spread on the wall painting surface. 
The causes of wall painting delamination [2], [3] can be summed up in the following aspects: 
first of all, the construction material and crafts applied. The result of the survey discloses 
that the ancient Tibetan architectures are mixed constructures made of stone, earth and 
wood, which leaves the connection sections between the beams and wall paintings at the 
ceiling as well as the upper side of doors vulnerable to the delamination. The layer-
structured wall paintings in those sections suffer distortion and breach under the pressure 
of vertical shearing stress, showing the unequal distribution of different interface stress 
upon different materials. The load of the building and roofing on beams and purlines 
transfers through those frameworks to walls. The wall painting plasters leaning against 
walls are directly connected to roofing. During the drying process, different materials 
displaying dissimilar contraction rates are easy to form gaps around the combining parts of 
those materials, which, in combination with the transmission of forces, contributes to the 
formation of the delamination. 
Secondly, the cause comes to the layout of the architecture and the effects brought by both 
natural and human activity vibration. The structures of ancient Tibetan architecture mainly 
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belong to pillar mixed load carrying members. In those architectures, the top of the 
architecture serves not only as the roofing of the floor but the platform for its upper floor. 
Besides used as passages and aisles, the Buddhist ceremony was also held here. Therefore, 
the vibration brought by the human activity is ranked among the causes for the formation of 
wall painting crevices and delamination. Each year the renovation of roofing is carried out 
regularly, during which a large number of people performing ramming generates strong 
vibration when they are ramming a new layer of Argar. This is also a potential threat to the 
supporting structure of roofing. In a word, the original layout of the structure leaves wall 
paintings open to deterioration, the deterioration of delamination in particular, while the 
human activity accelerates this process. The vibration produced by the human activity and 
the architecture weight itself are the direct cause of the mural delamination. In addition, the 
frequent earthquakes of different magnitudes also impose important effect upon the 
architecture, resulting in its distortion and damage. 
Thirdly, the roof leakage is anther cause of delamination, which in turn is caused by the 
architecture distortion and the malfunction of the Argar layer. 
Fourthly, the environment also contributes to the delamination. The surrounding 
environment of cultural relics is among the most important factors in their intact 
preservation. However, at the same time, it is also the prerequisite for the formation of 
deterioration. The environmental factors affecting the preservation of cultural relics mainly 
include temperature, moisture, illumination and ventilation, which in the case of the Tibetan 
palace wall paintings, are the indoor temperature and moisture plus region environment, 
such as air temperature, precipitation and air moisture. Researches show that the 
microenvironment of the Tibetan palace and temple are conducive to the preservation of 
wall paintings, whose annual mild changes to some degree avert the wall painting damage 
imposed by the freeze-thaw action. 
In the conservation of wall paintings, it is quite a problem in technology to investigate the 
area and the degree of wall painting delamination. Traditionally, the diagnosis of 
delamination in grotto wall paintings and palace wall paintings is achieved by 
distinguishing the tone when tapping wall paintings by hand, such experience is useful in 
determining the area and degree of delamination, but it depends a lot on subjective 
sensation. 
Non-destructive detection by ground penetrating radar (GPR) is the method of using high-
frequency electromagnetic waves in the form of wide-band short pulse to transmit signal 
underground by the transmitting antenna of ground penetrating radar, which reflects back 
to the receiving antenna at the mismatching interfaces of electromagnetic impedence, and 
analysing the amplitude characteristics of received waves in time domain or frequency 
domain to distinguish abnormal body. Ground penetrating radar is widely used in 
archaeology, karst exploration, concrete pavement assessment, tunnel lining quality 
evaluation, subgrade stratification and so on. With the increase of central frequency of radar 
antenna and the using of ultra-wideband technology, ground penetrating radar is applied to 
the recognition of shallow target. 
The depth of mural delamination is generally 2 ~ 5 cm, rarely more than 10 cm (Fig. 3). 
Therefore, ground penetrating radar can detect depth of 20 cm to meet the requirements. 
Based on physical modeling experiment in the laboratory, the author uses the RAMAC GPR 
made in Sweden to detect delamination of wall paintings in Tibetan lamaseries and Lashao 
temple. During the in-situ test, the ground penetrating radar is equipped with a shielded 
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antenna at the nominal central frequency of 1.6 GHz, the antenna is gently attached upon a 
piece of transparent parchment paper that has been covered on the vanishing surface of wall 
paintings, the sampling parameters of time window is set at 4 ns and sampling frequency at 
142 GHz, and the signal triggering mode is adopted as distance or time. Having been 
processed by the band-pass filter and the filter of subtracting mean trace, the scope of 
delamination disease is determined and the thickness of wall painting delamination is 
estimated in the radar profile. 
 

 
Fig. 3. Typical plaster section of wall paintings in Potala Palace 

2. Detection of delamination in replica plaster 
Under ideal condition, the vertical resolution limit is up to 1/10 of electromagnetic 
wavelength, but under poor circumstance, the resolution is only 1/3 of characteristic 
wavelength. As to the geotechnical detection by ground penetrating radar, it is typically 
considered 1/4 to 1/2 of impulsed electromagnetic wavelength as the vertical resolution to 
select the appropriate radar antenna. When the characteristic wavelength of electromagnetic 
waves is close to the thickness of cavity or delamination, the relative strong echo from the 
top or the bottom of cavity in the radar image is easy to identify. Because of the application 
of ultra-wideband radio technology, such kind of ground penetrating radar has higher 
resolution [4 ]- [7]. 
Replica of Tibetan wall painting plaster is made, and regular voids at different depth and 
with varied size are set inside, then the forward modeling detection is carried out in order to 
get appropriate parameters for acquisition of radar data, and to find effective filters for 
signal processing. 

2.1 Characteristic of transmitting impulse 
RAMAC GPR, made by MALÅ GeoScience in Sweden, is used to carry out the physical 
modeling experiment. It is designed on the basis of general modular, and it consists of 
control unit, antenna and computer terminals (Fig. 4). When detecting the delamination of 
wall paintings in Tibet Potala Palace, the 1.6 GHz shielded antenna with the highest center 
frequency at that time was used. At present, the latest product, 2.3 GHz radar antenna, takes 
a higher central frequency. As for the impulse electromagnetic wave generated by the 
transmitting antenna, its time domain (Fig. 5) and frequency domain (Fig. 6) characteristics 
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affect the performance of ground penetrating radar, especially the vertical resolution of 
ground penetrating radar. 
 

 
Fig. 4. RAMAC/GPR made by MALÅ GeoScience 
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Fig. 5. Time domain waveform of carrier-free pulse emitted by GPR antenna 

 

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
0.0

0.2

0.4

0.6

0.8

1.0

N
or

m
al

iz
ed

 A
m

pl
itu

de

Frequency /MHz

 1.6GHz (FFT)
 2.3GHz (FFT)

-20dB

 2.3GHz (nominal)

-10dB

 
Fig. 6. Frequency domain spectrum of carrier-free pulse emitted by GPR antenna 
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According to the Federal Communications Commission (FCC), the band width of impulse 
signal of electromagnetic wave is defined as the range of frequencies in which the signal's 
spectral density P(f) is above -10 dB relative to its maximum: 
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where: PdB(f) is the normalized power when frequency is f and the measuring unit is dB; A(f) 
is the amplitude when frequency is f and Amax(fc) is the peak amplitude at the central 
frequency of fc. 
When PdB(f) is -10 dB, A(f)=10-1/2·Amax(f)≈0.32 Amax(f). As shown in Fig. 6, when the 
normalized amplitude is 0.32, its normalized power is equal to -10 dB. 
In Fig. 6, the signals in time domain have been transformed into frequency domain by Fast 
Fourier Transform (FFT), the higher bound fH and lower bound fL of spectral band width of 
the electromagnetic wave transmitted by 1.6 GHz antenna is 502 MHz and 2,203 MHz 
respectively. As to 2.3 GHz antenna, the higher bound fH and lower bound fL is 772 MHz 
and 3,321 MHz respectively. The relative band width B is defined by the following equation: 
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where: B is the relative band width of electromagnetic wave in frequency spectrum and the 
measuring unit is %; fH is the higher bound of the band width, fL is the lower bound of the 
band width and both the measuring units are MHz. 
According to equation (2), it can be figured out that the relative band width of the 1.6 GHz 
antenna is 126% and that of the 2.3 GHz antenna is 125%. So that, both of them belong to the 
type of ultra-wideband (UWB) antenna. 

2.2 Vertical resolution 
Having taken the technology of step frequency, RAMAC GPR expands the band width of 
impulse electromagnetic wave. The component of high frequency in the effective band 
width, Beff, possess higher resolution. The simplified equation of the vertical resolution, ΔR, 
of the ground penetrating radar can be worked out according to the Rayleigh criterion: 

 R
2B 2B

Δ = = r

eff eff

c εν
 (3) 

where: ΔR is the vertical resolution of ground penetrating radar, also called as longitudinal 
resolution, its unit is m. υ is the propagating velocity of impulse electromagnetic wave in the 
medium, with the unit of m/s. Beff is the effective absolute band width in frequency 
spectrum of received signals and its unit is Hz. c is the traveling speed of electromagnetic 
wave in vacuum, its value is about 3.00×108 m/s. εr is the real part of the relative dielectric 
constant of the medium. 
By the equipment of Agilent 8510C single terminal vector network analyzer (VNA), it is 
determined that the relative dielectric constant of the fine layer, namely white Argar earth, 
and the coarse layer, namely red Argar earth, in wall painting plaster is about 3.76 and 2.9 
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respectively in the frequency range of 0.2~3.0 GHz. As for 1.6 GHz antenna, its absolute 
wide band is 1.70×109 Hz, so that, according to equation (3), the vertical resolution is 0.051 
m, that is 5.1 cm. 
In equation (3), the half-wave length of the electromagnetic wave transmitting in the 
medium is regarded as the vertical resolution of ground penetrating radar. However, 
according to the Rayleigh criterion, 1/4 of the wave length is regarded as the limit of the 
vertical resolution. Under high signal to noise ratio, 1/8 of the wave length can be regarded 
as the limit of the theoretical vertical resolution. In fact, the replacement of effective band 
width by absolute band width to calculate the vertical resolution is a comprised method. 
Because the detection of delamination in wall paintings by ground penetrating radar 
belongs to the application of ultra shallow layer in the depth range of 10 cm, the two-way 
attenuation distance of electromagnetic wave in the dry plaster is relatively short. The 
component of high frequency with higher resolution can reflect back into the receiving 
antenna at the interface between plaster layer and cavity. 
If the threshold of -20 dB spectral density, in equal to normalized amplitude of 0.1 in Fig. 6, 
is regarded as the recognition limit, the effective band width of 1.6 GHz antenna in 
frequency domain is 121~2,624 MHz. Therefore, the minimum wave length of the 
electromagnetic wave transmitting in the wall painting plaster is 6.62 cm. Then, the 
maximum theoretical vertical resolution of λ/8 is about 8 mm. 

2.3 Physical modeling experiment 
In order to determine the appropriate acquisition parameter of RAMAC GPR, and to 
obtain the method of digital signal processing (DSP), regular voids with different depth 
and thickness are made in the loam plaster (Fig. 7). The ground penetrating radar 
equipped with 1.6 GHz shielded antenna is used to carry out the lab test (Fig. 8, Fig. 9, 
Fig. 10, Fig.11). 
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Fig. 7. Schematic layout of rectangular voids in plaster replica for detection by GPR 

In Fig. 7, the length of the delamination parts A, B, and C is 100 mm. Their buried depth h 
and thickness Δh is 45 mm & 5 mm, 45 mm & 23 mm and 27 mm & mm respectively. The 
relative dielectical constant of the loam plaster is about 1.74, so that the propagation velecity 
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of the electromagnetic wave in such medium is 2.27×108 m/s, namely 0.227 m/ns or 227 
m/μs. It is faster than that of the electromagnetic wave in dry clay. 
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Fig. 8. Presentation of post-processed GPR profile in software of Ground Vision 
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Fig. 9. Post-processed GPR profile in combination of wiggle mode and point mode 
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Fig. 10. FIR filtered GPR profiles at different sampling frequency 
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In Fig. 8, the length of the radar profile is about 2.1 m, the interval of the triggering time is 
0.1 s, the total time spent is 62.1 s, and 621 traces of data have been collected. The average 
speed of the antenna is about 3.38 cm/s. The time window t of the profile is 2.26 ns, the 
sampling frequency, fs, is 141.82 GHz. The number of samples, N, collected in each trace is 
320, which is figured out by the following equation: 

 N=fs·t (4) 

What is shown in Fig. 8 is a radar profile, presented in the form of a matrix with 320 rows 
and 621 columns after loading the filter of finite impulse response (FIR). In the Ground 
Vision, which is a software affiliated to the ground penetrating radar equipment, through 
the processing of direct current (DC) removal, band pass filtering and subtract mean trace, 
the delamination in replica plaster can be distinguished clearly in the point mode of radar 
profile. Since the delamination A is not that thick, it is difficult to be located in Fig. 8. The 
delamination C is so shallow that the noise over the echo is strong. The delamination B is the 
most obvious and its thickness, Δh, can be calculated with the following equation: 

 
( )0N N

2 2N

− ⋅ΔΔ = ⋅ = ⋅ t tt
h c c  (5) 

where: Δh is the thickness of the delamination with the unit of m. c is the propagation 
velocity of electromagnetic wave in the delaminated area and the value is about 3.00×108 
m/s. Δt is the two-way travel time when the electromagnetic wave propagates in the 
delaminated area and its unit is s. Nt is sample number of the lower surface of delamination 
in typical trace. N0 is sample number of the upper surface of delamination. t is time depth of 
the whole trace with the unit of s. N is sample number of the whole trace. 
In equation (5), t is 2.26×10-9 s. According to the characteristic waveform of delamination B 
in time domain, Nt and N0 is 179 and 155 respectively, and N is 320. The thickness of the 
delamination is figured out as 0.0254 m, namely 25.4 mm. It is very close to the actual 
thickness in replica plaster. By the same rule, Nt and N0 for delamination C is 141 and 123 
respectively, and its thickness is calculated as 19.1 mm. 
Fig. 9 is the interpretation result of the same radar profile in software of REFLEX after the 
processing of subtract DC shift, band pass butterworth, background removal and F-K 
migration. It is the combination of presentation in point mode and wiggle mode. The 
delamination parts of A, B and C are obvious. Compared with the background, their 
common characteristics are the sudden increase in negtive amplitude and the phase 
inversion. 
Fig. 10 is the interpretation result of delamination A and B at different sampling 
frequency. The higher the sampling frequency is, the more samples in illustration of 
delamination at the same time depth are. The bigger the difference of two way travel time 
between the upper and the lower surface of delamination is, the more serious the 
delamination is. 
The results of modeling detection (Table 1) show that when the antenna couples well with 
the wall painting surface, the delamination in the radar profile is great clear. The higher the 
sampling frequency is, the more samples corresponding to the bound of delamination there 
are. This is good for the interpretation of radar profile, and the values of delamination 
thickness, figured out by equation (5), are close to each other. 
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Replica dimension Calculated thickness/mm 

Sampling frequency/GHz Delamination
Depth/mm Thickness/mm

142 213 425 

A 45 5 16.5 19.2 15.6 

B 45 23 25.4 26.6 26.3 

C 27 18 19.1 N/A N/A 

Table 1.  Interpreted thickness of delamination in comparison to nominal size 

2.4 Analysis of typical traces 
The typical wave forms (Fig. 11, Fig. 12) of delamination A with the thickness of 5 mm, 
delamination B of 23 mm thick and background are extracted from the radar profile. The 
comparison and analysis of transformed wave forms in time domain are presented in Fig. 13 
and Fig. 14. 
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Fig. 11. Characteristic traces in time domain at sampling frequency of 142 GHz 
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Fig. 12. Comparison of typical traces after high pass at 1.2 GHz in time domain 
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Fig. 13. Comparison of instantaneous amplitude after Hilbert transform 

 

 

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
-3.5

-3.0

-2.5

-2.0

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

In
st

an
ta

ne
ou

s 
Ph

as
e 

A
ng

le

Time /ns

  5 mm
 23 mm
 BG

 
Fig. 14. Comparison of instantaneous phase after Hilbert transform 

At the upper and lower interfaces of delamination, the instantaneous amplitude as well as 
the instantaneous phase of the delamination and the background in time domain go 
through alienation. The two way travel time is 0.7 ns and 0.9 ns respectively when the 
contrast is great, which is in consistent with the contrast of original waveforms in time 
domain. 
Specifically to RAMAC/GPR and its accessory software of Ground Vision, it is suggested 
that the depth of time window should be about 3 ns and sampling frequency about 213 
GHz. As a rule, the thickness of wall painting plaster in Tibetan lamaseries is less than 10 
cm, and it depends on efficient removal of direct coupled waves in radar profile to detect 
delamination beneath wall painting plaster. As the GPR raw data is processed by applying 
filter of finite impulse response (FIR), delamination in wall paintings is characterized as 
sudden amplification of negative amplitude in waveform, and the extent of delamination is 
proportional to the time difference of two adjacent troughs, representing how serious the 
deterioration is. 
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3. In-situ detection of delamination in wall paintings 
According to characteristic phenomena discovered and practical experience got in previous 
modeling experiment, GPR is applied to detect delamination in wall paintings in Potala 
Palace, Norbulingka and Sagya Monastery in Tibet. It is shown that strong negative 
amplitudes appear on certain GPR traces, which is in accordance with existence of serious 
delamination in wall paintings in these Tibetan lamaseries. Delamination in wall paintings 
in the Western Hall of Potala Palace is in great relation with wooden beam between 
plaster and blockstone wall. In the Mandala Hall of Sagya Monastery, delamination 
spreads from the top area of rammed wall, and it is proven to be more serious in the 
upper area. 

3.1 Detection in Sagya Monastery 
Visual inspection by means of video probe (Fig. 15) shows that delamination in wall 
paintings in the Sagya Monastery is very serious. The delamination is mainly distributed at 
the top of walls, usually in the form of wall painting plaster delaminating from the rammed 
plaster (Fig. 16). 
 

    
Fig. 15. XL PRO Video probe made by EverestVIT for remote visual test 

 

    
Fig. 16. Visualization of delamination in wall paintings by EverestVIT VideoProbe 
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It has been proven by video probe that the delamination in wall paintings around the 
probing holes is thick. The three holes (Fig. 17) are connected with each other in that when it 
is blown at one hole the dust come out from the other two holes. It is a pity that although the 
interior condition of the delamination can be visualized and imaged by probing test, the 
thickness of the delamination can not be determined without reference. Only the existence 
of the delamination can be ensured. The around area (Fig. 18) is selected as the site of field 
test for detection. 
 

 
Fig. 17. Relative position of detection area to probing holes 

 

 

O O'

Q 
Q'

P 

P' 

80 cm 

 
Fig. 18. In-situ detection of delamination in Mandala Hall of Sagya Monastery 

The field test for detection of delamination in wall paintings was carried out on August 7, 
2007. Test parameters were as follows: the sampling frequency is 60779.928037 MHz, 
interval of triggering distance is 0.002590 m and the depth of time window is 5.528141 ns. In 
the post-processing software of Easy 3D, as the radar profile is filtered by FIR, it is found 
that the delamination at the top is more serious than that at the bottom in the west wall (Fig. 
19). 
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Fig. 19. Typical GPR profiles in illustration of delamination at Mandala Hall 

3.2 Detection in Patala Palace 
The south wall of Western Hall in Potala Palace is selected as the detection area (Fig. 20). 
From left to right, this area is divided into five square grids with a side length of 80 cm, so 
that each coverage is 0.64 m2. The spacing distance of both transversal and vertical profiles 
in grid project is 10 cm (Fig. 21). 
 

 
Fig. 20. Detection area in the Western Hall of Potala Palace 

 

 
Fig. 21. In-situ orthogonal grid project 

In-situ detection test in Potala Palace was carried out on July 10, 2006, the measurement 
configuration is as follows: sample number is 312, sampling frequency 28363.966797 MHz, 
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triggering interval 0.003885 m, and time window 10.999872 ns. The sample number 
corresponding to the ground surface level is calibrated as 31. 
Raw GPR profile data is digitally processed by the following filters in sequence: automatic 
gain control (scale: 500000, window: 21), direct current adjustment (start: 207, end: 311), 
delete mean trace (use entire date), finite impulse response (background: 15, lowpass: 5), 
and moving average (samples: 3). After the post processing as above, the wall made of stone 
adobe is distinctly illustrated in Fig. 22, since relatively more electromagnetic waves are 
reflected from the plaster-stone interface. 
 

 
Fig. 22. Plaster-support interface illustrated in radar image 

From Fig. 22, it can be seen that when the two-way travel time of electromagnetic wave is 
near 2 ns, the reflected signal is strong. Suppose that the electromagnetic wave travels at 0.1 
m/ns in plaster, the thickness of the plaster layer is 10 cm. Besides, the signal of the wave 
appears unusual at the horizontal distance of 0.42 m, which may be the area of 
delamination. 
If the data in Fig. 22 is only filtered by finite impulse response in Easy 3D, the length of the 
wooden beam, read as 0.8 m, can be seen clearly in the radar profile (Fig. 23). Furthermore, 
its width is about 0.28 m in the side view (Fig. 24). 
 

 
Fig. 23. 3D presentation of underneath beam 
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Fig. 24. Width of the wooden beam 

To summarize, the deterioration of delamination within the wall paintings is located mainly 
at the top of the wooden beam and under the plaster layers, and it is 3.2 m in length, 0.28 m 
in width, and 5 cm in depth from the wall painting surface. 

3.3 Detection in Lashao Temple 
The detection area, 0.8 m long and 1.2 m high, in Lashao Temple of Wushan Shuilian Caves 
is relatively flat, on the north of the lion relief of the Buddha figure (Fig. 25). Altogether, 17 
horizontal and 13 vertical profiles (Fig. 26) have been taken, and the distance between 
adjacent profiles is 0.1 m. 
 

 
Fig. 25. Overall view of the field test in Lashao Temple 

Detection Area 
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Fig. 26. In-situ detection of delamination in wall paintings in Lashao Temple 

As a rule of thumb, the relative dielectric constant of mural plaster is about 1.5, so that 
electromagnetic wave travels in plaster layer at the speed of about 2.45×108 m/s (245 m/μs 
or 245 mm/ns). In the dialog box of parameter setting, the window of two-way travel time is 
input as 3 ns, which is equal to set the effective detection depth as 36.75 cm, the sampling 
frequency is chosen as 142 GHz, the interval of impulse triggering time is set as 0.1 s, and 
the function of automatic stacking is turned on. During the operation of signal processing, 
the following four filters are loaded: DC Removal, Substract Mean Trace, Band Pass, and 
Running Average. 
 

 
Fig. 27. Presentation of GPR profile H3 
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It is shown in the interpretation results (Fig. 27, Fig. 28, Fig. 29) that the delamination in wall 
paintings in the detection region is mainly located at the lower left corner, which is in 
consistence of the area where the loss of mural plasters is serious. In addition, delamination 
is also serious in the lower right corner and the upper part of detection area. Taking into 
account that the vertical resolution of RAMAC ground penetrating radar is about 5 mm, 
delamination in detection area should be more serious (Fig. 30). 
 

 
Fig. 28. Presentation of GPR profile H5 

 

 
Fig. 29. Presentation of GPR profile V1 
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Fig. 30. Comprehensive interpretation of delamination in wall paintings, marked by arc 

4. Conclusion 
Focusing on the propagation of high frequency pulse electromagnetic waves in layered 
lossy and dispersive medium and after the physical forward modeling experiment, this 
chapter has successfully located delamination in polished wall paintings by wall coupling 
antennas using RAMAC ground penetrating radar. It is shown that the ultra-wide band 
ground penetrating radar is capable of detecting delamination in vertical resolution of 
about 5 mm when it is equipped with a transmitting antenna of 1.6 GHz central 
frequency. 
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1. Introduction 
1.1 Distribution of Electromagnetic Field Momentum in dielectrics in stipulation of 
self-induced transparency 
Interaction of quantums of electromagnetic radiation with substance can be investigated 
both from a wave position, and from a quantum position. From a wave position under 
action of an electromagnetic wave there are compelled fluctuations of an electronic orbit and 
nucleus of atoms. The energy of electromagnetic radiation going on oscillation of nucleus 
passes in heat. Energy of fluctuations of an electronic orbit causes repeated electromagnetic 
radiation with energy, smaller, than initial radiation. 
From a quantum position character of interaction is more various. Interaction without 
absorption of quantums is possible: resonant absorption, coherent dispersion. The part of 
quantums is completely absorbed. Quantums can be absorbed without occurrence 
secondary electrons. Thus all energy of quantums is transferred fonons - to mechanical 
waves in a crystal lattice, and the impulse is transferred all crystal lattice of substance. At 
absorption of quantums can arise secondary electrons, for example, at an internal 
photoeffect. Absorption of quantums with radiation of secondary quantums of smaller 
energy and frequency is possible, for example, at effect of Compton or at combinational 
dispersion.  
All these processes define as formation of impulses of electromagnetic radiation in 
substance, and absorption of radiation by substance.   

1.2 Coordination of the electromagnetic impulse with the substance 
Firstly, consider the one-dimensional task the electric part of electromagnetic field 
momentum with the dielectric substance, which posses a certain numerical concentration  n 
of centrosymmetrical atoms – oscillators. For the certainty of the analysis we suggest the 
atom to be one-electronic. It is also agreed, that no micro current or free charge are present 
in the medium. The peculiarities of interaction between magnetic aspect of momentum and 
the atoms will be considered later. 
We accept that there takes place the interaction of quantum of electromagnetic radiation 
with nuclear electrons, thus quantum are absorbed by the electrons. By gaining the energy 
of quantum the electrons shift to the advanced power levels. Further, by means of resonate 
shift of electrons back, appears the quantum radiation forward. The considered medium lacks 
non-radiating shift of electrons, i.d. the power of quantum is not transfered to the atom. 
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Thus, the absorption of  electromagnetic radiation in the case of its power dissipation in the 
substance, owing to SIT, is disregarded. There appears the atomic sypraradiation of 
quantum. Thus, the forefront of momentum passes the power on to the atomic electrons of 
the medium, forming its back front. 
The probabilities of quantum's absorption and radiation by the electrons in the unity of 
time, with a large quantity of quantum in the impulse, according to Einstein, can be 
referred to as the approximately identical [6]. For the separate interaction of the  with the 
electron this very probability is the same and is proportional to the cube of the fine-
structure constant ~ (1/137)3 [7]. Consider a random quantity – the number of interactions  
of   quantum with atomic electrons in the momentum. In accordance with the Poisson law 
of distribution, the probability of that will not be swallowed up any quantum atomic’s 
electrons (will not take place any interaction), at rather low probability of separate 
interaction, is equal an exponent from the mathematical expectation of a random variable 
− an average quantity of interactions λ of quantums and electrons in impulse, taken with 
the minus ( )expp λ= − . Therefore,  as it will be explained further, it is possible that the 
intensity of non-absorbed power of impulse by the atomic electrons of the medium in it 
forefront is determined by the exponential Bouguer law [3] (in German tradition -  Beer 
law) 

 0 exp( )I I lα= − ,   (1.1) 

where α – index of electromagnetic wave and substance interaction, l – length of interaction 
layer, I0  - intensity of incident wave. Thus, the intensity of  atomic electron's power recoil 
into impulse on its back front could be described with the help of the Bouguer law with the 
negative index of absorption [8]. 
 The index of interaction is nα σ= , where α − effective  section of atom-oscillator interaction 
with the wave. Hence,  

 eff eff
eff

V V
l nl nV nV M MN

V V
α σ= = = = = ,   (1.2) 

where Veff – the effective volume of interaction. In defying (1.2) the right part of the formula 
is multiplied and divided  by the geometric volume V, in which there is M of particles 

interacting with the radiation. The ratio effV
N

V
= . The ratio of effective volume of interaction 

to the geometric volume characterizes the medium possibility of electromagnetic radiation's 
interaction with the atom. Hence,  by exponential function in the  Bouguer law (1.1) the 
mathematical expectation of random variable is supposed, which subdues to the   Poisson 
law distribution – average variable of atoms interacting with the electromagnetic radiation 
in the area of impulse influence NMλ = . 

Taking into account that the wave intensity is 
2

2
~

E
I

H

 
  
 

 we shall have  

 0

0
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E E
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H H
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where  0E , 0H  − the amplitudes of electric and magnetic fields' strength of the impulse on 
longitudinal coordinate X = 0. 
In the formula (1.3) and further the upper variables in parentheses are referred to electric 
field, and lower – to the magnetic field of impulse.  
By the ratio (1.2) it is possible to find  

 
0 0

2 2ln lnE H
N

М E М H
= − = − .   (1.4) 

The formula (1.4)  demands some further consideration. If E<E0, that reflects the process of 
wave absorption by atomic electrons N>0 and classical consideration of electromagnetic 
wave interaction with the atom is quite admissible. The case when  E>E0 reflects the process 
of wave over-radiation. Thus, N<0  and variable N can not be considered as the probability 
of electromagnetic wave interaction with the atom. In this case we speak about the 
quantum-mechanical character of the process of interaction between the quantum and the 
bi-level power system of the atom, provided that the power transition's radiation is 
reversed.   Variable N in this case possess the notion of united average of filling by atom (-
1<N<1). Due to the use of the average  of filling  to raise the  atom and bend of its magnetic 
moment in the magnetic field of the impulse, the existence of bi-level quantum system by 
magnetic quantum numbers. Thus, the variable N provides with the measure of inversion of 
the system of atom-radiators by the raised atoms [2] as well as the measure of inversion of 
the   magnetic moment of the atom's system    by magnetic quantum numbers. If N=-1 all the 
atoms  occur in the basic condition [3]. 
 

 
Fig. 1. Dependence of volumetric density of energy of electromagnetic radiation impulse w 
(curve 1) and average on atoms of number of filling N (curve 2) from time; 3 and 4 - points 
of an excess of function w(t) 

We consider the dependence of the average of filling on the time  N(t). If to accept the 
proportion of polarization of separate bi-level atom to the intensity of electric field in the 
impulse, then, in accordance with the Maxwell-Bloch equations, the average by atoms of 
considered volume, the filling number is proportional to the volumetric density of 
electromagnetic wave power N~w [3]. However such  a monotonous dependence between 
these variables can not remain on the whole extent of the impulse. Firstly, by the high 
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volumetric density of impulse power w, typical of SIT,  when the central part of impulse 
power is higher than any variable  w, there exists energetic saturation of the medium. The 
average filling number thus N=1, all the atoms are raised, fig. 1 (curve 1  - the dependence w 
of time, thicker curve 2 – the considered dependence N of time). The violation of proportion 
N~w in the central part of impulse is the basic drawback of frequently used system of 
Maxwell-Bloch equations for the SIT description. 
Secondly, the period of  variable N relaxation is not less than  1 ns [2] that is why the 
dependence N(t) can not repeat high-frequently  oscillations on both fronts of the impulse. 
The dependence N~w could  characterize the proportion of average filling number and  
envelope w (curve 1) in the impulse.  However, in two points of the fold (3 and 4 fig. 1) on 
the sites of increase and decrease if the envelope w the variable 2 2/ 0w t∂ ∂ =  hence, also 

2 2/ 0N t∂ ∂ = . Besides, the dependence N(t) has the symmetrical character as at the SIT 
impulse becomes the conservative system (there is no reverse dispersion  and dissipation of 
power) [2]. Therefore, it could be thoroughly concerned that on the whole extent of impulse, 
except the points of curve's N(t) fold, the condition remains 

 
2

2 0N
t

∂ =
∂

,     (1.5) 

while the dependence N(t) has the character as shown on the fig. 1, curve 2. it could be also 
highlighted the high generality of formula (1.5), which is possible for any piecewise linear 
function N(t). Thus,  the points of function break are excluded, as the derivates undergo the 
break. 

1.3 Non-linear Schrödinger equation 
One-dimensional wave equation for electric and magnetic aspects of electromagnetic field 
for the considered problem is [2] 

 
2 2 2

0
2 2 2 2 2

/1 1E E P
H H JX с t с t

μ μ ε
ε ε

         ∂ ∂ ∂− =         ∂ ∂ ∂         
,   (1.6) 

where orY ZE E E E≡ ≡ , orY ZH H H H≡ ≡ , X and t – accordingly the coordinate alongside 
of which the impulse and the time are distributed, P − polarization of substance, J – its 
magnetization, 0ε  and 0μ  − electrical and magnetic constant, ε − relative static permittivity 
of substance, μ – relative magnetic permittivity, 0 01 /c ε μ=  – speed of light in vacuum. 
We introduce the transformation of  electric field intensity be formula 

 0

( , )
( , )exp( )

( , )
E X t

Ф X t i t
H X t

ω
 

= − 
 

.   (1.7) 

The function Ф(X, t) is less rapidly changing one in time then E(X,t) or H(X,t), ω0 – aspect of 
cyclic frequency of high-frequent oscillations of the field. 
By substituting (1.7) and (1.6) we get 

 
2 2 2

02
0 0 02 2 2 2 2

/1 12 exp( )
PФ Ф Ф

i Ф i t
JХ с t t с t

μ μ ε
ω ω ω

ε ε
       ∂ ∂ ∂ ∂− − − − =       ∂ ∂ ∂ ∂       

.    (1.8) 
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We estimate the relative variable  of first and second items in the parenthesis of the left side 
(1.8). for this purpose we would introduce the scales of variables time t and Ф 

* *
0/ , /T t t Ф Ф Ф= = , 

where the asterisk designates dimensionless parameters. For the time scale the duration  
(period) of impulse T should be logically chosen. The scale Ф0  is chosen from a condition  

that dimensionless second derivative 
2 *

*2

Ф
t

∂
∂

 and the dimensionless function Ф* are in the 

same order. Hence, the the first item in round brackets (1.8) is 
2 *

0
2 *2

Ф Ф
T t

∂
∂

, and the last one 
2 *
0 0Ф Фω . Instead of impulse T period we introduce  cyclic frequency of impulse 2

T
πω = . By 

comparing  these items, it is realized,  that 
2 2 *

2 *0
0 02 *24

Ф Ф Ф Ф
t

ω ω
π

∂ <<
∂

 as the cyclic frequency  

of impulse is far less  than infrequences of field's oscillations, especially when  2 2
0ω ω<< .  

Similarly, it can be presented that the second item in the round brackets (1.8) is far more that 
the first one. 
Hence, by disregarding the small item in (1.8), we observe 

 
2 2

02
0 0 02 2 2 2

/1 12 exp( )
PФ Ф

i Ф i t
JХ с t с t

μ μ ε
ω ω ω

ε ε
      ∂ ∂ ∂ − + − =       ∂ ∂ ∂       

.  (1.9) 

By accepting vector of polarization P or magnetizing J to be directly proportional, 
accordingly, to the electric and magnetic fields strength, we could derive the wave equation 
from (1.6), which is possible to any form of the wave. However, there exists a physical 
mechanism, which restrict the wave form. This mechanism is connected with the way of 
over-radiating of electromagnetic impulse with the atomic electrons. This process is 
precisely  considered  further. 
We consider the strength of electric and magnetic fields  of impulse as 

 [ ]
( , )( , )

exp ( )
( , ) ( , )

E X tE X t
i rX t

H X t H X t
δ

  
= −       

, (1.10) 

where r and δ – are constants, |E (X,t)| and |H(X,t)| are the modules of functions E(X,t) 
and H(X,t). 
Formulas (1.4) and (1.5) reflect the offered physical model of electric and magnetic field of 
impulse interaction with atoms in SIT. 
Hence, taking into account (1.4) and (1.5) there is  

 

2 2

0 0
2 2

ln ln
0

E H
E H

t t

∂ ∂
= =

∂ ∂
.  (1.11) 

By transforming (1.11) we have 
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2

lnE E
E

t t

 ∂ ∂
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.   (1.12) 
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The similar ratio can be also referred to the function |H|. These ratios should not be regarded 
as the equations to define the module of electric and magnetic aspect of impulse.  It is the 

approximate expression of the second derivative 
2

2

E
t

∂
∂

 or 
2

2

H
t

∂
∂

 for the considered physical 

model and reflects several non-linear effects of interaction between electromagnetic radiation 
and substance. The approximate ratio (1.12) defines the connection of medium polarization P 
with the strength of impulse electric field (similarly to the magnetization J with the magnetic 
field strength), that would be considered further. The electromagnetic field impulse strengths 
should be estimated  from the equation (1.6) taking into account the ratio (1.12). 

In accordance with (1.10), [ ]
( , ) ( , )

exp ( )
( , )( , )

E X t E X t
i rX t

H X tH X t
δ

   
= − −       

, hence, from (1.12) we 

estimate equation for the electromagnetic field impulse 

 

2

2
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2

ln
2

E
EE E

i E
t t t

δ δ

  
 ∂ 
 ∂ ∂  = − + +  ∂ ∂ ∂      

.   (1.13) 

The same ratio exists for the magnetic field also. Passing over to (1.13) to the function Ф(X,t)  
by formula (1.7)  and by concerning 0P Eε χ= , where χ – relative dielectric permittivity  of 
substance, we have 
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Ф
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,  (1.14) 

For the variable 
2

2

J
t

∂
∂

 by using J Hχ= , where χ – relative magnetic permittivity of 

substance, we get the ratio, similar to (1.14), except that the right part lacks ε0. 

The variables 0
0 0

0

exp( )
E

Ф i t
H

ω 
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 
. By comparing (1.7) and (1.10) we state 

0
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H H

   
= = =      

   
.  

By substituting (1.14) into (1.9) 
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In the equation (1.15)  the variable χ is meaningful to dielectric permittivity for electric and 
magnetic permittivity for the magnetic aspects of electromagnetic field. 
The non-linear Schrödinger equation with complicated type of linearity is received. We 

introduce the signs: 0α ω χδ= + , 2 2 2 2
0 02

ε
γ ω χδω χδ α χδ

μ
 

= + − = −  
 

, where 1
ε

χ
μ
 

= + 
 

 – 

relative permittivities of the substance. Hence, the equation (1.15) will be 
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 

.   (1.16) 

We shall find the solution to the non-linear Schrödinger equation  (1.16) as in [9] 

 ( ) ( )*
0 expФ Ф f kX t i rX tω δ = − −  ,  (1.17) 

where the type of the  function ( )f kX tω−  is still unknown. The variables k, ω and δ* – 
constants. By marking kX tζ ω= − , and substituting (1.17) in (1.16) and concerning 

( )0Ф Ф f ζ=  we get 
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  (1.18) 

If to permit that 2krс
μ

α ω
ε
 

=  
 

 as there should not be any imaginary items in (1.18), this 

equation is transformed to  
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.   (1.19) 

We consider the solution of the equation (1.19) by 
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=  
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,   (1.20) 

where C1 and C2 – constants. By substituting (1.20) into (1.19) we get that the constant C1 

could be the arbitrary variable, 2 2 2k с
μ

χ ω
ε
 

= 
 

. 

The constant C2  could not depend upon the parameters of equation. It is accepted that  
C2=-1. Then the frequency and the wave number in (1.17), accordingly, are 
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The formulas (1.21) associate the frequency and the wave number of oscillations of function 
Ф(X,t) with the parameters of substance and electromagnetic field impulse.  
The most simple ratios between the parameters are gained, when 0δ ω= .  In this case 
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 there is 
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By concerning that 2 2 22
ε

δ χ ω
μ
 

>> 
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, we have *
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δδ
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≈ . This inequality is true, as for the 

rarefied gas (n < 1018 atoms/cm3) 
ε
μ
 
 
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 >> χ  and the frequency of wave filling of impulse δ is 

far more than frequency of impulse envelope ω. 

Taking into account (1.10), (1.20) and the 
E

Ф
H

 
=  

 
, we can find the laws of 

electromagnetic field strengths shifting by 
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.   (1.23) 

It should be stressed,  that though, the ratios for the electric aspect of impulse in [1] and 
(1.23)  are similar to each other and feature the same phases of  oscillations, that is possible 
on some distance from the over-radiating atom, the non-linear Schrödinger equations are 
differ in type of non-linearity. The reason of this lies in the fact that in [1] the impulse was 
considered with regard to low intensity, the one that does not lead to the energetic 
saturation of medium, in which it is disseminated. 

For the estimation, like in [1] we have 4 12,1 10k m
c
ω −= = ⋅ , 5 12,1 10r m

c
δ −= = ⋅ , ω =6,28.1012 

s—1, δ = 6,28.1013 s—1.  
For instance, the result of strength estimation of the electric filed impulse by the coordinate 
X, calculated with the MathCAD system by formula (1.23), is shown in fig.2. 
Taking in to account the reciprocal orthogonality of planes of vectors' envelopes of electric 
and magnetic fields impulse, we could gain the type of electromagnetic soliton, fig. 3. 
Figure 4 shows the envelopes of electric field impulse in the SIT, based on formula (1.23), 
curve 1, and by formula (1.24), being the consequence of Maxwell-Bloch theory, curve 2. the 
impulse envelope of electric field strength in this theory is expressed as the  first derivative 
of the Sin-Gordon equation solving and is 
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Fig. 2. Calculation of the electric component of electromagnetic radiation impulse in dielectric 
 

 
Fig. 3. Intensity of electric and magnetic fields electromagnetic solitone in dielectric in 
conditions of the self-induced transparency 

 

 
Fig. 4. Comparison bending around of the electromagnetic field impulse, received on the 
basis of the offered theory, a curve 1, and the equations the Maxwell - Bloch, curve 2 
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Evidently, the first derivative of Sin-Gordon equation solving is similar to the soliton 
envelope in the non-linear Schrödinger equation with cube non-linearity solving (27). 
Curves 1and 2 in fig. 4 are designed for the same parameters as the function in fig. 2. We can 
infer from fig. 4 that impulse, referred to formula (1.23), curve 1, is broader in its central 
part, but asymptotically  shorter  than impulse, inferred by the Maxwell-Bloch theory, curve 
2. Evidently, its is bound with the energetic permittivity of medium in the central part of 
impulse. 

2. Angular distribution of photoelectrons during irradiation of metal surface 
by electromagnetic waves  
There is the problem of achieving of the maximum photoelectric flow during irradiation of 
the metal by flow of electromagnetic waves while designing of photoelectrons. The depth of 
radiation penetration into metal during irradiation of its surface is defined by the Bouguer 
low [10]: 

0
4expI I n z
π χ
λ

 = − 
 

, 

where I0 − is the intensity of the incident wave, I − is the intensity on z-coordinate, 
directioned depthward the metal, λ − is the wavelength of radiation, nχ −  is the product of 
refractive index by extinction coefficient. 
Let's estimate the thickness of the metal at which intensity of light decreases in е = 2,718 times: 

4
z

n
λ

π χ
=  

Average wavelength of a visible light for gold λ=550 nm, 2,83nχ = , therefore z = 15,5 nm. 
Considering [11] that lattice constant for gold а = 0,408 nm, it is possible to deduce that 
electromagnetic radiation penetrates into the metal on 40 atomic layers.  
Therefore radiation interaction occurs basically of the top layers of atoms and angular 
distribution of electron escape from separate atoms, i.e. during the inner photoemissive effect, 
it will appreciably have an impact on distribution of electron escape from the metal surface. 
As a result it is interesting to consider angular distribution of photoelectrons during the 
inner photoemissive effect. 

2.1 Nonrelativistic case 
Although Einstein has explained the photoeffect nature in the early 20th century, various 
aspects of this phenomenon draw attention, till nowadays for example, the role of tunnel 
effect is investigated during the photoeffect [12]. 
In the description of angular distribution of the photoelectrons which are beaten out by 
photons from atoms, there are also considerable disagreements. For example it is possible to 
deduce that the departure of photoelectrons forward of movement of the photon and back 
in approach of the main order during the unitary photoeffect is absent, using the 
computational method of Feynman diagrams [13]. I is marked that photoelectrons don't take 
off in the direction of distribution of quantum [14]. This conclusion is made on the basis of 
positions which in the simplified variant are represented by the following.  
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 The momentum of the taken off electron is defined basically by action produced by the 
electric vector of quantum of light on electron. If electron takes off in the direction of an 
electric vector of quantum it gets the momentum. On a plane set at an angle to a plane of 
polarization of quantum of light, (fig. 5) electron momentum value will be 1 m cosep p φ= .  
 

 
Fig. 5. Direction of vectors of particle momentum at the inner photoemissive effect 

Besides, if the electron momentum is set at an angle θ to the direction of quantum of light its 
value will be: 

 1 cos sinep p φ θ=    (2.1) 

Therefore, photoelectron energy is equal to: 

 
2 2 2 2
1

1
1 1

cos sin
2 2

ep p
E

m m
φ θ

= = ,    (2.2) 

where m1 – is the electronic mass. 
If 0θ = then photoelectron energy 1 0E = . Photoelectrons take off readies its maximum in 
the direction of a light vector or a polarization vector, i.e. an electric field vector of quantum 
of light. The same dependence is offered in the work [7]. The formula (2.2) has the simplified 
nature in comparison with [7, 14], but convey correctly the basic dependence of distribution 
energy of a photoelectrons escape from the corners ϕ  and θ. 
 

 
Fig. 6. Angular distribution of photoelectrons during interaction of orbital electron with the 
electromagnetic wave 
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The lack of dependence (2.2) is that at its conclusion the law of conservation of momentum, 
wasn't used and therefore there is no electron movement to the direction 0θ = . Usage of the 
momentum conservation equation in [7, 14] can't be considered satisfactory since in the 
analysis made by the authors it has an auxiliary character. At the heart of the analysis [7, 14] 
is the passage of electron from a discrete energy spectrum to a condition of a continuous 
spectrum under the influence of harmonious indignation, i.e. the matrix element of the 
perturbation operator is harmonious function of time. In other words, the emphasis is on the 
wave nature of the quantum cooperating with electron. Angular distribution of electron 
energy in the relative units, made according the formula (2.2) is shown on fig. 6, a curve 1. 
Let's illustrate the correction to the formula (2.2) connected with presence of photon 
momentum, following [15].  
Fig.7 demonstrates change of photoelectron momentum in the presence of a photon 
momentum. The conclusion made on the basis of the is 'θ θ δ= + . Let's 
find sin sin cos sin cos' 'θ θ δ δ θ= + . Considering that δ is too small we find 

sin cossin sin 1 sin 1 cos
sin

'
' ' '

'
e

pδ θθ θ θ θ
θ p

  
= + = +  

   
. The law of sines for a triangle on fig. 7 is 

used.  

Further consideration ' 1
2e

p h Wβ
p mVc mVc

νβ = = = + , where Vβ
c

=  – is the relation of 

photoelectron speed to a speed of light in vacuum, W − is the work function of electrons 
from atom, we have ( )'sin sin 1 cos' 'θ θ β θ= + . Taking for granted that β′ is small we will 

transform (2.2) into ( )
2 2 2

'
1

1

cos sin 1 2 cos
2

'
'ep θ

E β θ
m
φ

= + . Angular distribution of electron energy 

for ' 0,15β = , made according to the (2.2) taking into account the correction is shown on fig. 
7, a curve 2. 
 

 �p’e
 �pe  �p

θ'

θ'θ

δ

 
Fig. 7. The account of the momentum of quantum p

  using wave approach of electron 
interaction with the electromagnetic wave 

Thus scattering indicatrix of photoelectrons has received some slope forward, but to the 
direction of quantum momentum, i.e. at 0θ =  electrons don't take off as before. 
The formula (2.2) is accounted as a basis of the wave nature of light. For the proof of this 
position we will consider interaction of an electromagnetic wave with orbital electron. The 
description of orbital movement electron is done on the basis of Bohr semiclassical theory 
since interacting process of electron with an electromagnetic wave is investigated from the 
positions of classical physics, fig. 8.  
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Fig. 8. Attitude of components velocity of orbital electron during its interaction with the 
electromagnetic wave 

By the sine law from a triangle of speeds we find: 

 1sin cos
t

V
V

α θ= ,   (2.3) 

where Vt – is the speed of electron movement round the nucleus, V1 − is the total speed of 
electron considering the influence on it of an electromagnetic wave. 
By the law of cosines we have: 

 
2

2 2 2 2 2 1
1 2 cos 2 1 cosn t n t n t n t

t

V
V V V V V V V V V

V
α θ

 
= + − = + − −  

 
,   (2.4) 

where  Vn – is the component of the general speed of electron movement after its 
detachment from a nucleus which arises under the influence of dielectric field intensity E


 in 

the electromagnetic wave. 
Solving (2.4) rather V1, we find: 

 ( ) ( ) ( ) ( )2 22 2 2 2 2 2 2 2 2 2 2
1 2 cos 2 cosn t n n t n n tV V V V V V V V Vθ θ= + − + + − − − .   (2.5) 

The condition of detachment electron from atom at any position of electron n tV V≥ . 
In case of equality of speeds n tV V=  we have: 

 1 2 sinnV V θ= .   (2.6) 

Distribution of speeds (2.6) corresponds to (2.2) and fig. 6, a curve 1. Thus, the parity (2.6) 
arises if to consider only the wave nature of the electromagnetic wave cooperating with 
orbital electron. 
In [6] distribution of an angle of the electron escape is investigated only for a relativistic 
case. It is thus received that electrons are emanated mainly to a direction of photon 
distribution. However the done conclusion is also actually based on the formula (2.1). 
Therefore the drawback of the conclusion [6] is in absence in definitive formulas of angular 
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distribution of electrons of nuclear mass m2. And after all the nuclear mass defines a share of 
the photon momentum which can incur a nuclear.  
Let's consider the phenomenon of the inner photoemissive effect from positions of 
corpuscular representation of quantum of light, fig. 5. The quantum of light by momentum 
p
  and energy Е beats out electron from atom, making A a getting out. Thus both laws of 

conservation of energy should be observed:  

 1 2E A E E= + + ,    (2.7) 

Where Е1 – is the kinetic energy of taken off electron, Е2 – is the kinetic energy of nucleus as 
well as the law of conservation of momentum: 

 1 2p p p= +   ,    (2.8) 

Where 1p
 − is the momentum of taken off electron, 2p

 − is the momentum transferred to a 
nucleus. 
The formula (2.7) differs from Einstein's standard formula 1E A E= + . The point is that 
Einstein's formula means the absence of angular distribution of photoelectrons speed. 
Really, if energy of photon  Е  is set and work function A for the given chemical element is 
determined certain speed of the electron escape from atom is thereby set. It means that 
speeds of electrons, taking off to every possible directions are identical, and the problem of 
finding out their angular distribution is becoming incorrect. 
The value of the momentum transferred to a nucleus can be found using the formula, 
following (2.8): 

 2 2 2
2 1 12 cosp p p pp θ= + − .   (2.9) 

The system of equations (2.7) and (2.9) to obtain a combined solution and the equation (2.9) 
are convenient to express through energy. Taking into account E pc= , where c − is the 
speed of light in vacuum, 2

1 1 12p m E=  and 2
2 2 22p m E= , we find: 

 
2

2 2 1 1 1 12 2 2 2 cosE E
m E m E m E

c c
θ = + − 

 
,  (2.10) 

where m1 – is the electronic mass, m2 – is the nuclear mass.  
Substituting in (2.10) kinetic energy of nuclear Е2 by (2.7), we have: 

 
2

1
1 1 1 1

2 2 2

1 2 cos
2

E m E
E A E E m E

m c m m c
θ − − = + − 

 
.   (2.11) 

Let us introduce the following notation 1G E= , 1
2

2E
m

m c
α = , 1

2

1 m
m

σ = + , 
2

2

1
2

E
A E

m c
γ  = + − 

 
. Then the equation (2.11) will be transformed into: 

 2 cos 0G Gβ α θ γ− + = .   (2.12) 
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Solving quadratic equation (2.12) provided 1σ ≈  (electronic mass is much less that nuclear 
mass), we find: 

 
2

2
1,2 cos cos

2 4
G

α αθ θ γ= ± − .   (2.13) 

Substituting in (2.13) accepted notation we have: 

 
2

21 1
1,2 2

2 2 2

cos cos 1
2 2

m E E m
G E A

m c m c m
θ θ

 
= ± − + − 

 
.  (2.14) 

Considering that 1
1 1 2

m
G E V= = , where V1 – speed of photoelectrons provided 

21

2

cos 1m
m

θ << , we find: 

  ( )2
21 2

1
2 2 1 2 1

2
cos cos 1

E AE m m E
V

m c m m m c m
θ θ

−   
= ± − +   

   
.   (2.15) 

Provided that nuclear mass is aiming to infinity 2m → ∞  the formula (2.15) is transformed 
into Einstein's standard law for the photoeffect. Besides, this, as if it has been specified 
earlier, angular distribution of speed of photoelectrons disappears. 
The condition 2m → ∞  is fair in outer photoemissive effect when the photon momentum is 
transferred to the whole metal through single atoms. Therefore for an outer photoemissive 
effect, i.e. for interaction of the solid and the photon, Einstein's formula 1E A E= +  is 
applicable absolutely. 
For the inner photoemissive effect in the formula (2.15) it is necessary to use effective 
nuclear mass 2 2effm m> , considering attractive powers between atoms in substance.  
Transforming the formula (2.15), we get: 

 ( )
2

2 2 2
1 2

2 1

cos cos 2 1E m m c
V E A

m c m E
θ θ

   = ± + − −    
.    (2.16) 

Let us nominate E AΔ = − . Distribution of photoelectrons will arise at 
2

2
22

E
m c

Δ ≥ . In the 

right part of the received inequality there is a very small value, therefore distribution of 
photoelectrons will arise practically at E A> . 

Let us nominate 
2

2
22

E
m c

ηΔ = , where 1η ≥  characterizes the value of exceedance of photon 

energy over work function in relative units. Thus the formula (2.16) takes the form: 

 ( )2 2
1

2 1

cos cos 1E m
V

m c m
θ θ η

 
= + + −  

 
.   (2.17) 
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The analysis of the formula (2.17) shows that the root must to taking a plus since otherwise 
electron scattering basically goes aside, contrary to the direction of a falling photon. Angular 
distribution of the electron escape during the inner photoemissive effect in the relative units 

1

2

V
E

m c
 is shown on fig. 9, made according to the formula (2.17) with several values η  for copper. 

 

 
Fig. 9. Angular distribution of photoelectrons during the inner photoemissive effect 
depending on parameter η during interaction of orbital electrons with light quantum. The 
results of experiments [16] are shown by black small squares 

The figure makes it evident that speeds of photoelectrons become almost identical in all 
directions already at 1,01η ≥ . Then Einstein's formula 1E A E= +  becomes fair and for the 
inner photoemissive effect. Considering that, for example, for copper the relation 

2
11

2
2

4,2 10
2

E
E

m c
−≈ ⋅  equivalent as far as the order of value is concerned 

2

2
2

1
2

E
m c η

Δ =  in 

the field of red photoelectric threshold (λr = 250 nm), it is possible to draw the conclusion 
that the evident difference of distribution of photoelectrons speeds from spherical, i.e. 
actually formula is violated 1E A E= + , can be observed only in very short wave part of 
spectrum γ-radiations.  
The observed data of angular distribution of the photoelectrons which have been beaten out 
from a monolayer of atoms of copper by covering the nickel surface are shown in fig. 9 by 
black small squares [16]. The wavelength of quanta allowed observing the photoeffect with 
2р-atom shell of copper, but the photoeffect on nickel thus was absent. Experimental 
distribution of photoelectrons contradicts calculated distribution in fig. 6. Moreover, in 
distinction in fig. 6, small maxima of indicatrix of the distributions directed to an opposite 
direction of flight of light quanta at an angle of approximately 45° to the direction of light 
flux are observed. In [16] these maxima are explained by focusing properties of all 
population of atoms of the surface. The amplitude of maxima ascends with the increase of 
quantity of the monolayers of copper atoms on nickel. 
Thus, angular distribution of photoelectrons will be absolutely various depending on 
whether what properties, wave or corpuscular are reveal by the light quantum in interaction 
with orbital electron. Only experiment can give the answer to the question what distribution 
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it is true, fig. 6 or fig. 9. However existence of electron flux from an illuminated surface at 
normal light incidence [16], in the direction opposite to intensity of light, shows at the 
prevalence of corpuscular properties of light in its interaction with atoms. 

2.2 Relativistic case 
Dealing with relativistic case of the inner photoemissive effect, the law of conservation of 
energy needs to be written down as: 

 k 2E A E E= + + ,   (2.18) 

Where kE  – is the kinetic energy of photoelectron.  
The law of conservation of momentum remains in the form (2.9). Using relativistic relation 
between the energy and the momentum for electron: 

 2 2 2 2 4
1 1 1E p c m c= + ,   (2.19) 

where Е1 – is the total energy of electron, m1 – is the electron rest mass, we will express the 
momentum of electron from (2.19)and we will substitute in (2.9). For convenience of the 
further transformations we will write down (2.19) into: 

 
( )22 2 4

1 1 k2 1 1
1 2 2

E m c EE m c
p

c c

+−= = .   (2.20) 

Formulating (2.20) the relation has been used: 

 2
k 1 1E E m c= − .    (2.21) 

The equation (2.9) will be transformed into: 

 ( ) ( )2 2 2 2
2 2 1 1 k 1 1 k2 2 cosm c E E E m с E E E m с E θ= + + − + .  (2.22) 

Because of that the nucleus that has a big mass and a relatively low speed after interaction 
with the photon, expression for relation of the momentum of the nucleus with its kinetic 
energy Е2 is used in the nonrelativistic form. 
Substituting value Е2 in (2.22) from the equation (2.18), we get: 
 

 ( ) ( ) ( )2 2 2 2
2 k 1 1 k 1 1 k2 2 cosm c E A E E E m с E E E m с E θ− − = + + − + .  (2.23) 

Let us nominate: 

 
2

1 1
k2

2

;
E E m c

G E
m c

α
+

= = .  (2.24) 

As a result (2.23) will be transformed into: 

 2 cos 0G Gδ α θ γ− + = .   (2.25) 
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The notation ( )
2 2 2

2 2 2

1 1 1 1
2 2 2

E E E
A E

m c m c m c
γ η     = + − = − Δ = −     

     
 corresponds to item 1 

section. 
The value 

22 2
2 1 1 1 k 1 k

2 2 2
2 2 2 2 2

1 1 1 1 1
2 2 2 2 2 2

m c m E m E m c E
E m m c m m c m c
αδ − = + = + + = + + = + ≈ 
 

. 

It is thus accounted for that 2
k 22E m c<< . 

Solving the equation (2.25), we get: 

 
2

2
1,2 cos cos

2 4
G

α αθ θ γ= ± − .  (2.26) 

Substituting notations, we find: 

 ( )
2

2 2
2

k 2 2
2

2cos cos 1
2

E
E

m c
α θ θ η

α

     = + + −        
.  (2.27) 

In contrast to the nonrelativistic case, the formula (2.17), formula (2.27) possesses in its right 

part value 
2

1 1
2

2

E E m c

m c
α

+
=  which depends on the total energy of electron Е1 the structure of  

which includes also kinetic energy kE . But dependence of value α on kE  not strong as the 
total energy structure includes rather big rest energy of electron 2

1m c . 

Considering that 
2

1
1 21

m c
E

β
=

−
, where 1V

c
β =  is the relative speed of the photoelectron, we 

find: 

 
22

1
2

2

1 1
2 2 1

E m
m c

α
β

  
 = +   −   

.    (2.28) 

Substituting the equation (2.28) in the equation (2.27) and considering that 

2
k 1 2

1 1
1

E m c
β

 
 = −
 − 

, we get: 

 ( ) ( )2 2

2 1

2 1 cos cos 1E m
c

m c m
μ θ θ μ η

 
− = + + −  

 
,  (2.29) 

where 

2

2
1 1

1

μ

β

=
+

−
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Considering that ( ) k k
12

1 1

22 1 1
2

E E
c V

m m c
μ

 
− = + ≈ 

 
, at k

2
1

1
2

E
m c

>> , we find: 

 ( )2 2
1

2 1

cos cos 1E m
V

m c m
θ θ μ η

 
≈ + + −  

 
  (2.30) 

The formula (2.30) allows to consider relativistic effects at the photoeffect, in case of rather 
big speeds of photoelectrons. Thus, in contrast to (2.17), relativistic coefficient μ is 
introduced under the root. The calculation of dependence μ(β) shows  on fig. 10, relativistic 
effects while calculating distribution of photoelectrons escape, can be neglected and (2.17) 
can be used while the photoelectron speeds read approximately half the value of the light 
speed in the vacuum. 
 

 

Fig. 10. Dependence of relativistic coefficient β on relative speed of photoelectrons V
c

β =  

3. Conclusion  
The laws of formation of the impulse of electromagnetic radiation in dielectric environment 
for conditions self-induced transparency are considered. The insufficiency of the description 
of such impulse with the help of the equations Maxwell - Bloch are shown. The impulse of 
electromagnetic radiation in conditions of a self-induced transparency submits to 
nonlinear equation of Schrödinger with logarithmic nonlinearity. The way of connection 
of an average number filling and energy of the impulse taking into account energy 
saturation of environment are offered. The calculation of a electrical component of the 
impulse is submitted. 
Angular distribution of photoelectrons is investigated during the inner photoemissive effect 
for two variants: quantum of light basically reveals wave and basically corpuscular 
properties interacting with orbital electron. Distinction in angular distribution of 
photoelectrons for these variants is demonstrated. If electromagnetic radiation shows 
basically quantum properties during a photoeffect there is an emission of photoelectrons on 
a direction of movement of quantums. It corresponds Einstein's to formula. In Einstein's 
formula there is no corner of a start of photoelectrons. Angular distribution in the second 
variant is investigated for the nonrelativistic and relativistic cases. 
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1. Introduction 
Semiconductor devices have become indispensable for generating electromagnetic radiation 
in every day applications. Visible and infrared diode lasers are at the core of information 
technology, and at the other end of the spectrum, microwave and radio frequency emitters 
enable wireless communications. But the ultrafast electromagnetic waves, whose 
frequency locates in terahertz (THz) region (0.3 – 30 THz; 1 THz = 1012 Hz), has remained 
largely underdeveloped, despite the identification of various possible applications. One of 
the major applications of THz spectroscopy systems is in material characterization, 
particularly of lightweight molecules and semiconductors [1] [2]. Furthermore, THz 
imaging systems may find important niche applications in security screening and 
manufacturing quality control [3] - [5]. An important goal is the development of three 
dimensional (3-D) tomographic T-ray imaging systems. THz systems also have broad 
applicability in a biomedical context, such as the T-ray biosensor [6]. A simple biosensor 
has been demonstrated for detecting the glycoprotein avidin after binding with vitamin H 
(biotin) [7]. 
However, progresses in these areas have been hampered by the lack of efficient ultrafast 
electromagnetic wave / THz wave sources. As shown in Fig. 1, transistors and other 
electronic devices based on electron transport are limited to about ~ 300 GHz (~ 50 GHz 
being the rough practical limit; devices much above that are extremely inefficient) [8]. On 
the other hand, the wavelength of semiconductor lasers can be extended down to only ~ 10 
μm (about ~ 30 THz) [9]. Between two technologies, lie the so called terahertz gap, where no 
semiconductor technology can efficiently convert electrical power into electromagnetic 
radiation. The lack of a high power, low cost, portable room temperature THz source is the 
most significant limitation of modern THz systems. A number of different mechanisms have 
been exploited to generate THz radiation, such as photocarrier acceleration in 
photoconducting antennas, second order nonlinear effects in electro-optical (EO) crystals 
and quantum cascade laser. Currently, conversion efficiencies in all of these sources are very 
low, and consequently, average THz beam powers tend to be in the nanowatt to microwatt 
range, whereas the average power of the femtosecond optical source is in the region of ~ 1 
W. There is still a long way to go before commercial devices based on this principle can be 
mass-produced. 
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Fig. 1. The THz gap. The gap, lying roughly between 300 GHz and 30 THz, exists because 
the frequencies generated by transistors and lasers, typical semiconductor devices, do not 
overlap. No current semiconductor technology can efficiently convert electrical power into 
electromagnetism in this range 

Photoconduction is one of the most common approaches for generating broadband pulsed 
ultrafast electromagnetic beams/THz beams. The photoconductive approach uses high 
speed photoconductors as transient current sources for radiating antennas [10]. Typical 
photoconductors include high resistivity GaAs, InP and radiation damaged silicon wafers.  
Metallic electrodes are used to bias the photoconductive gap and form an antenna.  The 
physical mechanism for THz beam generation in photoconductive antennas begins with an 
ultrafast laser pulse (with a photon energy larger than the bandgap of the material hυ ≥ Eg), 
which creates electron and hole pairs in the photoconductor.  The free carriers are then 
accelerated by the static bias field and form a transient photocurrent, and the fast, time 
varying current radiates electromagnetic waves. The THz radiation ETHz, emitted from the 
samples should be proportional to the change of the photocurrent J:  

 J
E

tTHz
∂∝
∂

  (1) 

Figure 2 shows the principle of generating THz radiation from antenna by photoconduction 
method. Several material parameters affect the intensity and the bandwidth of the resultant 
THz radiation. For efficient THz radiation, it is desirable to have rapid photocurrent rise and 
decay time. Thus, semiconductors with small effective electron masses such as InAs and InP 
are attractive. The maximum drift velocity is also an important material parameter, but it is 
generally limited by the intraband scattering rate or by intervalley scattering in direct 
semiconductors such as GaAs [11] [12]. Because the radiating energy mainly comes from 
stored surface energy in the form of the static bias field, the THz radiation energy scales up 
with the bias and optical fluency. The breakdown field of the material is another important 
parameter because this determines the maximum bias that may be applied.  
Photoconductive emitters are capable of relatively large average THz powers in excess of ~ 
40μW [13] and bandwidths as high as ~ 4 THz [14]. 
As described above, impulsive currents in semiconductors excited by femtosecond optical 
pulses radiate ultrafast electromagnetic waves in the THz frequency range, serving, for 
example, as an ultrafast electromagnetic wave source for THz spectroscopy. As described in 
Eq. (1), the ultrafast electromagnetic wave in the far field is proportional to the time 
derivative of the current, ∂J/∂t. In a simplified view, since J is proportional to carrier 
velocity which can be written as J = nev, where, e, n, and v are the elementary electric charge, 
total number of photoexcited carriers and there velocity, respectively, ETHz is proportional to 
carrier acceleration by assuming that the carriers are excited by sufficiently short laser 
pulses and their lifetime is long enough (n is regarded as being constant). Hence, in 
principle, the observation of such THz electromagnetic waves provides us with a way of 
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looking into the temporal variation of v, namely the acceleration / deceleration dynamics of 
photoexcited carriers [11] [12] [15] [16]. Figure 3 shows the illustration of ultrafast 
electromagnetic waves, THz waves, emitted from intrinsic bulk GaAs photoexcited by 
femtosecond laser pulses under bias electric fields. By understanding the nonequilibrium 
transport of carriers in bulk GaAs, the gain region in the THz range, can be clarified, which 
is the necessary condition for the microwave oscillation [17] [18]. 
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Fig. 2. The principle of generating THz radiation from antenna by photoconduction method 
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Fig. 3. The illustration of generating THz waveforms from intrinsic bulk GaAs photoexcited 
by femtosecond laser pulses under bias electric fields 

The novel experimental technique of the time domain THz spectroscopy for observing 
ultrafast carrier motion in the femtosecond time regime together with electromagnetic wave 
radiation that is proportional to dv/dt, is introduced in section 2. Invaluable information, 
femtosecond acceleration of carriers in bulk GaAs under very high electric fields 
investigated by time domain THz spectroscopy, contributing to better understanding of 
device physics in existing high speed electron devices, is discussed in section 3. Finally, the 
present insights on the gain in GaAs due to electrons intervalley transfer under high electric 
fields, which is of practical importance for its exploitation in ultrafast electromagnetic wave 
oscillators, are discussed in section 4. 
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2. Time domain terahertz spectroscopy by electro-optic sampling method 
Time domain terahertz (THz) spectroscopy affords a powerful technique for the research of 
semiconductors of current industrial interest [2]; the time domain studies of the emitted 
ultrafast wave / THz wave from various semiconductor structures provide a unique way of 
looking directly into the temporal as well as spatial evolution of the excited carriers on the 
sub-picosecond time scale. In this section, time domain THz electro-optic (EO) sampling via 
the Pockels effect is discussed in detail, including the EO effect, the response spectrum of the 
EO crystal, and the experimental setup for EO sampling. 
Recently, the technique called time domain THz spectroscopy has been attracting wide 
interest. Time domain THz spectroscopy uses short pulses of broadband THz radiation, 
which are typically generated using ultrafast laser pulses. This technique has been 
developed from a work in 1980’s at AT&T Bell Labs and IBM T. J. Watson Research Center 
[19] [20]. Historically, freely propagating THz pulses were measured by means of either 
photoconductive antennas [21] [22] or far infrared interferometic techniques using 
incoherent detectors such as bolometers [23] [24]. Although the photoconductive antennas 
have excellent sensitivity, their frequency response is limited by resonant behavior of the 
Hertzian dipole structure. For the interferometric techniques, the sensitivity is far worse 
than that of the photoconductive antennas, because the measurement is coherent and its 
sensitivity is ultimately limited by the thermal background.  In addition, bolometers usually 
require liquid helium cooling.   
On the other hand, ultrafast EO sampling has been widely used in the measurement of local 
transient electric fields in materials [25] [26]. There existed a need to extend the local electric 
fields measurement to free space. In 1995, three groups reported their first results using free 
space EO sampling independently, nearly at the same time [27]-[29]. Although the 
preliminary results were very poor, rapid progress has been made in the intervening years. 
It turns out that free space EO sampling is a powerful tool for THz pulse measurement, 
providing many advantages, such as high sensitivity, ultrabroad frequency response, ease of 
use, and parallel measurement capability [30]-[35]. 
Ultrafast carrier motion in the femtosecond time regime accompanies electromagnetic wave 
radiation, the electric field component of which is proportional to dv/dt. Therefore, the 
investigation of such electromagnetic wave (or THz radiation) allows us a very unique 
opportunity of looking directly into the acceleration/deceleration dynamics of carriers in 
semiconductors.  In this chapter, time domain THz spectroscopy based on EO sampling via 
the Pockels effect is discussed.  Furthermore, the response spectrum of the EO crystals are 
also discussed and 100 μm-thick ZnTe, whose response spectrum is flat up to the frequency 
around 4 THz, is chosen as the EO crystal for this experiment. 

2.1 Electro-optic effect 
EO sampling is a phase sensitive detection technique of electromagnetic radiation which 
measures a birefringence in an EO crystal induced by the incident electromagnetic radiation.  
This birefringence in the crystal is probed as a phase shift of an optical probe beam. In the 
time resolved detection of THz pulse, the transient birefringence is probed with the optical 
pulses at different time delays. 
The principle of EO sampling can be explained as follows. Suppose that the probe beam is 
propagating in the z-direction and x, y are the crystal axes of the EO crystal as shown in Fig. 
4. When an electric field is applied to the EO crystal, the electrically induced birefringence 
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axes x’ and y’ are at an angle of 45o with respect to x and y. If the input beam is polarized 
along x, then the output light can be obtained from the following expression: 
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  (2) 

where Δ = Γ0+Γ is the phase difference between the x’ and y’ polarizations, including both 
the dynamic (Γ, THz induced) and the static (Γ0, from the intrinsic or residual birefringence 
of the EO crystal and the compensator) phase difference. Following Eq. (2), the light 
intensity in the x and y polarizations is 
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    (3) 

where I0 = E02 is the input intensity.  It can be seen that Ix and Iy are complementary, i.e.  
Ix+Iy = I0. This is the result of energy conservation and follows from the fact that absorption 
in the crystal has been ignored. To extract the light in the x and y polarizations separately, a 
Wollaston prism is usually used.  
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Fig. 4. The principle for EO sampling. x’ and y’ are the birefringence axes of the EO crystal, d 
is the thickness of the EO crystal 

The static phase term Γ0 (or called the optical bias) is often set equal to π/2 for balanced 
detection. For an EO crystal without intrinsic birefringence, such as ZnTe, a quarter wave 
plate is often used to provide this optical bias. Because |Γ|<< 1 in most cases in EO 
sampling, we have  
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In the two beams, the signals have the same magnitudes but opposite signs. For balanced 
detection, the difference between Iy and Ix is measured, giving the signal 

 s y xI I I I0= − = Γ .   (5) 

This signal is proportional to the THz induced phase change, Γ, and, Γ, in turn, is 
proportional to the electric field of the THz pulse, ETHz. For a (110)-oriented ZnTe crystal, the 
following relation holds: 
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0 41
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( )π λ γ
λ

Γ =
,    (6) 

where d is the thickness of the crystal, ng(λ0) is the refractive index of the crystal at the 
wavelength of the optical probe beam λ0, and γ41 is the EO coefficient. By detecting the phase 
retardation Γ induced in the EO crystal by balanced detection as shown in Eq. (5), ETHz can 
be accurately detected (Eq. (6)).  

2.2 The response spectrum of the electro-optic crystal 
For a transient THz pulse, phase matching should be considered. When the probe pulse has 
a group velocity different from that of a THz pulse (so-called GVM), the probe does not 
always sample the same position on the THz pulse. Instead, it scans across the THz pulse as 
the two propagating through the crystal, leading to broadening of the measured THz 
waveform.  Furthermore, the bandwidth of EO crystal is limited by reststrahlen band of the 
crystal. To estimate frequency response and upper limit of the EO sensor, we performed a 
calculation of the theoretical response function of EO crystals, which shows that the 
importance of properly accounting for the dispersion of the EO coefficient and the GVM. 
The complete frequency response function R(ω) of EO sensors is obtained with the following 
model: The influences of linear optics such as the GVM between the group velocity of the 
optical probe pulse and that of the THz pulse, reflection losses at the detector surface, and 
absorption inside the crystal have been described recently [36] [37].  
After a probe pulse and THz wave co-propagate through a sensor of thickness d, the 
accumulated GVM time is  
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λ ω
δ ω

−
=

,    (7) 

where c is the speed of the light and n(ω) is the complex refractive index of the THz 
radiation of frequency ω.  
Then, the amplitude and its phase of the EO modulation of the optical probe pulse induced 
by the THz wave is proportional to d as well as the time average of the electric field across 
the GVM time, δ (ω). It has the form as [37], 

 t i
G i t dt t
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where t(ω) = 2/[n(ω)+1] is the Fresnel transmission coefficient.  
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The group refractive index ng(λ0) at the wavelength of the optical probe pulse is obtained 
from dispersion data in the near infrared range.  The complex refractive index n(ω) of the 
THz radiation can be expressed as: 

 n
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   (9) 

The transverse optical (TO) phonon and longitudinal optical (LO) phonon energies, and the 
lattice damping are denoted by ћωTO, ћωLO, and γ, respectively. ε∞  is the high frequency 
dielectric constant. 
G(ω) describes the detector response if the EO coefficient γ41 of the sensor material is 
frequency independent. However, γ41 exhibits a strong dispersion and resonant 
enhancement due to the lattice resonance.  This effect accounts for very pronounced features 
in the response functions. An analytic expression for γ41 (ω) has been derived in [38], Eq. (5): 

 e

i
r C

2
1

41 2
TO

( )( ) 1 (1 )
( )
ω ωγγ ω

ω
− += × + − 

 

 


  (10) 

The Faust-Henry coefficient C represents the ratio between the ionic and the electronic part 
of the EO effect at ω = 0. The purely electronic nonlinearity re is assumed to be constant at 
the mid and far infrared frequencies ω.  
The full complex response function R(ω) of EO sensor is, then, given by 

 R G 41( ) ( ) ( )ω ω γ ω= × .   (11) 

 

0 2 4 6 8 10
0.0

0.2

0.4

0.6

0.8

1.0

1.2
ZnTe EO sensor

R
(ω

) (
ar

b.
 u

ni
ts

)

Frequency (THz)

 10μm
 20μm
 50μm
 100μm
 200μm
 500μm

 
Fig. 5. The calculated amplitude response R(ω) of the ZnTe EO sensor with different 
thickness, normalized to unity at low frequencies 

Figure 5 displays the calculated spectra of |R(ω)| of ZnTe sensors with various thickness, 
normalized to unity at low frequencies. As shown in Fig. 5, a structured dip in the spectra 
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appears in the reststrahl region around 5.3 THz. This feature reflects the high absorption of 
the material and the large velocity mismatch near the lattice resonance. At the TO phonon 
frequency (6.2 THz in ZnTe), the nonlinear coefficient γ 41(ω) is resonantly enhanced. We can 
clearly see, with decreasing the thickness of ZnTe crystal, the upper limit of the frequency 
increases. However, the sensitivity of the EO sensor is proportional to the thickness of the 
crystal, as shown in Eq. (6) in section 2.1. Therefore, a trade-off exists between broadband 
response and high sensitivity.  

2.3 Time domain terahertz spectroscopy system 
Figure 6 shows the setup for free space THz EO sampling measurements. The ulrafast laser 
pulse is split by a beam splitter into two beams: a pump beam (strong) and a probe beam 
(weak). The pump beam illuminates the sample and generates the THz radiation.  The 
generated THz radiation is a short electromagnetic pulse with a duration on the order of one 
picosecond, so the frequency is in the THz range. The THz beam is focused by a pair of 
parabolic mirrors onto an EO crystal. The beam transiently modifies the index ellipsoid of 
the EO crystal via the Pockels effect, as discussed in detail in section 2.1. The linearly 
polarized probe beam co-propagates inside the crystal with THz beam and its phase is 
modulated by the refractive index change induced by the THz electric field, ETHz. This phase 
change is converted to an intensity change by a polarization analyzer (Wollaston prism). A 
pair of balanced detectors is used to suppress the common laser noise. This also doubles the 
measured signal. A mechanical delay line is used to change the time delay between the THz 
pulse and the probe pulse. The waveform of ETHz can be obtained by scanning this time 
delay and performing a repetitive sampling measurement. The principle of THz signal 
sampled by the femtosecond pulse is shown in Fig. 7. By this sampling method, we do not 
need the instruments for high speed measurement because the THz signals are converted to 
the electrical signals after the sampling by the femtosecond probe pulse. To increase the 
sensitivity, the pump beam is modulated by a mechanical chopper and ETHz induced 
modulation of the probe beam extracted by a lock-in amplifier.  
 

 
Fig. 6. Experimental setup for free space EO sampling 
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Fig. 7. The principle of THz signals sampled by the femtosecond probe beam 

3. Femtosecond acceleration of carriers in bulk GaAs 
Ultrafast nonequilibrium transport of carriers in semiconductors biased at high electric 
fields is of fundamental interest in semiconductor physics. From a fundamental point of 
view, the detailed understanding of the femtosecond dynamics of carriers in an electric field 
is a key issue in many body physics. As an example, one may ask whether the well-
developed semiclassical picture of electronic conduction breaks down on ultrafast time 
scales and at very high electric fields [39]. Furthermore, clarifying carrier dynamics under 
extremely nonequilibrium conditions is also strongly motivated by the need to obtain 
information relevant for the design of ultrahigh speed devices.  Indeed, transit times even 
less than 1 ps have been reported for compound semiconductor field effect transistors [40]. 
In such ultrashort channel transistors, carriers experience very few scattering events in the 
channel and drift in a very nonstationary manner as schematically illustrated in the Fig. 8. 
Consequently, the performance of such ultrafast transistors is not mainly determined by the 
steady-state properties, such as saturation velocities and nobilities, but is governed by the 
nonstationary carrier transport subjected to high electric fields. It is, therefore, essential to 
understand nonequilibrium transport of carriers subjected to high electric fields in such 
devices. However, it has been difficult to characterize such very fast phenomena by using 
conventional electronics, such as sampling oscilloscopes, because of their limited 
bandwidth. Consequently, Monte Carlo calculations have been the only tool for discussing 
transient carrier transport.  
 

 
Fig. 8. Carrier transport in (a) long diffusive channels (b) very short ballistic channels.  (a) In 
conventional long-channel transistors, their performance is determined by steady-state 
properties, such as saturation velocities and nobilities. However, (b) in very short channel 
transistors, carrier transport is quasi-ballistic and their switching speed is governed by how 
fast carriers are accelerated 
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So far, only a few experimental studies have been done on the femtosecond carrier 
acceleration under nonequilibrium in compound semiconductor [11] [12] [15]. Leitenstorfer, 
et al. presented the first experimental results on the ultrafast electromagnetic wave / 
terahertz wave emission from electrons and ions in GaAs and InP accelerated by very high 
electric fields and showed firm experimental evidence of velocity overshoot of electrons in 
the femtosecond time range [11] [12]. They separated the contributions of electrons and 
lattices, and determine the transient acceleration and velocity of carriers with a time 
resolution in the order of 10 fs. The maximum velocity overshoots and traveling distances 
during the nonequilibrium regime have been determined for the first time. 
In this section, we have investigated nonequilibrium acceleration of carriers in bulk GaAs 
subjected to very high electric fields by time domain THz spectroscopy [16]. It is found that 
THz emission waveforms have a bipolar feature; i.e., an initial positive peak and a 
subsequent negative dip. This feature arises from the velocity overshoot.  The initial positive 
peak has been interpreted as electron acceleration in the bottom of Γ the valley in GaAs, 
where electrons have a light effective mass, while the subsequent negative dip has been 
attributed to intervalley transfer from the Γ valley to the X and L valleys. 

3.1 GaAs m-i-n diode & short channel GaAs m-i-n diode 
Undoped bulk GaAs sample grown by molecular beam epitaxy was used. Sample #1 had an 
m-i-n geometry with a 1 μm-thick intrinsic GaAs layer. An ohmic contact was fabricated by 
depositing and annealing AuGeNi alloy on the back side of the sample. A semitransparent 
NiCr Schottky film was deposited on the surface to apply a DC electric field, F, to the 
intrinsic GaAs layer.  The sample was mounted on a copper plate, which was put in the 
cryostat, for the time domain THz measurements.  The illuminated surface area (window 
area) was approximately 1.5×1 mm2. The special design of the window size was adopted to 
avoid the field screening effect. 

3.2 Femtosecond acceleration of carriers in GaAs m-i-n diode & short channel GaAs 
m-i-n diode 
Femtosecond laser pulses from a mode locked Ti: sapphire laser operated at a repetition rate 
of 76 MHz was used for time domain THz spectroscopy. The full width at half maximum 
(FWHM) of spectral bandwidth of the femtosecond laser pulses was approximately 20 meV.  
The central photon energies of the light pulses were set to 1.422 eV at 300 K and 1.515 eV at 
10 K, in such a way that electrons were created near the bottom of the conduction band, as 
well as holes near the top of the valence band. The free space EO sampling technique was 
used to record temporal waveforms of THz electric fields emitted from the samples [41] [42], 
as described in chapter 2. The EO sensor used in this experiment was a 100 μm-thick (110)-
oriented ZnTe crystal. The spectral bandwidth of this sensor was approximately 4 THz [11] 
[37], as shown in Fig. 5 in section 2.2. The corresponding resolution is ~ 250 fs. 
Figures 9 show temporal waveforms of the THz electric fields emitted from samples #1 (an 
m-i-n diode with a 1 μm-thick intrinsic GaAs layer) [Figs. 9 (a), 9 (b)] for various F at 300 K 
and 10 K, respectively. In [43], the position of t = 0 was empirically determined by choosing 
a position which does not cause artificial jumps in the phase of Fourier spectra of time 
domain THz data. To determine the position of t = 0 more accurately, we adopted a newly 
developed method, i.e., the maximum entropy method (MEM) [44]-[46]. The position of t = 0 
set in Figs. 9 has been determined by MEM within an error of ±30 fs, which is limited by the 
time interval of the recorded points. 
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Fig. 9. Bias field dependence of the temporal waveforms of THz electric field (ETHz) emitted 
from (a) an m-i-n diode with 1 μm-thick intrinsic GaAs layer at 300 K; (b) an m-i-n diode 
with 1 μm-thick intrinsic GaAs layer at 10 K;  

From the Maxwell equations,  
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THz electric field, ETHz, induced by transient current, J, due to photoexcited carriers is given by 

 v
E

tTHz
∂∝
∂

    (13) 

ETHz is the emitted ultrafast electromagnetic wave, which is proportional to carrier 
acceleration. The interband transitions induced by the ultrashort excitation pulses create 
electrons close to the bottom of the Γ valley in the conduction band as well as holes near the 
top of the valence band. In an ideal case without scattering, these electrons are ballistically 
accelerated by the applied electric field in the Γ valley. When electrons in the central valley 
have gained energy from the applied electric field comparable to the energetic distance 
between the bottoms of the Γ and the satellite valleys, the electrons are scattered to the 
satellite valleys by longitudinal optical (LO) phonon. Because the effective mass of electrons 
in the satellite valley is much heavier than that in the central valley, a sudden decrease of 
drift velocity is expected. Figure 10 (b) shows the ideal acceleration of electrons in bulk 
GaAs when the electrons are in the band as shown in Fig. 10 (a). The initial positive part 
shown in Fig. 10 (b) corresponds to ballistic acceleration of electrons in the Γ valley and the 
subsequent sudden dip expresses deceleration due to intervalley transfer from the Γ valley 
to the satellite valleys. 
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As shown in Fig. 9, the leading edge of the ETHz observed in the experiment is due both to 
the duration of the femtosecond pulses and to the limitation of the spectral bandwidth of the 
EO crystal detector.  From the experimental data, we can clearly see the THz emission 
waveforms have a bipolar feature; i.e., an initial positive peak and a subsequent negative 
dip.  This feature arises from the velocity overshoot [12]. The initial positive peak has been 
interpreted as electron acceleration in the Γ valley, where electrons have a light effective 
mass, while the subsequent negative dip has been attributed to the electron deceleration due 
to intervalley transfer from the Γ valley to the X and L valleys. From Figs. 9 (a) and (b), we 
can find at 10 K, the duration time of the waveforms is longer than that at 300 K at any bias 
electric fields, F, for both samples. The longer duration time of the THz waveforms at 10 K is 
due to the lower scattering rate of the LO phonon at 10 K, which will be discussed in detail 
in section 4.2. It is also clearly shown in the Figs. 9 (a) and (b), ETHz increases more abruptly 
with increasing electric field and its bipolar feature becomes pronounced.   
 

 
Fig. 10. (a) The band diagram of the GaAs; I: Electrons generated at the bottom of the 
Γ valey; II: Ballistic acceleration; III: Intravalley scattering; IV: Intervalley scattering; (b) ideal 
acceleration of electrons in bulk GaAs 

Taking advantage of the novel experimental method, invaluable information on 
nonequilibrium carrier transport in the femtosecond time range, which has previously been 
discussed only by numerical simulations, has been obtained. The present insights on the 
nonstationary carrier transport contribute to better understanding of device physics in 
existing high speed electron devices and, furthermore, to new design of novel ultrafast 
electromagnetic wave oscillators. 

4. Power dissipation spectrum under step electric field in Bulk GaAs in 
terahertz region 
It is well known that negative differential conductivities (NDCs) due to intervalley transfer 
appear in many of the compound semiconductors, such as GaAs, under high electric fields.  
NDCs are of practical importance, notably for its exploitation in microwave and ultrafast 
electromagnetic wave / THz wave oscillators [47]. However, since such NDC gain has a 
finite bandwidth, it gives intrinsic upper frequency limit to ultrafast electromagnetic wave 
oscillators [48]. For this reason, a number of works have been done to investigate the 
mechanism, which limits the bandwidth of the gain, and found that it is mainly controlled 
by the energy relaxation time [49]-[51]. Figure 11 shows the real and imaginary parts of the 
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differential mobility spectra, Re[μ(ω)] and Im[μ(ω)], in bulk GaAs for various electric fields 
at 300 K calculated by using Monte Carlo method [52]. Monte Carlo results predicted that 
the real part of the negative differential mobility (i.e., gain) can persist up to a few hundred 
GHz, as seen in Fig. 11. Together with theoretical works, efforts have been devoted to push 
the high frequency limit into the THz frequency range. Gunn and IMPATT diodes have 
already been operated at frequencies of 100-200 GHz [53]-[55]. However, in those 
experiments, high frequency operation was not possible due to electronic circuits; i.e., the 
cutoff frequency, νc, is mainly governed by stray capacitance, inductance, and more 
fundamentally by the length of the samples, not by the material properties themselves.  
Therefore, it is extremely important to characterize the gain bandwidth of materials in the 
THz range.  
 

 
Fig. 11. The real and imaginary parts of the differential mobility spectra, Re[μ(ω)] and 
Im[μ(ω)], in bulk GaAs in THz range for various electric field at 300 K calculated by using 
Monte Carlo method [52] 

The time domain THz spectroscopy has provided us with a unique opportunity to observe 
the motion of electron wave packet in the sub-picosecond time range and inherently 
measuring the response of the electron system to the applied bias electric field [11][12][15]. 
The Fourier spectra of the THz emission give us the power dissipation spectra under step 
electric field in THz range, from which we can find the gain region of material in THz range.   
In this section, we present the measured THz radiation from the intrinsic bulk GaAs under 
strong biased electric field. The power dissipation spectra under step electric field in THz 
range have been obtained by using the Fourier transformation of the time domain THz 
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traces [17] [18]. From the power dissipation spectra, the cutoff frequency for negative power 
dissipation of the bulk GaAs has also been found. It is found that the cutoff frequency for 
the gain gradually increases with increasing electric fields up to 50 kV/cm and saturates at 
around 1 THz at 300 K / 750 GHz at 10 K. We also investigated the temperature dependence 
of cutoff frequency for negative power dissipation, from which we find that this cutoff 
frequency is governed by the energy relaxation process of electrons from the L valley to the 
Γ valley via successive optical phonon emission.  

4.1 Power dissipation spectrum under step electric field in GaAs 
Firstly, we recall the fact that the time domain THz emission experiments inherently 
measure the step response of the electron system to the applied electric field, as described in 
more detail in (Shimad et al., 2003). In the THz emission experiment, we first set a DC 
electric field, F, in the samples and, then, shoot a femtosecond laser pulse to the sample at t 
= 0 to create a step-function-like carrier density, nΘ(t), as shown in Fig. 12 (a)-(c). 
Subsequently, THz radiation is emitted from the accelerated photoexcited electrons [Fig. 12 
(d)].  Now, by using our imagination, we view the experiment in a different way. Let’s 
perform the following thought experiment, as shown in Figs. 12 (e)-(h); we first set electrons 
in the conduction band under a flat band condition [Fig. 12 (f)] and, at t = 0, suddenly apply 
a step-function-like bias electric field, FΘ(t) [Fig. 12 (g)].  We notice that electrons in the 
thought experiment emit the same THz radiation as in the actual experiment [Fig. 12 (h)].  
This fact means that what we do in our femtosecond laser pulse measurement is equivalent 
to application of a step-function-like electric field to electrons.  The step like electric field can 
be described as, 
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By noting this important implication, the power dissipation spectra under step-function-like 
electric fields in THz range can be obtained from the thought experimental scheme, as 
shown in the following; 

In time domain, the power density is defined as P t J t F t
t

( ) ( ) ( )ε∂= =
∂

, i.e., power density 

equals the product of the current density, J(t), and electric field, F(t).  If the direction of J(t) is 
the same as the direction of F(t), this gives a Joule heating.  However, if P(t) is negative, this 

is a gain. Similarly, if the power dissipation spectrum, S( ) εω
ω

∂=
∂

, is negative at frequency 

ω, it means the system gains the energy at this frequency; i.e., gain in the frequency domain. 
The power dissipation spectrum, S(ω), is closely related to the differential conductivity 
spectrum, as 

 S F
2( ) ( ) ( )ω σ ω ω= ,    (15) 

in the linear response regime. However, this formulation which use small signal 
conductivity, σ(ω), is not strictly correct in nonlinear response situation. Therefore, we will 
avoid the formulation using σ(ω) and derive the power dissipation spectrum from the time 
domain THz data. 
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Fig. 12. The comparison between the real experiment [(a)-(d)] and thought experiment [(e)-
(h)]. Electrons in the thought experiment emit the same THz radiation as in the actual 
experiment, which means the time domain THz emission experiments inherently measure 
the step response of the electron system to the applied electric field 

Mathematically, the power dissipation, ε, can be expressed as, 

 P t dt V J t F t dt( ) ( ) ( )ε
+∞ +∞

−∞ −∞
= =  ,   (16) 

where V is the volume of the sample, J(t) and F(t) are the time dependent current density 
and applied electric field, respectively. On the other hand, the energy can also be expressed 
in the frequency domain as, 
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where J(ω) and F(ω) are the Fourier spectra of J(t) and F(t), respectively. Then, the power 
dissipation spectrum is obtained as, 
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From simple mathematics, J(ω) can be obtained from the Fourier transformation of the time 
domain THz traces as, 
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As mentioned in section 4.3, the creation of step-function-like carrier density by 
femtosecond laser pulses in the actual experiment can be replaced with the application of 
step-function-like electric field in the thought experiment scheme, then, the F(ω) can be 
expressed as, 

 F F t i t dt F
i0
1( ) ( )exp( ) [ ( )]ω ω πδ ω
ω

+∞

−∞
= − = + ,   (20) 
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where F0 is the magnitude of the internal electric field applied on the sample. 
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Fig. 13. The Re[ETHz(ω)] and Im[ETHz(ω)], which are proportional to the real and the 
imaginary parts of the power dissipation spectra in bulk GaAs for various F at 300K and 10K 
come from the Fourier transformation of THz traces emitted from sample #1, an m-i-n diode 
sample with a 1 μm-thick intrinsic GaAs layer 

Simply substituting Eq. (19) and (20) into Eq. (18), the power dissipation spectrum under 
step-function-like electric field can be written as, 

 F
S E0

THz2( ) ( )     for 0ω ω ω
ω

= ≠      (21) 

Then, we can obtain an important message from Eq. (21) that the real and imaginary part of 
the Fourier spectra of ETHz(t) (i.e., Re[ETHz(ω)] and Im[ETHz(ω)]) are proportional to Re[S(ω)] 
and Im[S(ω)], respectively.   
From the discussion above, we know from the measured temporal waveforms of THz 
electric fields emitted from GaAs samples shown in Figs. 9, the power dissipation spectra in 
intrinsic bulk GaAs under step-function-like electric fields can be determined by using 
Fourier transformation of ETHz(t). Figures 13 (a) and (b) show Re[ETHz(ω)] and Im[ETHz(ω)] for 
sample #1, a metal-intrinsic-n type semiconductor (m-i-n) diode sample with a 1 μm-thick 
intrinsic GaAs layer under various electric fields at 300 K and 10 K, respectively.  In the 
Fourier transformation process, the position of t = 0 is very crucial. Here, we determined t = 
0 by using the maximum entropy method [44]-[46]. t = 0 can be determined within an error 
of ±30 fs, which is limited by the time interval of the recorded points.  The phase 
misplacement can be written as Δθ = ωΔt. Therefore, the phase error is estimated within an 
error of < ±π/7, assuming that the frequency of the signal, ω, is mainly around ~ 2.5 THz. 
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Fig. 14. The Re[ETHz(ω)] and Im[ETHz(ω)], which are proportional to the real and the 
imaginary parts of the power dissipation spectra in bulk GaAs for various F at 300K and 10K 
come from the Fourier transformation of THz traces emitted from sample #2, an m-i-n diode 
sample with a 180 nm-thick intrinsic GaAs layer 

From Re[ETHz(ω)] plotted in Fig. 13, we can see the negative region of Re[S(ω)] persists up to 
several hundred GHz (~ 800 GHz at 47 kV/cm at 300 K), indicating that GaAs has an 
intrinsic gain region up to the THz range. This frequency is much higher than the gain 
region predicted by Monte Carlo simulation shown in Fig. 11. The negative power 
dissipation turns to positive as the frequency increases. Comparing with Re[ETHz(ω)] at 10 K 
and 300 K shown in Figs. 13 (a) and (b), we find magnitude of S(ω) at 10 K is larger and the 
width is narrower than those at 300 K at same applied electric fields.   
In the case of collisions with phonons in the Γ valley, each collision redirects the momentum 
and restrains the drift velocity. Furthermore, intervalley scattering from the Γ valley to the L 
valley requires phonon with a large wave vector, and group theoretical selection rules show 
that the longitudinal optical (LO) phonon is the only one allowed because the L valley 
minimum lies on the edge of the Brillioun zone. Because the probability of LO phonon 
emission is proportional to <NLO+1> (NLO is the thermal equilibrium phonon population per 

unit volume; N
k TLO

LO B

1
exp( / ) 1ω

=
−

), which is temperature dependent, we expect the 

scattering time is shorter at higher temperatures. The calculation result by Ruch and Fawcett’s 
also showed different magnitude of drift velocity at low and high temperatures [56]. 
Furthermore, to investigate the power dissipation spectra under extremely large electric 
fields, we measured the time domain THz traces emitted from sample #2, an m-i-n diode 
with a 180 nm-thick intrinsic GaAs layer, at extremely high electric fields at 300 K and 10 K.  
Figures 14 (a) and (b) shows the real and imaginary parts of the Fourier spectra of the time 
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domain THz traces emitted from samples #2. We can see even at very high electric fields, for 
example, F = 300 kV/cm, the negative Re[ETHz(ω)] still exists at low frequency region.  At 
high frequency, the Re[ETHz(ω)] changes its sign from negative to positive. 

4.2 The cutoff frequency for negative power dissipation in GaAs 
4.2.1 Electric field dependence of the cutoff frequency 
From the real part of the power dissipation spectra, we can find the cutoff frequencies for 
the gain region, νc, at various F. The solid circles and the solid triangles in Fig. 15 show νc 
obtained from sample #1 as a function of F at 300 K and 10 K. The open circles and the open 
triangles correspond to νc obtained from sample #2 at 300 K and 10 K, respectively. The 
cutoff frequency increases with increasing F for F < 50 kV/cm. However, above 50 kV/cm, 
νc starts to saturate. The sharp kink of νc at 50 kV/cm shown in Fig. 15 strongly suggests that 
this is a very critical electric field. This point will be discussed in section 4.3. 

4.2.2 Temperature dependence of the cutoff frequency 
To clarify the mechanism of the cutoff frequency, νc, we also investigated the temperature 
dependence of νc. Figure 16 shows the temperature dependence of νc obtained for sample #1 
at 7 kV/cm and 27 kV/cm by solid triangles and circles, respectively. We can clearly see that 
the temperature dependence of νc agrees with that of the emission rate of LO phonons, 
<NLO+1> (plotted by a dashed line in Fig. 16). The agreement between the experimental 
results and the LO phonon emission rate strongly suggests that νc is governed by the energy 
relaxation process of electrons from the L valley to the Γ valley via optical phonon emission.  
At lower temperature, LO phonon emission rate decreases and a longer energy relaxation 
time is expected, which results in a lower νc at 10 K than at 300 K, as shown in Fig. 15.   
 

0 50 100 150 200 250 300
0.0

0.2

0.4

0.6

0.8

1.0

1.2

 Estimate result at 10K
 Sample #1 at 10K
 Sample #2 at 10K
 Estimate result at 300 K
 Sample #1 at 300K
 Sample #2 at 300K

C
ut

of
f f

re
qu

en
cy

 (T
H

z)

Electric field (kV/cm)  
Fig. 15. The cutoff frequencies of the negative region of Re[ETHz(ω)] obtained for sample #1, 
as a function of the electric field F at 300 K and 10 K are shown by solid circles and triangles, 
respectively. The open circles and triangles correspond to the cutoff frequencies obtained 
from sample #2, at 300 K and 10 K, respectively. The estimated cutoff frequencies are also 
plotted by a dashed line and a solid line at 300K and 10K, respectively 
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4.3 Mechanism for the cutoff frequency 
When a small step-function electric field is added on a large DC electric field, the electron 
velocity is predominantly redirected, which causes a general increase of the kinetic energy, 
or a heating, of the electron system until the mean collision rate with the lattice has risen 
sufficiently to balance the increasing supply of energy to the electrons from the electric field.  
The characteristic time for this thermal readjustment is known as the energy relaxation time, 
which is the limiting process for the upper frequency limit of transferred electron devices 
[49]. However, the mechanism for the cutoff frequency for gain, νc, under extremely 
nonequilibrium condition has been still argued for more than 30 years. 

4.3.1 Energy relaxation and momentum relaxation times govern νc. 
Monte Carlo simulation has been used as a tool to estimate νc [52] [57], as shown in Fig. 11.  
Gruzinskis [58] and Reggiani, et al. [52] calculated the energy relaxation time τε by Monte 
Carlo simulation and found that τε is ~ 1.5 ps, as shown in Fig. 17. Also, they discussed that 
νc is determined by both energy relaxation time τε and momentum relaxation time τv (τv is 
field dependent and τv << τε, as shown in Fig. 17) [58]. The calculated νc is below 500 GHz, 
as shown in Fig. 11, which is much lower than νc obtained by our experiment.  
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Fig. 16. The cutoff frequencies of the negative region of Re[ETHz(ω)] obtained for sample #1, 
as a function of the temperature, at 7 kV/cm and 27 kV/cm are shown by solid triangles 
and circles, respectively. The reciprocal of the energy relaxation time due to the LO 
scattering in Γ valley as a function of temperature T is also plotted by a dashed line 

4.3.2 Relaxation process of electrons in the L valley governs νc. 
Another model is that the energy relaxation time is governed by relaxation process of 
electrons in the L valley [50]. The electrons start to be accelerated at the bottom of the 
Γ valley, scattered into the L valley, relax and dwell there, and, then, scattered back to the 
Γ valley. In this model, νc is mainly governed by relaxation time of electrons in the L valley 
and estimated to be ~ 200 GHz, which is also much lower than our experimental result. 
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Fig. 17. The calculated energy and velocity relaxation rates (solid line) in n-InP [58] 

4.3.3 Relaxation process of electrons in the Γ valley governs νc. 
The temperature dependence of νc, strongly suggests that νc is mainly governed by the 
energy relaxation process of electrons from the L valley to the Γ valley via successive optical 
phonon emission. Here, we roughly estimate νc. 
In the ε-k diagram, the electrons experience a cyclic motion in the k space; i.e., be accelerated 
from the bottom of the Γ valley, go to the L valley by intervalley scattering, be scattered 
back, and then relax to the bottom of the Γ valley again, as shown in Fig. 18 (a). 
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Fig. 18. (a) Electrons experience a cyclic motion in the k space; I: acceleration from the 
bottom of Γ valley; II: intervalley scattering to the L valley; III: intervalley scattering back to 
the Γ valley; IV: relaxation to the bottom of the Γ valley; (b) the real space picture; I: 
acceleration in the band #1 (associated with the Γ valley); II: reach the edge of the band #2 
(the L valley related states) and experience intervalley scattering; III: scattering back; IV: 
relaxation to the bottom of the conduction band 

For this order estimation, we assume electrons are ballistically accelerated by the electric 
field F in the Γ valley. In addition, we also neglect the acoustic scattering, e-e scattering.  
Assuming the simple Newton’s law 
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 dk
eF

dt
= − ,     (22) 

where e is the elementary charge, ħ = h/2π (h is the Planck constant), k is the wave vector of 
electrons, the time for the acceleration process can be estimated by assuming the energy 
separation between the Γ minimum and the bottom of L valley εΓ-L = 0.29 eV. The 
subsequent intervalley scattering time is about 50 fs [59]. 
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Fig. 19. The estimated cutoff frequencies of the negative region of Re[ETHz(ω)]as a function of 
the electric field F at 300 K are shown by black dashed line. The red dashed line, green solid 
line and blue dash-dotted line correspond to ballistic acceleration process, the intervalley 
transfer process and the energy relaxation process in Γ valley, at 300 K, respectively 

The energy relaxation process in the Γ valley is dominated by the LO phonon scattering.  
Since the LO phonon energy is 36.5 meV, 8 LO phonons must be successively emitted in the 
process for electrons to relax from the bottom of the L valley to the bottom of Γ valley (εΓ-L = 
0.29 eV). The relaxation time for one polar scattering process by LO phonon emission in 
bulk is expressed [49], 
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where ε0 is the dielectric permittivity of the vacuum, εs is the static dielectric constant, ε∞ is 
the high frequency dielectric constant, NLO is the thermal equilibrium phonon population in 
per unit volume, ħ = h/2π (h is the Planck constant), ωLO is the frequency of LO phonon, meff* 
is the effective mass of electron, and k, k’ are the wave vector of electrons before and after 
scattering, respectively. 
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By using Eq. (23), the energy relaxation time in the Γ valley is estimated to be 1.46 ps at 300 
K and 1.95 ps at 10 K, by summing up emission times of 8 LO phonons. The temperature 
dependence of the energy relaxation time is due to the temperature dependence of the 
phonon emission process, <NLO+1>. The estimated cutoff frequency, νc, at 300 K, are plotted 
in Fig. 19 [ballistic acceleration (dashed line), intervalley transfer (solid line), energy 
relaxation (dash-dotted line), and the total (dotted line)]. From this estimation, it is 
concluded that the energy relaxation process in the Γ valley takes the longest time and 
governs the upper frequency limitation for the gain. Furthermore, the estimated results are 
also plotted by a dashed line and a straight line for 300 K and 10 K, respectively, in Fig. 15 
for the comparison with the experimental results.  
As shown in Fig. 15, the overall trend of this estimation of νc is the same as our experimental 
results. However, at very high electric fields, the magnitude is off by 40%. The discrepancy 
between experiment and calculation may come from the field dependent energy relaxation 
time of electrons in the Γ valley as calculated by Fischetti [59]. Fischetti’s calculation results 
show that at very high electric fields, the energy relaxation process is two times faster than 
that at low electric fields [59]. Then, the dash-dotted line of Fig. 19 shifts to higher frequency 
range, which results in higher νc. 
Under very high electric fields, Wannier Stark (WS) ladder may be formed, although it has 
never been observed experimentally. The cyclic motion of electrons in the k space can be 
expressed in the real space as Fig. 18 (b). Electrons are created in the WS ladder states 
immediately after short pulsed photoexcitation under DC electric field F, and accelerated in 
the conduction band (band #1 in Fig. 18 (b)), which corresponds to the ballistic acceleration 
in the Γ valley. When they reach the edge of the band #1, they are scattered into the states in 
the band #2 (L valley related states, as shown in Fig. 18 (b)). After electrons dwell in the 
upper states, they are scattered downward (intervalley transfer process), and then relax to 
the bottom of the conduction band (energy relaxation in the Γ valley process).  
Based on our experimental data, we conclude that the cutoff frequency is governed by the 
energy relaxation process of electrons in the Γ valley via successive optical phonon 
emission. In our estimation, we neglect scattering while electrons are accelerated by the 
electric field in the band #1. This scattering in the acceleration process makes the sharp kink 
in the cutoff frequency, νc, around 50 kV/cm, as shown in Fig. 15. In the low electric field 
range (F < 50 kV/cm), the number of events of LO phonon scattering decreases with 
increasing electric field F.  Each scattering takes ~ 0.13 ps. However, in the high electric 
field range (F > 50 kV/cm), electrons at the bottom of the conduction band can go into the 
band #2 without experiencing any scattering. The mean free path of electrons can be 
estimated by, 

 v
eff

eF
m

21
2 *

λ τ= ,   (24) 

where the momentum relaxation time of electrons in band #1 (Γ valley) is about τv ~ 0.13 ps, 
mainly limited by LO phonon scattering. The mean free path is calculated to be ~ 60 nm at  
F = 50 kV/cm. On the other hand, the distance, l, for electrons starting from the bottom of 
conduction band to the bottom of band #2 is estimated from, 

 eFl L 0.29 eVεΓ−= = .    (25) 
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At 50 kV/cm, l is calculated to be ~ 60 nm, almost the same as the mean free path of 
electrons.  Therefore, we can conclude that when F < 50 kV/cm, νc increases with increasing 
F because LO phonon scattering strongly affects the acceleration process, and that for F > 50 
kV/cm, νc is almost F independent because no scattering takes place in the acceleration 
process. The illustration of this situation is shown in Figs. 20. 
 

 
Fig. 20. (a) For F < 50 kV/cm, LO phonon scattering strongly affects the acceleration process; 
(b) F > 50 kV/cm, no scattering takes place in the acceleration process 

The other possible explanation is that the strong band mixing gives the sharp kink in νc 
around 50 kV/cm, as shown in Fig. 15. For F > 50 kV/cm, the tunneling probability for 
electrons in the band #1 to the band #2 is significantly enhanced (Zener tunneling). Such 
Zener tunneling process may limit the increase in νc. 
In summary, the power dissipation spectra under step electric field in bulk GaAs in THz 
range have been investigated by Fourier transformation of the ultrafast electromagnetic 
waveforms/THz waveforms emitted from intrinsic bulk GaAs photoexcited by femtosecond 
laser pulses under strong bias electric fields. The cutoff frequency for the gain region, that is 
of practical importance, notably for its exploitation in ultrafast electromagnetic wave 
generators, has been also found.  The cutoff frequency gradually increases with increasing 
electric field within 50 kV/cm, saturates and reaches 1 THz (300 K) above 50 kV/cm.  
Furthermore, illustrated by the electric and temperature dependence of the cutoff frequency, 
we also find out that this cutoff frequency is mainly dominated by the energy relaxation 
process of electrons from the L to the Γ valley via successive optical phonon emission. 

5. Conclusion 
Ultrafast electromagnetic waves emitted from semiconductors under high electric fields, 
which are closely related with ultrafast nonequilibrium transport of carriers in 
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semiconductor, are of fundamental interest in semiconductor physics.  Furthermore, 
clarifying carrier dynamics under extreme nonequilibrium conditions is also strongly 
motivated by the need to obtain information relevant for the design of ultrahigh speed 
devices and ultrafast electromagnetic wave emitters.  It is, therefore, essential to understand 
nonequilibrium transport of carriers subjected to high electric fields in such devices.  The 
time domain terahertz (THz) spectroscopy gives us a unique opportunity of observing 
motions of electron wave packets in the sub-ps time range and measuring the response of 
electron systems to applied bias electric fields.  By understanding the nonequilibrium 
transport of carriers in bulk GaAs, the intrinsic property of the negative differential 
conductivity (NDC) in the THz region, which means the gain, can be clarified. 
In section 2, we describe the experimental technique of the time domain THz spectroscopy 
used in this work.  Ultrafast carrier motion in the femtosecond time regime accompanies 
electromagnetic wave radiation that is proportional to dv/dt. Consequently, the 
investigation of such electromagnetic wave (or THz radiation) allows us a very unique 
opportunity of looking directly into the acceleration/deceleration dynamics of carriers in 
semiconductors.   
In section 3, the femtosecond acceleration of carriers in bulk GaAs under very high electric 
fields, F, has been investigated by time domain THz spectroscopy.  The observed ultrafast 
electromagnetic emission waveforms / THz emission waveforms have a bipolar feature; i.e., 
an initial positive peak and a subsequent negative dip. The initial positive peak has been 
interpreted as electron acceleration in the bottom of Γ the valley in GaAs, where electrons 
have a light effective mass, while the subsequent negative dip has been attributed to 
intervalley transfer from the Γ valley to the X and L valleys. 
In section 4, we have investigated the gain due to intervalley transfer under high electric 
fields, which is of practical importance for its exploitation in ultrafast electromagnetic wave 
oscillators. The power dissipation spectra under step-function-like electric fields in THz 
range have been obtained by using the Fourier transformation of the time domain THz 
traces.  From the power dissipation spectra, the cutoff frequencies for negative power 
dissipation (i.e., gain) in bulk GaAs have been determined.  The cutoff frequency gradually 
increases with increasing electric field, F, for F < 50 kV/cm, saturates and reaches 1 THz 
(300 K) for F > 50 kV/cm.  Furthermore, from the temperature dependence of the cutoff 
frequency, we found that it is governed by the energy relaxation process of electrons from L 
to Γ valley via successive optical phonon emission. 
Finally, section 5 summarizes this chapter. As demonstrated in this chapter, taking 
advantage of the novel experimental method, invaluable information on nonequilibrium 
carrier transport in the femtosecond time range, which has previously been discussed only 
by numerical simulations, has been obtained. The present insights on the nonstationary 
carrier transport contribute to better understanding of device physics in existing high speed 
electron devices. Furthermore, the gain in GaAs due to electrons intervalley transfer under 
high electric fields obtained from the Fourier transformation of the time domain THz traces 
is also discussed, which is of practical importance for its exploitation in ultrafast 
electromagnetic wave oscillators. 
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1. Introduction 
Ionosphere physics is related to plasma physics because the ionosphere is, of course, a weak 
natural plasma: an electrically neutral assembly of ions and electrons [1]. The ionosphere 
plays a unique role in the Earth’s environment because of strong coupling process to regions 
below and above [2]. The ionosphere is an example of naturally occurring plasma formed by 
solar photo-ionization and soft x-ray radiation. The most important feature of the 
ionosphere is to reflect the radio waves up to 30 MHz. Especially, the propagation of these 
radio waves on the HF band makes the necessary to know the features and the 
characteristics of the ionospheric plasma media. Because, when the radio waves reflect in 
this media, they are reflected and refracted depending on their frequency, the frequency of 
the electrons in the plasma and the refractive index of the media and thus, they are absorbed 
and reflected by the media. 
The understanding of the existence of a conductive layer in the upper atmosphere has been 
emerged in a century ago. The idea of a conductive layer affected by the variations of the 
magnetic field in the atmosphere has been put forward by the Gauss in 1839 and Kelvin in 
1860. Newfoundland radio signal from Cornwall to be issued by Marconi in 1901, at the first 
experimental evidence of the existence of ionospheric, respectively. In 1902, Kennely and 
Heaviside indicated that the waves are reflected from a conductive layer on the upper parts 
of the atmosphere. In 1902, Marconi stated that changing the conditions of night and day 
spread. In 1918, high-frequency band has been used by aircraft and ships. HF band in the 
1920s has increased the importance of expansion. Then, put forward the theory of reflective 
conductive region, has been shown by experiments made by Appleton and Barnet. The data 
from the 1930s started to get clearer about the ionosphere and The Radio Research Station, 
Cavendish Laboratory, the National Braun of Standards, the various agencies such as the 
Carnegie Institution began to deal with the issue. In the second half of the 20th century, the 
work of the HF electromagnetic wave has been studied by divided into three as the full-
wave theory, geometrical optics and conductivity. Despite initiation of widespread use of 
satellite-Earth communication systems, the use of HF radio spectrum for civilian and 
military purposes is increasing. Collapse of communication systems, especially in case of 
emergency situations, communication is vital in this band. 
In the ionosphere, a balance between photo-ionization and various loss mechanisms gives 
rise to an equilibrium density of free electrons and ions with a horizontal stratified 
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structure. The density of these electrons is a function of the height above the earth’s 
surface and is dramatically affected by the effects of sunrise and sunset, especially at the 
lower altitudes. Also, the many parameters in the ionosphere are the function of the 
electron density. The ionosphere is conventionally divided into the D, E, and F-regions. 
The D-region lies between 60 and 95 km, the E-region between 95 and 150 km, and the F-
region lies above 150 km. During daylight, it is possible to distinguish two separate layers 
within the F-region, the F1 (lower) and the F2 (upper) layers. During nighttime, these two 
layers combine into one single layer. The combined effect of gravitationally decreasing 
densities of neutral atoms and molecules and increasing intensity of ionizing solar ultra-
violet radiation with increasing altitudes, gives a maximum plasma density during 
daytime in the F-region at a few hundred kilometers altitude. During daytime, the ratio of 
charged particles to neutral particles concentration can vary from10-8 at 100 km to 10-4 at 
300 km and 10-1 at 1000 km altitude. The main property of F-region consists of the free 
electrons. 
As known, the permittivity and permeability parameters are related to electric and magnetic 
susceptibilities of material, on account of medium and moreover, the speed of 
electromagnetic wave and the characteristic impedance depend on any medium and the 
refractive index of medium gives detail information about any medium. Because of all of 
these reasons, ε is a measure of refractive index, reflection, volume and wave polarization of 
electromagnetic, impedance of medium. 
Propagation of electromagnetic waves in the atmosphere is influenced by the spatial 
distribution of the refractive index of the ionosphere [3]. The theory of ionospheric 
conductivity was developed by many scientists and is now quite well understood, though 
refinements are still made from time to time. The ionosphere carries electric currents 
because winds and electric fields drive ions and electrons. The direction of the drift is at 
right angles to the geomagnetic field [4]. Furthermore, electrical conductivity is an 
important central concept in space science, because it determines how driving forces, such 
as electric fields and thermosphere winds, couple to plasma motions and the resulting 
electric currents. The tensor of electrical conductivity finds application in all the areas of 
ionospheric electrodynamics and at all the latitudes [5]. On the other hand, the most 
important parameter determining the behavior of any medium is the dielectric constant, 
which at any frequency determines the refractive index, the form of wave in medium, to be 
polarized, the state of wave energy and the propagation of wave. 
In this chapter, the behavior of electromagnetic waves emitted from within the ionospheric 
plasma and the analytical solutions are necessary to understand the characteristics of the 
environment will be defined. Problems in plasma physics at the conductivity, dielectric 
constants and refractive index will be defined according to the media parameters. When 
these expressions, using Maxwell's equations expressed in the wave dispersion equation, 
wave propagation, depending on the parameters of the environment will be examined. 
These statements are expressed in terms of Maxwell's equations using the wave dispersion 
equation, wave propagation, depending on the parameters of the environment will be 
examined. By examining of the dispersion relation, the types of wave occurred in the media 
and relaxation mechanisms, polarizations and conflicts caused by ionospheric amplitude 
attenuation of these waves will be obtained analytically. Thus, resolving problems of 
ionospheric plasma in the emitted radio waves, the basic information that will be 
understood. 
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2. Conductivity for ionospheric plasma 
One of the main parameters affecting the progression of the electromagnetic wave in a 
medium is the conductivity of the media. Conductivity of the media statement is obtained 
from motion equation of the charged particle that is taken account in the total force acting 
on charged particle in ionospheric plasma. Accordingly, the forces acting on charged 
particle is given as follows [6]. 

 ( )

Mass xacceleration Electrical forces 

                                   Magnetic forces 

                                  Shooting gravitational  forces

                                     Pressure c

=

+

+

+ hanging forces 

                                  Collision forces+

  (1) 

The plasma approach, which the thermal motion due to temperatures of particles, are 
neglected, is called cold plasma. In this study, because of the cold plasma approximation, 
any force does not effect on charged particles due to the temperature and therefore the term 
of pressure changes is ignored [7]. Likewise, the gravitational force from the gravity is 
negligible due to so small according to the electric and magnetic forces. In addition, due to 
the electron mass (me) is very small according to the mass of the ion (mi) (me<<mi) and thus 
the electron collision frequency is greater than the ion collision frequency, the movement of 
ions in the plasma is ignored near the electron movement. Accordingly, Equation (1) is 
written as the following equation for the electron: 

 ( )m me
e e e e e

d e
dt

= − + × − νV V VE B  (2) 

This expression is called the Langevin equation [8]. Where, the electron collision frequency 
eν  is sum of the electron-ion collision frequency ( )eiν  and electron-neutral particle collision 

( )enν  frequency. 

2.1 DC conductivity 
The first application of the Langevin equation is steady flow caused by of the electric field. 
For this, e 0=V . Accordingly, the Langevin equation for electrons can be defined as follows: 

 ( )e e e e0 e m= − + × − νE V B V  (3) 

Taking into consideration that the current density is eeN= −e eJ V , in order to obtained the 
current density, both sides of the expression is multiplied by the term of eeN− . In this case, 

 ( )2
e e e e e ee N m eN+ × = − νE V B V  (4) 

and the expression is transformed as follows: 

 ( )2
e e e ee N + × = m νE V B J  (5) 
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For the current density, the following equation is obtained: 

 ( )
2

e
e

e e

e N
m

= + ×
ν

J E V B  (6) 

Taking into consideration that σ= ⋅J E , the generalized Ohm Law can be defined by, 

 ( )0 eσ= + ×J E V B  (7) 

Where, e
0

e e

2e Nσ
m

=
ν

 is the dc conductivity of te plasma. If e 0ν → , the term 0σ  is being 

0σ → ∞ . In this case, if the e 0+ × =E V B , the current is finite. For this reason, the case of 
0σ = ∞ , the state e 0+ × =E V B  is called OHM law for the plasma. The geometry of the 

velocity and electric field and magnetic field is as shown in Figure 1, 
namely x y zxV yV zVˆ ˆ ˆ= + +V , x y zxE yE zEˆ ˆ ˆ= + +E  and Bẑ=B , the e ×V B  term in Equation (7) 
is being as follows:  

 ( ) ( )e x y z y x

x y z
V V V x V B y V B
0 0 B

ˆ ˆ ˆ
ˆ ˆ× = = −V B  (8) 

 

 
Fig. 1. The geometry of the velocity, electric field and magnetic field 

Here, by the necessary mathematical operations are made; the following expressions are 
obtained for three components of current density: 

 ( )
2 2 2

e e e y
x x y x

e e e e e e

e N e N e N V BJ E V B E
m m m

= + = +
ν ν ν

 (9) 

 ( )
2 2 2

e e e x
y y x y

e e e e e e

e N e N e N V BJ E - V B E -
m m m

= =
ν ν ν

 (10) 
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2

e
z z 0 z

e e

e NJ E σ E
m

= =
ν

 (11) 

Taking into consideration that cyclotron frequency ce
e

eBω
m

= −  for the electron, if the second 

terms on the right side of this expression is written in terms of current density J and the 
necessary procedures are made, x and y components of current density are obtained as 
follows: 

 ( ) ( )
2 2

e e e ce
x x y2 2 2 2

cee e e e ce

e N e N ωJ E E
m ω m ω

ν= +
ν + ν +

 (12) 

 ( ) ( )
2 2

e ce e e
y x y2 2 2 2

cee e e e ce

e N ω e NJ E E
m ω m ω

ν= +
ν + ν +

 (13) 

The expressions Jx , Jy  and Jz  in the tensor form of ( )σ= ⋅          J E  can be written as 

follows: 

 

( ) ( )

( ) ( )

2 2
e e e ce

2 2 2 2
e e ce e e ce

x x2 2
e ce e e

y y2 2 2 2
e e ce e e ce

z z
2

e

e e

e N e N ω
m ω m ω

J E
e N ω e NJ - E

m ω m ωJ E
e N
m

0

0

0 0

 ν
 

ν + ν + 
    

ν    = ⋅    ν + ν +       
 
 

ν  

 (14) 

Here, the conductivity tensor is called as dc conductivity tensor. As can be seen in this 

expression, 
2

e
0

e e

e Nσ
m

=
ν

 term provides the flow of the current in B direction. If the 

conductivity tensor is defined as follows: 

 
1 2

2 1

0

σ σ 0
σ σ σ 0

0 0 σ

 
 = − 
  

 (15) 

( )
2

e e
1 2 2

e e ce

e N υσ
m ω

 
 =
 ν + 

 Conductivity is called as perpendicular conductivity ( σ⊥ ). When the E 

is perpendicular to the B, this conductivity provides to flow the current in the direction of E. 

The conductivity defined by ( )
2

e ce
2 2 2

e e ce

e N ωσ
m ω

 
 =
 ν + 

 is called as Hall conductivity ( )Hσ  and it 

provides the current, which is perpendicular to the both of the E and B (Figure 2). 
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Fig. 2. The direction of the currents provided by the conductivities 0 1 2,   σ σ σand  according 
to the geometry of E and B 

If the 
2

0 e 0
1 22 2

ce cee
2

e

σ σσ
ωω 1

ν= =
ν + +

ν

 and 

ce
0

0 e ce e
2 22 2

ce cee
2

e

ωσσ ωσ
ωω 1

ν ν= =
ν + +

ν

, the variation of the 

conductivities is being as shown in Figure 3. As shown in Figure 3, after the ce

e

ω  1
ν

 1σ  term 

decreases rapidly. Thus, the current perpendicular to the magnetic field is very small [8]. 
 

 
Fig. 3. The variation of 1 2σ   σand  conductivities 

2.2 AC conductivity 
There is no steady-state in the ac conductivity. Taking into consideration that the fields vary 
as i te− ω , the Equation (2) is transformed as follows:  

 ( )e e e-m iω -e m= + × − νe e eV E V B V  (16) 
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According to the geometry given in Figure 1, this expression in terms of current density can 
be defined as follows: 

 ( ) ( )
2 2

e e
e

e e

e N e Niω
m m

ν − = − ×eJ E V B  (17) 

Thus, current density components are obtained as follows: 

 ( ) ( )J
2 2

e e
x x y

e e e e

e N e NE V B
m i m i

= +
ν − ω ν − ω

 (18) 

 ( ) ( )J
2 2

e e
y y x

e e e e

e N e NE V B
m i m i

= −
ν − ω ν − ω

 (19) 

 ( )J
2

e
z z

e e

e N E
m i

=
ν − ω

 (20) 

Considering the ωce cyclotron frequency, the components xJ  and yJ  can be obtained as 
follows: 

 ( )
( ) ( )

2 2
e e e ce

x x y2 22 2
e ce e e ce e

e N iω e N ωJ E E
m ω iω m ω iω

ν −
= +

   + ν − + ν −   

 (21) 

 
( )

( )
( )

22
e ee ce

y x y2 22 2
e ce e e ce e

e N iωe N ωJ E E
m ω iω m ω iω

ν −
= − +

   + ν − + ν −   

 (22) 

If the expressions (20)-(22) in the tensor form and the conductivity tensor ′σ  are defined as 
follows, 

 

1 2x x

y 2 1 y

z z0

σ σ 0J E
J σ σ 0 E
J E0 0 σ

′ ′ 
    
   ′ ′ = − ⋅    
   ′    

 

 (23) 

 

1 2

2 1

0

σ σ 0

σ σ σ 0

0 0 σ

′ ′ 
 

′ ′ ′ = −
 

′ 
 

 (24) 

The conductivities 0′σ , 1′σ  and 2′σ  will be ( )
2

e
0

e e

e Nσ
m iω

′ =
ν −

, ( )
( )

2
e e

1 22
e ce e

e N iω
σ

m ω iω

ν −′ =
 + ν −
 

, 

( )
2

e ce
2 22

e ce e

e N ωσ
m ω iω

′ =
 + ν − 

. Considering the oscillations frequency of the plasma for the  
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electron as 
2

e2
pe

e 0

e Nω
m

 
= ε 

, these equations can be written as ( )
2

pe 0
0

e

ωσ
iω
ε′ =

ν −
, 

( )
( )

2
pe e

1 22
ce e

ω iω
σ

ω iω

0ε ν −′ =
 + ν − 

, 
( )
2

pe ce
2 22

ce e

ω ωσ
ω iω

0ε′ =
 + ν −
 

, respectively. Where, as in dc conductivity 

0σ ′  is the conductivity of the magnetic field direction, 1σ ′  is the conductivity perpendicular 

to the magnetic field and 2σ ′  is the conductivity perpendicular to both of the electrical and 

the magnetic fields, respectively. If 0σ ′ > 1σ ′ > 2σ ′  and ( )e iων − , the ac conductivity tensor 
transforms to the dc conductivity tensor. 
Example: ac conductivity tensor according to the geometry given in Figure 4 is obtained as 
in Equation (25): 

 

( )
( ) ( )

( )

( )
( )
( )

2 2
pe e pe ce

2 22 2
ce e ce e

2
pe 0

e

22
pe epe ce

2 22 2
ce e ce e

ω iω ω ω

ω iω ω iω

ω
iω

ω iωω ω

ω iω ω iω

0 0

00

0

0 0

0

 ε ν − ε
 −
    + ν − + ν −
    

 ε′σ =  
ν − 

 ε ν −ε 
    + ν − + ν −     

 (25) 

If the magnetic field is only xBˆ=B  direction, ac conductivity tensor becomes as follows: 

 

( )
( )
( ) ( )

( )
( )
( )

2
pe 0

e
2 2

pe e pe ce
2 22 2

ce e ce e

22
pe epe ce

2 22 2
ce e ce e

ω
iω

ω iω ω ω

ω iω ω iω

ω iωω ω

ω iω ω iω

0 0

00

0 0

0

0

 
 ε 
 ν − 
 ε ν − ε ′σ =
    + ν − + ν −    
 ε ν −ε −

    + ν − + ν −    

 (26) 

 
Fig. 4. The geometry of the velocity and electric field and magnetic field 
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Example: If the magnetic field has two-dimensional geometry as given in Figure 5 
( )y zyB zB y BCosθ z BSinθˆ ˆ ˆ ˆ= + = +B , the conductivity tensor are defined as in Equation (27): 
 

 
Fig. 5. The geometry of the velocity and electric field and magnetic field 

 ( ) ( )
( ) ( )

1 2 2
2

2 0 0 1 0 1
2

2 0 1 0 0 1

 Sin  Cos
Sin  Sin  Cos Sin

 Cos  Cos Sin  Cos

 ′ ′ ′ σ σ θ −σ θ
 ′ ′ ′ ′ ′ ′ ′σ = σ θ σ + σ − σ θ − σ − σ θ θ 
 ′ ′ ′ ′ ′ ′σ θ σ − σ θ θ σ + σ − σ θ 

 (27) 

2.3 Earth’s magnetic field and ionospheric conductivity 
In this section, the Langevin equation defined by Equation (16) for ac conductivity will be 
discussed. However, the true magnetic field in the Earth’s northern half-sphere given in 
Figure 6 will be dealt with. Accordingly, in the selected Cartesian coordinate system, the x-
axis represents the geographic east, the y-axis represents the the geographic North and z-axis 
represents the up in the vertical direction, the magnetic field can be defined as follows [9]: 

 x BCosISinD y BCosICosD - z BSinIˆ ˆ ˆ= +B  (28) 

Where, I is the dip angle and D is the declination angle (between the magnetic north and the 
geographic north). 
Thus, the term of e ×V B  in Equation (16) can be obtained as in Equation (29). 

 

( )

( )

e x y z y z

x z

x y z
V V V x -V BSinI - V BCosICosD

BCosISinD BCosICosD -BSinI
y -V BSinI - V BCosISinD

ˆ ˆ ˆ
ˆ

ˆ                                                                          
                                       

× = =

−

V B

( )x yV BCosICosD - V BCosISinDˆ                                   z+
 (29) 

If this expression is written in Equation (16) and the necessary mathematical manipulations 
are made, three equations are obtained for x, y and z directions as follows: 

 ( ) ( ) ( )
ce ce

x x y z
e e e e

e ω  SinI ω  CosICosDE V V V
m iω iω iω

− = + +
ν − ν − ν −

 (30) 
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 ( ) ( ) ( )
ce ce

y y x z
e e e e

e ω  SinI ω  CosISinDE V V V
m iω iω iω

− = − −
ν − ν − ν −

 (31) 

 ( ) ( ) ( )
ce ce

z z x y
e e e e

e ω  CosICosD ω  CosISinDE V V V
m iω iω iω

− = − +
ν − ν − ν −

 (32) 

 

 
Fig. 6. Earth’s magnetic field on north hemisphere 

In order to obtain the current density, if the both sides of the expression is multiplied by 
eeN− , the Equations (30)-(32) transform to Equations (33)-(35). 

 ( ) ( ) ( )
ce ce

x x y z
e e e e

2e ω  SinI ω  CosICosDE J J J
m iω iω iω

eN = + +
ν − ν − ν −

 (33) 

 ( ) ( ) ( )
ce ce

y x y z
e e e e

2e ω  SinI ω  CosISinDE J J J
m iω iω iω

eN = − + −
ν − ν − ν −

 (34) 

 ( ) ( ) ( )
ce ce

z x y z
e e e e

2e ω  CosICosD ω  CosISinDE J J J
m iω iω iω

eN = − + +
ν − ν − ν −

 (35) 

These equations are first order linear equation in three unknowns. It is impossible to obtain 
this expression in the solution of each other. Therefore, whether or not the solution, it is 
necessary to express by using, “Cramer’s Method”. This method gives the solution of linear 
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equation system which has coefficients matrix as square matrix. According to this method, if 
the determinant of the coefficients matrix of the system is non-zero, the equation has a single 

solution. Let accept the ( ) 0
e e

2e
m iω

eN ′= σ
ν −

, ( )
ce

e

ω  SinI a
iω

=
ν −

, ( )
ce

e

ω  CosICosD
iω

b=
ν −

 and 

( )
ce

e

ω  CosISinD
iω

c=
ν −

 in Equations (33)-(35). Thus, these tree equations can be defined as follows: 

 
J
J
J

0 x x

0 y y

0 z z

E   1 a b
E a 1 c  
E b c 1

′σ     
     ′σ = − − ⋅     
     ′σ −     

 (36) 

Here, the coefficients matrix is named as A, by taking the determinant of this matrix, the 
Equation (37) can be obtained. 

 2 2 2
1 a b

detA a 1 c 1 a b c 0
b c 1

= − − = + + + ≠
−

 (37) 

This tells us that one solution of the equation. According to Cramer solution is as follows: 

 1 2 3
x y z

detA detA detAJ ,   J ,    J
detA detA detA

= = =  (38) 

Here, the terms of 1 2 3A ,  A  and  A  are defined as follows: 

 
0 x 0 x 0 x

1 0 y 2 0 y 3 0 y

0 z 0 z 0 z

E a b 1 E b 1 a E
detA E 1 c  ,    detA a E c  ,    detA a 1 E

E c 1 b E 1 b c E

′ ′ ′σ σ σ
′ ′ ′= σ − = − σ − = − σ
′ ′ ′σ − σ − σ

 (39) 

In this statement, the x direction current density is resolved as in Equation (40). 

 
( ) ( ) ( )1

x
detAJ
detA

0 0 0
x y z

2

2 2 2 2 2 2 2 2 2

1 c bc a ac b
E E E

1 a b c 1 a b c 1 a b c

′σ + ′ ′σ − σ − −
= = + +

+ + + + + + + + +
 (40) 

For the a, b and c, if the instead of the expressions given above are written, the xJ  term is 
obtained as follows: 

 

( )

( )

( )

( )

( )

( )

   
J

  

0 e ce 0 ce e ce

x x y

e ce e ce

0 ce e ce

z

e ce

2 2 2 2 2 2

2 22 2

2

2 2

i Cos ISin D Cos ICosDSinD - i SinI
E E

v i i

- CosISinISinD - i CosISinD
    E

i

   ′σ ν − ω + ω ′σ ω ν − ω ω    = +
   − ω + ω ν − ω + ω      

 ′σ ω ν − ω ω +
 ν − ω + ω  

 (41) 
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By the same way, y direction the current density is resolved as follows: 

 ( ) ( ) ( )2
y

detAJ
detA

00 0
x y z

2

2 2 2 2 2 2 2 2 2

1 ba bc c ab
E E E

1 a b c 1 a b c 1 a b c

′σ +′ ′σ + σ −
= = + +

+ + + + + + + + +
 (42) 

and the yJ  term is obtained as follows: 

 

( )

( )

( )

( )

( )

( )

0 e ce0 e ce ce

y x y

e ce e ce

0 e ce ce

z

e ce

2 2 2 22 2

2 22 2

2

2 2

iω ω  Cos ICos Diω ω ω  Cos ICosDSinD
J E E

iω ω iω ω

iω  ω ω  CosISinICosD
E

iω ω

SinI

CosISinD
    

   ′σ ν − +′σ ν − +     = +
   ν − + ν − +      

 ′σ ν − − +
 ν − +  

 (43) 

Likely, z direction the current density is resolved as follows: 

 ( ) ( ) ( )3
z

detAJ
detA

00 0
x y z

2

2 2 2 2 2 2 2 2 2

1 ab ac c ab
E E E

1 a b c 1 a b c 1 a b c

′σ +′ ′σ − σ − −
= = + +

+ + + + + + + + +
 (44) 

and the zJ  term is obtained as follows: 

 

( )

( )

( )

( )

( )

( )

0 e ce ce

z x

e ce

0 e ce0 e ce ce

y z

e ce e ce

2

2 2

2 2 22

2 22 2

iω ω ω  CosISinISinD
J E

iω ω

iω ω  Sin Iiω ω ω  CosISinICosD
E E

v iω ω iω ω

CosICosD

CosISinD
      

 ′σ ν − − =
 ν − +  

   ′σ ν − +′σ − ν − −     + +
   − + ν − +      

 (45) 

After being current densities obtained in this manner, xJ , yJ  and zJ  terms can be edited 
again by considering the 1′σ  an 2′σ  conductivities. Also, xJ , yJ  and zJ  terms can be written 
in the form of tensor like the following: 

 
J
J
J

x x

y y

z z

11 12 13

21 22 23
31 32 33

 E
E
E

σ σ σ     
     = σ σ σ ⋅     
     σ σ σ     

 (46) 

The conductivity tensor can defined as in Equation (47): 

 
11 12 13

21 22 23
31 32 33

 
 

σ σ σ 
 ′′σ = σ σ σ 
 σ σ σ 

 (47) 

and tensor components can be achieved in a simpler as follows [9, 10]: 
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( )11 1 0 1
2 2σ σ σ σ  Cos I Sin D′ ′ ′= + −  

( )12 2 0 1
2σ σ σ σ  Cos ICosDSinDSinI′ ′ ′= − + −  

( )13 2 0 1σ σ σ σ  CosISinISinDCosICosD′ ′ ′= − − −  

( )21 2 0 1
2σ σ σ σ  Cos ICosDSinDSinI′ ′ ′= + −  

( )22 1 0 1
2 2σ σ σ σ  Cos ICos D′ ′ ′= + −  

( )23 2 0 1σ σ σ σ  CosISinICosDCosISinD′ ′ ′= − −  

( )31 2 0 1σ σ σ σ  CosISinISinDCosICosD′ ′ ′= − −  

( )32 2 0 1σ σ σ σ  CosISinICosDCosISinD′ ′ ′= − − −  

( )33 1 0 1
2σ σ σ σ  Sin I′ ′ ′= + −  

3. Dielectric constant for ionospheric plasma 
Dielectric constant for ionospheric plasma could be founded by using Maxwell equations. 

1) 
0

ρ4 ρ⋅ = π =
ε

E∇  (48) 

2) 0⋅ =B∇  (49) 

3) 
t

∂× = −
∂
BE∇  (50) 

4) 02
1 μ

tc
∂× = +
∂
EB J∇  (51) 

Where 8

0 0

1c 3 10
μ

= = ×
ε

 is the light speed. According to fourth Maxwell equation, 

 0 0 0μ μ
t

∂× = ε +
∂
EB J∇  (52) 

and if the electric field is accepted the form change e i t− ω  then, 

 ( )0 0 0μ e μ
t

i t− ω∂× = ε +
∂

0B E J∇  (53) 

From here 
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 0 0
0

σiω
iω

 
× = − μ ε − ε 

EB E∇  (54) 

it is obtained as follow 

 0 0
0

σiω 1
iω

 
× = − μ ε − ε 

B E∇  (55) 

or 

 0 0
0

σiω 1
iω

  
× = − μ ε −   ε   

B E∇  (56) 

According to the latest’s equation, the dielectric constant of any medium 

 0
0

σ1
iω

 
ε = ε −  ε 

 (57) 

In which, because of ( σ ) the tensorial form 1∼  is the unit tensor. 

 
1 0 0

1 0 1 0
0 0 1

 
 =  ∼
  

 (58) 

Generally, the expression of ionospheric conductivity σ′′ given in Equation (47) by using 
Equation (57), the dielectric structure of ionospheric plasma is shown by 

 0
0

1
iω

11 12 13

21 22 23
31 32 33

1 0 0   
0 1 0
0 0 1

 σ σ σ   
    ε = ε − σ σ σ    ε    σ σ σ    

 (59) 

4. The refractive index of the cold plasma 
The refractive index (n) determines the behavior of electromagnetic wave in a medium and 
refractive index of the medium is founded by using Maxwell equations. If the curl ( )×∇  of 
the Equation (50) is taken, 

 ( )
t

∂× × = − ×
∂

E B∇ ∇ ∇  (60) 

If ( )× B∇  term in this expression is re-written in (60), 

 2
0 0

0

i1
∼

 σ× × = μ ε ω + ⋅ ε ω 
E E∇ ∇  (61) 
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Since the electric field E varies as ( )i te ⋅ −ωk r , it can be assumed that i= k∇ . In this case, the left 
side of the Equation (61) can be defined as follows: 

 ( )2k× × = ⋅E E - k k E∇ ∇  (62) 

If the Equations (61) and (62) are rearranged, then Equation (63) can be defined as follows: 

 ( )
2

2
2 0

ik 1
c ∼

 ω σ⋅ = + ⋅ ε ω 
E - k k E E  (63) 

If the wave vector k in this equation is written in terms of refractive index n, the Equation 
(63) can be defined in terms of refractive index as follows: 

 ω
c

=k n  (64) 

 ( )2

0

in 1
∼

 σ⋅ = + ⋅ ε ω 
E - n n E E  (65) 

If the necessary procedures are used, the Equation (66) is obtained as follows: 

 
x x

y y

z z

2

2

0

n 0 0 E 1 0 0 E
i0 n 0 E 0 1 0 E

0 0 0 E 0 0 1 E

                ⋅ = + σ ⋅         ε ω             

 (66) 

By writing the conductivity tensor σ′′ in the Equation (47) instead of the conductivity in the 
Equation (66), a relation for the cold plasma is obtained as follows: 

 

11 12 13

x
21 22 23

y

z
31 32 33

2

0 0 0
2

0 0 0

0 0 0

i i in 1
E

i i in 1 E 0
E

i i i1

 σ σ σ− − − − ε ω ε ω ε ω   
 σ σ σ  − − − − ⋅ =   ε ω ε ω ε ω     σ σ σ
 − − − −

ε ω ε ω ε ω  

 (67) 

Here, since the electric fields do not equal to zero, the determinant of the matrix of the 
coefficients equals to zero. So:  

 

11 12 13

21 22 23

31 32 33

2

0 0 0
2

0 0 0

0 0 0

i i in 1

i i in 1 0

i i i1

 σ σ σ− − − − ε ω ε ω ε ω 
 σ σ σ− − − − = 

ε ω ε ω ε ω 
 σ σ σ
 − − − −

ε ω ε ω ε ω  

 (68) 
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The matrix given by Equation (68) includes the information about the propagation of the 
wave. Since the matrix has a complex structure, it is impossible to solve the matrix in 
general. However, the numerical analysis can be done for the matrix. Therefore, solutions 
should be made to certain conditions, in terms of convenience. 

4.1 k//B condition: plasma oscillation and polarized waves 
When the progress vector of the wave (k) is parallel or anti-parallel to the earth’s magnetic 
field or the any components of the earth’s magnetic field, two cases can be observed for the 
ionospheric plasma depending on the refractive index of the medium. For example, if the 
wave propagates in the z direction as in the vertical ionosondas, the vertical component of 
the earth’s magnetic field effects to the propagation of the wave. In this case, two waves 
occur from the solution of the determinant given by Equation (68). The first one is the 
vibration of the plasma defined as follows: 

 ( )2 2 2
pe 1 nω = ω −  (69) 

The second one is the polarized wave given by Equation (70) [9]. 

 ( )
( ) ( )

p
2

2 22 2
X 1 Y Xn = 1- + iZ

1 Y + Z 1 Y + Z



 
 (70) 

 

The signs ± in the Equation (70) represents the right-polarized (-) and left-polarized (+) 

waves, respectively. In this equation, pe
2

2X ω=
ω

, ceY ω=
ω

 and eZ ν=
ω

. The magnetic field in 

the expression Y is the cyclotron frequency caused by the z component of the earth’s 

magnetic field ceY SinIω = ω 
. This equation is the complex expression. Since the refractive 

index of the medium determines the resonance (n2≅∞) and the cut-off (n2=0) conditions of 
the wave, it is the most important parameter in the wave studies. If it is taken that Z=0, the 
equation becomes simple. The resonance and the reflection conditions of the polarized wave 
become different from the case of Z≠0. 

4.2 k⊥B condition: ordinary and extra-ordinary waves 
When the propagation vector of the wave (k) is perpendicular to the earth’s magnetic field, 
two waves occur in the ionospheric plasma [9]. The first wave is the ordinary wave given as 
follows: 

 o
2

2 2
X Xn 1 iZ

1 Z 1 Z
= − +

+ +
 (71) 

This wave does not depend on Earth's magnetic field. However it depends on the collisions. 
The collisions can change the resonance and the reflection frequencies of the wave. The 
second wave is the extra ordinary wave depending on the magnetic field. The refractive 
index of the extra ordinary wave can be defined as follows: 
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 ( ) ( ) ( )( )2
2
ex 2 2 2 2

aX 1 X Z X 2 X X 1 X 2 X aX
n 1 iZ

a b a b
− + − − − −

= − +
+ +

 (72) 

 

Where 2 2a 1 X Y Z= − − − and ( )b Z 2 X= − . This relation is valid for the y direction. So, the 
magnetic field in the Y is the cyclotron frequency caused by the y component of the earth’s 
magnetic field. By the same way, the wave defined by this relation is also observed in the x 
direction. For the extra ordinary wave in the x direction, the cyclotron frequency, that is 
contained in Y, is the cyclotron frequency caused by the x component of the earth’s magnetic 
field. 

4.3 The Binom expansion ( )-
-

12 21 Z 1 Z + ≈ 
 

 and the refractive indices 

The solutions of the refractive indices mentioned above are complex and difficult. The 
solutions can be obtained by using the binom expansion. Accordingly, the refractive indices 
can be obtained by using the Binom expansion and the real part of refractive indices as 
follows: 
1. For the right-polarized wave given by Equation (70): 

 ( ) ( )
( )p

2 2 X 4 3X
1 X Z      for   X 1 

4 1 X
′ ′−

′ ′ ′μ ≈ − + 
′−

 (73) 

 ( )p
2 2 X 2Z     for   X 1 

4 X 1
′′ ′μ ≈ 
′ −

 (74) 

 

Where,  
-

XX
1 YSinI

′ =   and 
-

ZZ
1 YSinI

′ = . 
 

2. For the extra ordinary wave given by Equation (71): 

 ( ) ( )
( )

2 2
o

X 4 3X
1 X Z     for   X 1

4 1 X
−

μ ≈ − + 
−

 (75) 

 ( )
2

2 2
o

XZ      for   X 1
4 X 1

μ ≈ 
−

 (76) 

 

3. For the extra ordinary wave given by Equation (72): 

 

( )

( )

( )

ex

2

2 2 2 2
2

2 2 2

222 2 2 2
2

3 22 2 2 2 2

1 X Y  Cos I Cos D
1 X Y  Cos I Cos D

X 1 X Y  Cos I Cos D
     Z

4 1 X Y  Cos I Cos D  1 X Y  Cos I Cos D

− −
μ ≈

− −

 − +  +
  − − − −    

 (77) 
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5. Relaxation mechanism of cold ionospheric plasma 
5.1 Charge conservation 
Maxwell added the displacement current to Ampere law in order to guarantee charge 
conversation. Indeed, talking the divergence of both sides of Ampere’s law and using 
Gauss’s law ⋅ = ρD∇ , we get: 

 
t t t

∂ ∂ ∂ρ⋅ × = ⋅ + ⋅ = ⋅ + ⋅ = ⋅ +
∂ ∂ ∂
DH J J D J∇ ∇ ∇ ∇ ∇ ∇ ∇  (78) 

Using the vector identity 0⋅ × =H∇ ∇ , we obtain the differential from of the charge 
conversation law: 

 0
t

∂ρ⋅ + =
∂

J∇  (charge conservation) (79) 

Integrating both sides over a closed volume V surrounded by the surface S, and using the 
divergence theorem, we obtain the integrated 

 
S V

dd  dV
dt

⋅ = − ρ  J S  (80) 

The left-hand represents the total amount of charge flowing outwards through the surface S 
per unit time. The right-hand side represents the amount by which the charge is decreasing 
inside the volume V per unit time. In other words, charge does not disappear into (or get 
created out of) nothingness-it decreases in a region of space only because it flows into other 
regions. 
 

 
Fig. 7. Flux outwards through surface 

Another consequence is that in good conductors, there cannot be any accumulated volume 
charge. Any such charge will quickly move to the conductor’s surface and distribute itself 
such that to make the surface into an equipotential surface. Assuming that inside the 
conductor we have = ε ⋅D E  and = σ ⋅J E , we obtain 

 σ σ⋅ = σ ⋅ = ⋅ = ρ
ε ε

J E D∇ ∇ ∇  (81) 

n
J 
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Therefore, 

 d 0
dt

ρ σ+ ρ =
ε

 (82) 

with solution: 

 
t

0( , t) ( )e
−σ

τρ = ρr r  (83) 

Where, 0( )ρ r  is the initial volume charge distribution. The solution shows that the volume 
charge disappears from inside and therefore it must accumulate on the surface of the 
conductors. For example, in copper, 

 
12

19
rel 7

8.85 10 1.6 10 sec
5.7 10

−
−ε ×τ = = = ×

σ ×
 (84) 

By contrast, relτ  is of the order of days in a good dielectric. For good conductors, the above 
argument is not quite correct because it is based on the steady-state version of Ohm’s law, 
which must be modified to take into account the transient dynamics of the conduction 
charges. 
It turn out that the relaxation time relτ is of the collision time, which is typically 10-14 sec. 

5.2 Charge relaxation in conductors 
We discuss the issue of charge relaxation in good conductors. Writing three-dimensionally 
and using, Ohm’s law reads in the time domain: 

 
t

(t t )
pe 0
2J(r, t) e E(r, t )dt′−α −

−∞

′ ′= ω ε  (85) 

Taking the divergence of both sides and using charge conversation, 0⋅ + ρ =J∇ , and 
Gauss’s law, 0ε ⋅ = ρE∇ ,we obtain the following integro-differential equation fort he charge 
density ( , t)ρ r : 

 
t t

( t t ) ( t t )
pe 0 pe
2 2( , t) ( , t) e ( , t )dt e ( , t )dt′ ′−α − −α −

−∞ −∞

′ ′ ′ ′−ρ = ⋅ = ω ε ⋅ = ω ρ  r J r E r r∇ ∇  (86) 

Differentiating both sides with respect to, we find that ρ  satisfies the second-order 
differential equation: 

 pe
2( , t) ( , t) ( , t) 0ρ + αρ + ω ρ = r r r  (87) 

whose solution is easily verified to be a linear combination of: 

 t 2
rele Cos( t)−α ω ,  t 2

rele Sin( t)−α ω  (88) 

Where 
2

2
rel pe

4
αω = ω − . Thus the charge density is an exponentially decaying sinusoid with 

a relaxation time constant that is twice the collision time 1τ = α : 
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 rel
2 2τ = = τ
α

 (relaxation time constant)  (89) 

Typically, peω α , so that relω  is practically equal to peω . For example, using the numerical 
data of example, we find for copper 14

rel 2 5 10−τ = τ = × sec. We calculate also: 
15

el relf 2 2.6 10−= ω π = × Hz. In the limit α → ∞  or 0τ → , reduces to the naive relaxation. 
In addition to charge relaxation, the total time depends on the time it takes fort he electric 
and magnetic fields to be extinguished from the inside of the conductor, as well as the time 
it takes fort he accumulated surface charge densities to setle, the motion of the surface 
charges being damped because of ohmic losses. Both of these times depend on the geometry 
and size of the conductor. The components of conductivity have given by Equation (47) and 
the permittivity of plasma has given by Equation (59). 
As the conductivity of plasma has a tensor form, the permittivity of plasma is also a tensor. 
Moreover, the permittivity of plasma is frequency dependent and each component of the 
permittivity tensor has real and imaginer part. Consequently, the permittivity of plasma 
depends on the conductivity of plasma. The permittivity of plasma could be expressed as 
follow. 

 
11 12 13

21 22 23

31 32 33

ε ε ε 
 

ε = ε ε ε 
 ε ε ε 

 (90) 

The real and imaginary part of the permittivity is an indication of the ohmic power loss. 
Anisotropy is an inherent property of the atomic/molecular structure of the dielectric. It 
may also be caused by the application of external fields. For example, conductors and 
plasmas in the presence of a constant magnetic field -such as the ionosphere in the presence 
of the Earth’s magnetic field- become anisotropic. The relaxation time in the ionospheric 
plasma has tensorial form as follow. 

 
11 12 13

21 22 23

31 32 33

τ τ τ 
 τ = τ τ τ 
 τ τ τ 

 (91) 

The relaxation time in the ionospheric plasma is different at every direction and have real 
and imaginary parts [11]. 

6. Ionospheric absorption and attenuation of radio wave 
When the radio waves propagate in the ionospheric plasma, they exhibit different behaviors 
related to their wave frequency, oscillation frequency of the electrons in the plasma medium 
and the refractive index of the medium. Depending on these behaviors, the wave is 
refracted, reflected or attenuated by absorption from medium. Radio-wave damping is due 
to movements in the ionosphere of electrons and ions are caused by collisions with other 
particles [12]. Due to the increase of collisions, absorption increases and field strength of the 
radio-wave decreases. As a result of this, amplitude of the radio-wave propagated in the 
ionosphere will decrease because of the absorption. Thus, the real part of the refractive 
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index effects to the phase velocity and the imaginary part of the refractive index is 
associated with spatial attenuation of the wave. 
In accordance with the above information, in order to obtain the relation of the attenuation, 
amplitude of the wave, such as the electric field strength, is need to be expressed depending 
on the refractive index of the medium. Accordingly, the electric field strength of the wave 
can be defined as follows: 

 ( )ωi t
0 e ⋅ −=E E   k r  (92) 

Here, the wave vector k is written in terms of refractive index n, Equation (92) becomes as 
follows: 

 
ω ω
c e

i  t

0

 ⋅ − 
 =E E

 n r
 (93) 

The refractive index in the ionospheric plasma is also defined as in equation (93). 

 n i= μ + χ  (94) 

where, μ and χ represent the real and the imaginary part of the refractive index, 
respectively. The collision of the electron with the other particles effects to the real and the 
imaginary part of the refractive index. In the High Frequency (HF) waves, Z is very smaller 

than 1 ( )Z 1 . Therefore, Z can be defined as ( ) 12 21 Z 1 Z
−

+ ≈ − . The real and the imaginary 

part of the refractive index and the phase velocity of the polarized ordinary and extra-
ordinary wave can be determined by using this evolution.  
Accordingly, if the refractive index given by Equation (94) is written in Equation (93), the 
electric field strength can be obtained as follows: 

 
ω ωr ω  χrc c e

i  t    

0 e
 μ − − 
 =E E


 (95) 

The part of the damping in the electric field strength in Equation (95) is the exponential term 
related to second χ in the right side of the equation. Thus, the attenuation of the wave is 
represented by χ. According to this, the refractive indexes of the polarized, ordinary and 
extra-ordinary waves given  (70)-(72) equations for cold plasma could be showed as the real 
and imaginary parts as follow. 

 2n F iG= +  (96) 

Accordingly, the electric field strength given in Equation (95) can be defined as follows: 

 

ω 
c

ω r ω
c e

1
2

F G F
r

2
i  t    

1
22 2

0 e

 
  ± + −   −  

 
   μ −      =E E


 (97) 

In the Equation (97), signs (+) and (-) in front of the first exponential expression represents 
the wave propagated to upward ( ẑ+ ) and downward ( ẑ− ) after the reflection, respectively. 
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Here, by considering the electromagnetic wave that propagated to upward ẑ+ , the term 
ω χr
c

  
e

−
 can be defined as 

ω χz
c

 
e

−
. Therefore, the damping term of the wave amplitude is 

defined with the height as follows: 

 

ω 
c

ω z ω
c e

1
2

F G F
z

2
i  t    

1
22 2

0 e

 
  ± + −   −  

 
   μ −      =E E


 (98) 

The second term in equation (98) represents how much the attenuation of wave in 
ionospheric plasma. 

7. Conclusion 
Ionospheric plasma has double-refractive index and generally weak conductivity in every 
direction, season and local time. Due to these, the ionospheric parameters such as 
conductivity, dielectric constant and the refractive index are different in every direction and 
have the complex structure (both the real and imaginary part). This shows that the diagonal 
elements of conductivity, refractive index and dielectric tensor which the conductivities 
dominate have generally higher conductivity than other elements; besides any 
electromagnetic wave propagating in ionospheric plasma could be sustained attenuation in 
every direction. So this attenuation results from the imaginary part of the refractive index. 

8. Symbol list 

em  : Mass of electron 
im  : Mass of ion 

eV  : Velocity of electron 
 t : Time 
-e : Charge of electron 
 E : Electric field intensity 
 B : Magnetic induction 
νe  : Electron collision frequency 
νei  : Electron-ion collision frequency 
νen  : Electron-neutral particle collision frequency 
 J : Current density 

eN  : Electron density 
σ  : Conductivity 

ceω  : Electron cyclotron frequency 
ω  : Wave angular frequency 

peω  : Electron plasma frequency 

0ε  : Dielectric constant of free space 
 I : Dip angle 
 D : Declination angle 
∇  : Dell operator 
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ρ  : Charge density 

0μ  : Magnetic permeability of free space 
c : Speed of light 
ε  : Dielectric constant of medium 
1
∼

 : Unit tensor 

k : Electromagnetic wave vector 
 r : Displacement vector 
n : Refractive index 
μ : Real part of refractive index 

pμ  : Real part of refractive index of polarized wave 
oμ  : Real part of refractive index of ordinary wave 
exμ  : Real part of refractive index of extra-ordinary wave 

D : Displacement current 
H : Magnetic field intensity 
S : Surface 
V : Volume 
τ : Collision time 

relτ  : Relaxation time 
α : The measure of the rate of collisions per unit time 
f : Linear frequency 
χ : Imaginary part of refractive index 
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1. Introduction 
1.1 Electromagnetic Field Radiation 
In the recent years, by developing the usage of new popular Electronic-Communication 
gadgets and home appliances like Mobile Phones and Microwave Ovens which are mostly 
sources of Electromagnetic Wave Radiation, a severe public concern regarding the side-
effects “whether positive or negative” on human health and environment has been arisen. It 
means that there are new challenging issues rather than old one “the exposing to low radio-
frequency emissions” which have been studied for past decades. Indeed, for more than 100 
years, human has exposed to the Radio-waves radiation from Radio & TV broadcasting 
transmitters besides the Radar and point to point V/UHF/microwave links. However due 
to the low power density of those high frequency emissions which were far enough, the only 
low frequency was considered as main and important subject of EMF to human. 
To set the limitations on all types of EMF Radiations the “International Non-Ionizing 
Radiation Committee” INIRC, in cooperation with “World Health Organization” WHO, had 
started their activities for 4 decades. Their first report to “United Nations Environment 
Program” UNEP has been approved in 1977. Later in 1992, to professionally study and 
investigate the detriments of Non-Ionized radiation and its effects on environment, INIRC 
changed to “International Commission on Non-Ionizing Radiation Protection” ICNIRP. In 
spite of world activities that have been done so far, it can be easily understood that all kinds 
of EMF radiations, which we regularly use in industry and/ or in our personal life has 
become a vital part that we cannot ignore. Therefore, sometimes we expect and also suffer 
from and its side effects. [1] 
In the following sections, the different types of EMF and their characteristics besides of 
definitions, would be introduced and investigated separately. There are different fields that 
we use nowadays, i.e.; Electrostatic Field, Magnetic Field and Radio-waves which are our 
part of interest. It would be showed that the effect of near-field radiation is quite different 
comparing to RF effect of far-field as we used to know. It means that the closer to the source 
of radiation there are the new side-effects that we are exposed to. That is important to know 
that, distinguishing between near and far-field regions for all sources due to their frequency, 
dimensions and structure are not clarified well and consequently, EMF measuring techniques 
should be chosen carefully. The engineering techniques for measuring the intensity of 
radiation is named EMF Dosimetry which would be discussed in the next section and some 



  
Behaviour of Electromagnetic Waves in Different Media and Structures 

 

214 

practical measurement ideas would be given. Further, the Biologic effects on live tissues and 
human body will be investigated for concerned fields. Finally we will discuss on safety 
techniques and by introducing techniques will give remedies to keep environment safer. 

1.2 EM fields characteristics  
Though the radiation generally refers to all kinds of energy transmission but there is a 
distinguishing difference between energy levels that cause breaking in molecules 
boundaries. If the energy is enough to make a change in molecules, we would have an 
ionized radiation. This can be seen in particle based radiations like alpha, beta, gamma, and 
X-ray as well as, high levels of frequency and energy. The quantized energy level for such 
radiation could be calculated from the following equation:[2] 

 E=hν (1) 

In which “ν” is the frequency and “h= 6.6260693×10−34 Js” is the Planck constant. 
As for Radio-Wave Radiation, since the concerned spectrum is lower than 300GHz, 
normally we don’t have those high levels of ionizing energy. So a new term as non-ionizing 
radiation is used instead. This type of energy based on its components which are Electric 
and Magnetic fields, presents different phenomenon in terms of frequency, level and 
direction of field vectors, electric and magnetic characteristics of substance, angles of 
incident fields and the distance between source and measuring point or the type of 
radiation-zone. 
The Microwave ovens, RF diathermy, RF welding or RF-brazing are good common 
examples of non-ionizing but effective Radio-Wave radiation sources in our life. 
Since the ionizing radiation is not considered here, its definitions, units and scales are not 
part of our interest consequently. Therefore we prefer to use more tangible scales which are 
derived from Electromagnetic concepts rather than high energy particles in ionizing 
radiation. It is important to mention that though the energy levels can be converted between 
the two types of radiations but for instance the results and effects on human tissues are not 
necessarily the same. It can be interpreted by effecting mechanism on tissues under test. 
According to electromagnetic equations, for the transverse electromagnetic mode wave 
TEM, when we are far from the source, but in the main axes of radiation, the power density 
can be calculated from electromagnetic fields’ components (Poynting vector): 

 S (W/m2)= |E| (V/m). |H| (A/m)    (2) 

1.3 Basic concepts 
There are 3 distinguished regions around an EMF radiator which have different 
characteristics. In the vicinity of source (antenna) where we are not far from λ/2π or 0.159λ 
the fields are reactive and stored in the volume around the source. We name such a region 
as near-field where E and H fields have complex relation and all types of polarizations as 
Vertical, Horizontal and Circular exists but traveling wave is not observed. In each point, 
the E or H is dominant. Power density cannot be measured since both fields and their 
phases needed. In this region E and H are stored around antenna and propagate as 
component. The stored energy in shape of self-capacitance or inductance transact to current 
source by the moving back and forth of energy. In this region any additional conductor 
absorbs this energy and the energy doesn’t return back again. In this condition the energy of 
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transmitter is pulled out by outer conductor but as soon as outer circuit closes, power 
consumes and transmitter loads, like primary and secondary winding of a transformer. 
Therefore, any simple field measurement in this region is invalid. 
Far beyond the reactive near-field zone, up to about 1-wavelength from the radiator, the 
radiative near-field or Fresnel zone could be distinguished. In this region the power density 
doesn’t follow the 1/r2 law since the E and H are not contributed in plane-wave yet. This 
region is very dangerous for human since far-field measuring equipments do not work 
correctly. Since we are far from energy storing region, all kinds of radiation could be seen in 
form of spherical waves. This not-uniform radiation propagates in high speed but mixture 
of E and H components are not same as far-field instead they have phase shifts that don’t 
vary linearly with distance from phase center. In this region re-radiating from metals which 
acts as parasitic antennas happens and such new antennas also makes its own near-field 
zone. As exposing mostly occurs by fields components (E and H), to measure the field we 
need E and H probes. Obviously no pattern and polarization is considered for a source in 
near-field region. This region extends up to about 2λ as transition zone to reach to far-field 
(Fraunhofer) region. By considering the maximum overall dimension of an antenna as “D” 
there is a criterion for distinguishing between these regions as:[4, 5] 

 
3 1/2

3 1/2 2

Near-field:                 R 0.62(D / )
Fresnel Region :        0.62(D / )  R 2D /

< λ
λ < < λ

 (3) 

Further than the Fresnel region, we have far-field (Fraunhofer) region which extends up to 
infinity. The plane-wave with its full characteristics like: radiation impedance 
(E/H=√μ/ε=120π Ω), pattern, polarization and mode is valid: 
 

 
Fig. 1. Near-Field and Far-Field regions for a microwave radiation source sample 

1.4 Polarization 
The Electrical plane for the far field TEM radiation is called polarization plane and the 
orientation of the electrical component is polarization’s direction. As an instance, for the 
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following TEM wave, the wave propagation is in x-axes and we consider this wave as a 
linear vertical polarization the E component is in parallel to y-axes. 
 

 
Fig. 2. Plane wave and its components 

In reception mode, since the E-field, easily couples an induced current in a conductive 
material, it is very important to know what the polarization of the incident wave is. Such 
waves can be stopped easily by putting a conductor in parallel to polarization axes as it 
would absorb E field energy and eliminating the TEM wave consequently. If the 
polarization’s direction changes by time and for example the E-field vector passes through a 
circle contour, the circle polarization occurred. It would also goes through an elliptic 
contour to make an elliptic polarization. This kind of polarization is seen when a plane wave 
passes through a λ/4 dielectric or reflects from a metallic plate in non-perpendicular angle. 
This is because of dividing each linear polarization into two Right Hand Circular (RHC) and 
Left Hand Circular (LHC) waves. Anyway, since such polarization cannot be stopped easily 
by parallel E-field plates, they can easily penetrate into any substances and even our bodies.  
 

 
Fig. 3. Generating a circular polarized wave from linear polarized wave 

It is so important to know that, if we don’t have any idea about the polarization of incident 
wave, we cannot measure its power and its important parameters. Even the linear sensing 
dipole, receives half of energy of circularly EMF radiation in any direction of transverse 
plane. 
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2. Dosimetry 
According to a definition the amount of a substance that is in contact with or exposed to 
radiation is called as “Dose” and for EMF case we use the expression “EMF radiation dose”. 
The EMF radiation dose represent the different aspects like: induced current density for 
lower frequency than 100 kHz, Thermal effect by using the specific absorption rate SAR 
(W/kg) and other non-thermal effects mostly measured by electric or magnetic fields. 
For a standing person, the body can couple to a vertical electric field which the induced 
current is observed in orientation from head to feet and vice versa. However for a properly 
circulated induction to a standing body, a horizontal magnetic field needed.[6, 7, 14] 
 

 
Fig. 4. Coupling of E and B with body  

2.1 SAR 
Specific Absorption Rate (SAR) is the safety criterion in terms of absorbed energy in human 
tissue. SAR is measured by Watt per unit mass of tissue and shown by W/kg and used 
between 100 kHz and 10GHz.  If we know the tissue’s electric field E, the conductivity σ and 
the mass density ρ then average SAR can be calculated as:[5 -7] 

 
Sample

E
d

2(r) (r)
SAR r

(r)
σ

=
ρ   (4) 

Usually SAR is determined over a certain mass of tissues, like 1 or 10 g and for each given 
values for SAR such condition should be mentioned. As an example, the maximum SAR of  
a mobile handset determined by FCC, is 1.6 (W/kg) over a volume containing 1 gram of 
tissue but, CENELEC the European standard gives an average of 2 (W/kg) over 10gram of 
tissue. 
As a general view, we should know that SAR gives an absolute value and sometimes it 
could be misleading. So in order to be able to compare the parameters, it is better to issue a 
standard model for human body. To study the heating effect of EMF on human body, 
“standard human” has been introduced. The standard human is defined as (height =175cm, 
weight= 70kg, total surface= 1.85m2). So exposing to 14W radio-wave radiation, causes an 
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average SAR equals to 14/70=0.2 W/kg. The absorption for each tissue depends on its 
specific SAR and we cannot use an absolute value to describe total radiation effect. 
The specific absorption of energy or “SA”, by knowing the specific absorption rate SAR in 
each tissue can be defined by:[6] 

 SA(J/kg)=SAR(W/kg) x Exposure time (Sec)  (5) 

Relative heath capacity is determined as: 

 C=∆Q/∆T   (6) 

∆Q is the amount of heat due to a ∆T rise in temperature. For unit of mass the relative heath 
capacity is describe as: 

 Cρ = C/m (J/kg.Ko)  (7) 

As an example, Cρ of the water (liquid) at 15 °C and P=101.325 kPa is:  

 Cρ(water) = 4.1855 (J/kg.Ko) =4185.5(J/g.Ko)  (8) 

Therefore, by knowing the absorbed energy and exposure time, increasing the temperature 
of tissue by relative heath capacity of Cρ for unit of tissue mass due to such energy is 
derived as: 

 ∆T (Deg)= SA (J/kg)/Cρ   (9) 

So exposing to SAR=4(W/Kg) at 15 minutes can cause an increasing 1oC in human body 
when there is no cooling system like blood circulation.  [6] 
Considering a ∆T(Deg)= 1oC temperature increase in human tissue can be considered as the 
first restriction criterion for exposure as a rule of thumb.  
 

Tissue C (J/kg.Co) Density (kg/m3) 

Skeletal muscle 3470 70 

Fat 2260 940 

Bone, cortical 1260 1790 

Bone, Spongy 2970 1250 

Blood 3890 1060 
   

Table 1. Specific capacity and density [19] 

For exposing to EMF, It should be mentioned that like what we use in microwave ovens 
there are 2 major factors pair of Time and Power density. 
Unfortunately, measuring the SAR in real is not practical so in simulations, the models of 
human body or plastic dolls (phantom) are used. Since the body is not electrically 
homogeneous usually the models are filled by same dielectric characteristic absorbing 
materials and heat can be measured by infra-red camera analyzers. 
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2.2 Induced current density 
According to Maxwell’s equations the conductivity and permittivity are in relation together. 
The induced current based on electric field is expressed as: 

 J j E( )ωε σ= +
 

(A/m2)    (10) 

By expanding the permittivity in complex form of real part as dielectric constant, and 
imaginary part as dielectric losses: 

 r r rj' "ε ε ε= −   (F/m)     (11) 

Indeed r
"ε is a measure of both the friction of changing polarization and drift of conduction 

charges. 
While their ratio is the tangent of loss angle: 

 etan( ) εδ
ε
′′

=
′

  (12) 

By combining these equations, we have: 

 r rJ j j E' "( ( ) )ω ε ε σ= − +
 

r rj E E' "( )ωε ωε σ= + +
 

     (13) 

The real part of equation is the relation between electric field and current: 

 eff r
"( )σ ωε σ= +  (S/m)     (14) 

The equation shows the frequency dependence of conductivity. Though the best way for 
calculating the SAR based on induced current is measuring the current in tissues but in real 
situation, such a measurement is very difficult. So simulating the current by knowing the 
electrical characteristic is the way that is used. [10] 

 
2 2

o

m m

SAR
σ ωε ε

ρ ρ
′′

= =
E E

    (15) 

The geometry of human body determines the type of induction. In case of isolated feet from 
ground we consider an un-grounded case. And in case of bare foot the image of human 
contributes to make a double size of body that cause a half resonance frequency in compare 
to un-grounded human. In case of grounded, the area around the ankles might be burned 
due to maximum current. 
The following values are used for modeling a human body to calculate the SAR [7] : 
 

Tissue σ(S/m) εr ρ(g/cm3) 

muscle( high water content) 46 2.3 1.1 

fat (low water content) 5.5 0.15 0.9 

    

Table 2. Characteristics of main tissues for modeling 
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Fig. 5. Calculated SAR along a model in two sections of standard human body. [10]  The 
incident wave is 1mW/cm2 on the surface, frequency = 350MHz 

 

 
Fig. 6. Electric field induced on grounded and un-grounded human [14, 6] 
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Fig. 7. Resonance of body and SAR. Below resonance the SAR varies by f2 and beyond 
resonance by approximately 1/f [6] 

2.3 Interaction characteristic 
When we are in near-field, the body (tissue) which is under dosimetry’s test interacts to 
fields which perturb the fields consequently. In near-field we have a coupling model 
between body (tissue) and source that cause changes in the source impedance. The high 
impedance sources tend to give a high electric coupling to electric fields and low impedance 
sources tend to couple to magnetic fields.  
In real, some EMF sources can be considered as near-field, like mobile handset phones 
which we keep them on our ear/ head that directly couples its energy to our head and 
brain. By considering their maximum power when they working in far regions to 
compensate the link budget losses we cannot ignore its role in EMF near-field exposure (up 
to about 5W). 
Leaky wave cables, RF loose connections, BTS Tx/Rx on roofs, high order modes or Non-
TEM ducted waves in buildings, transmitters in tunnels are all can be considered as samples 
of Near-Field Sources. 

2.4 Exposing to VLF and low frequency EMF  
Electric fields can induce surface charges on body and cause a surface current consequently. 
The position of body and its size, conductivity of skin tissues and direction of Electric vector 
for evaluating the exposure effects, are all important. 
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The low frequency magnetic fields cause an induced circular current on human body. The 
magnitude of field and current density depends on circle’s radius of current’s contour, 
tissues conductivity and magnetic flux density. 
For Magnetic Resonance Imaging, usually high power magnetic field used to penetrate 
body. Exposing to such fields also limited and in standards like IEC 60601-2-33, the 
suggested values are given. As a brief result, the maximum 2(W/kg) for whole body at 6 
minute exposing is recommended. [12, 6] 

2.5 Field measuring techniques 
The best measuring method is the one that makes minimum level of perturbation on the 
existed fields. It means that we should use the smallest probe or sampler inside of the field 
to measure it. In addition we know that small antennas provide a broadband response. But 
its gain would be limited due to small size.  For this reasons, using the normal dipole or 
LPDA as broad-band antenna has serious restrictions in measuring the fields and especially 
dosimetry applications. 
Instead, very small electric probe by electrical gap can be used as an element of E-Field 
sensor. In real, isotropic E-field probe with 3 orthogonal small dipoles usually used and give 
an rms values to readout device. This E-probe has an easy operation. In order to keep 
sensors away of contacting to illuminators or resources, the spherical foam-cap used to 
cover the head of probe. 
 

 
Fig. 8. Electric and Magnetic Field meter. Readout device is same for E and M probes 
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The B-field sensors are made by using the very small magnetic dipole by small loop. It is 
usually constructed by 3 orthogonal small loops (for 3 dimensions) as isotropic probe with 
common readout unit with E-field instrument. This sensor can be used up to 1 GHz and H 
can be obtained by H=E/120π if we have a plane wave metering. 
Another type of sensors is synthesized by resonant antenna. Such antenna is narrow-band in 
frequency response but has smaller size and higher efficiency in reception. Such meters are 
good enough for especial applications but as general metering tool, they are not useful since 
their polarization is usually fixed and k-factor of antenna is not valid for near-field 
measurement. 
 

 
Fig. 9. Two samples of E-probe that are based on wide-band antennas. Any wide-band and 
narrow-band probes can be used with same readout meter if their size is small enough. Such 
antennas are directive (whether wide-band spiral or horn) in pattern and are not suitable for 
isotropic EMF exposure metering 

There are other sensors used for low frequency applications based on Pockels-effect (E-field 
sensor) and Hall-effect (B-field sensor). The size of such sensors is small enough to use them 
in many applications easily.  
For pulsed field measurement and dosimetry applications especially in near-field where 
electric and magnetic fields have high variations that cause big problem in metering, as we 
have seen before, it is better to use thermocouple detector rather than diode. This method 
easily works up to 18 GHz and more. The thermocouple directly converts existed fields that 
make the heat in matters. There is not an estimation or prediction in metering as we have in 
E or M-probes cases, while we directly readout the correct values of both fields (mixed) that 
we needed. [14] 
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Fig. 10. Common Thermocouple Dosimeter. This design has been used for more than 60 
years. The wideband thermocouple in probe’s head makes it the best solution for Radiation 
dosimetry  

3. Biologic effects 

 
Fig. 11. Brain and nervous system are easily threatened by EMF exposure 

Exposing to Radio-Waves radiation does not make the same effects in children and adults. 
The size and electromagnetic characteristics of children’s body is completely different to 
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adults and cause multiple risk ratios in EMF exposure. In addition, we also can add the 
interfering effects risk by non-heating but biochemistry side effects to growth hormones 
of glands, which as we expected are in high level for children.  That is why the maximum 
amount and frequency of EMF, in different age groups are the case of study for standard 
organizations. As we know, EMF lowers our melatonin levels, which control our 
immune system response to cancer and other diseases. By considering all side-effects, 
therefore, we are expected to have a practical and handy table for such limitations in 
terms of age, frequency and other parameters. But unfortunately such table is not 
available easily.  
In order to better realization and study of such effects on body we can start by known 
symptoms. It means that such effects should be analyzed from different points of view. 
Thereafter derivation of charts and analyzing reports can be done easily by merging those 
results together. 

3.1 Heating 
Absorbed EMF radiation simply deposits its energy by heating the material. Tissues heating 
due to absorbing the electromagnetic fields can be seen in full range of radio-waves. But in 
spite of tangent of the loss or relative permittivity which is important in high frequencies, 
the exceeded current density due to its conductivity in tissues causes a problem in the low 
frequencies too. 
The heating by absorption of EMF completely depends on frequency. For low frequencies 
(100 kHz up to 20MHz) the neck and feet are the most absorbed parts.  
In the frequency band of (20-300MHz) we have a higher absorption in full body and much 
more in resonated parts like the head.  In the (300MHz up to some GHz) the absorption is 
based on non-uniform and mostly considered as regional. In case of (10-300GHz) we can 
expect the most absorption is in skin and outer small tissues like eyes and gonads which 
can show the resonance effects as well. [8-10] What we expect to know is that intense 
radio waves can thermally burn living tissue same way as we can cook food in microwave 
ovens! 
As we know, human’s body fulfilled by a high percentage of water. Water molecules can be 
polarized due to its molecular structure (104.5o between H-O-H). So the human tissues 
which have high amount of water are able to be affected by magnetic fields too. The water’s 
molecules forced to follow the magnetic field of incident EMF but due to its lag in vibration 
the excess energy converted into heat.  
There is an adjusting system in human body to fix the body’s temperature. Over-exposing to 
EMF can increase the human’s body temperature and hyperthermia occurred consequently. 
Even increasing the 2.2 degrees in human’s body destroy the tissues cell and needs the 
special treatment and sever cure. Fever is the common symptom that everybody is familiar 
with and can give a tangible and good idea for understanding the body temperature 
increasing. Usually the maximum SAR levels depends on many factors like: weight, age, 
equivalent EM characteristics of tissues and body dimensions but as for standard human 
mostly the 0.4 (W/kg) is the safety limit introduced for healthy people and for occupational 
exposure case while an additional safety factor of 5 suggested for public case as 0.08(W/kg) 
[12].  It also means that for an un-healthy people, the standard is much different. Noticing to 
this point is very important in using the standard tables.    
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Just like any exposed material to EMF, an effective penetration depth can be considered for 
human tissues too. It is where each of field levels degrades by 1/e (Euler’s constant). 
Therefore by degrading the e -2 we have drop down of power density to 13.5%. This depth 
depends on wavelength and decreased by increasing the frequency. By considering the 
saturation level of water in tissues and environment humidity, such following curve derived 
over the radio frequency band [13]. 
 

 
Fig. 12. Thermo-graphic image of the head, Right: no exposure. Left: A 15-minute phone call  

 

 
Fig. 13. Sample of penetration depth and its dependency to frequency 
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This penetration depth can lead us to this fact that 86.5% of incident energy should be 
dissipate and absorbed in such layer of skin and not affecting on whole body. In other 
words, for high frequencies we don’t involve whole body’s weight and meanwhile, skin 
tissues can burn easily even by not a high power density [11]. 
The human body like any mixed-dielectric structure can show the resonance frequency. It 
means that in certain frequencies and in that specific body’s position the amount of SAR can 
raise to a maximum. In other words standing, sitting, lying and so on, have different 
response to SAR. In resonance of radio-waves the maximum size of body which is parallel to 
electric field’s direction (polarization) is important. So for standing case, by considering the 
average relative dielectric value as we have seen before, the resonance occurred when the 
height is about λr/2. Therefore, in case of standard human we have: 
 

 fr=c/ λr =c/ λ.ε0.5=3/(2x1.75x(2 0.5))=60 MHz     (16) 
 

This amount is just for estimation and in real case by considering the different tissues and 
organs; we should consider each case one by one. Obviously, this frequency is going higher 
for shorter people and kids. As for instance the resonance frequency for 1-meter tall boy 
would be around 120 MHz and for 0.5 meter infant is around 240 MHz.  
In addition to mentioned effects we have seen the hot spots regions in EMF exposed body 
too. The hot spots usually occurred due to non-uniformity of EM characteristics of tissues. 
Because of such mixed structure, the power density is not distributed uniformly between 
tissues, and in some parts that tangent of loss or SAR is higher it could have maximum 
temperature. The organic parts that cannot be cooled by blood circulation are the weakest 
parts in terms of radio-wave radiation. The eyes and gonads are the most sensitive parts 
since there are not enough vessels for cooling down by blood circulation.  
The major effect of EMF on eyes could be the cataract in which the lens clouded. This effect 
is especially very important when the microwave radiation is considered (10 – 300 GHz) but 
the destruction completely depends on how incident waves enter eyes in terms of 
polarization, power, duration, and human personal factors. As ICNIRP recommended, by 
limiting the power density to lower than 50W/m2 eyes defects could be controlled. The SAR 
for some animal eyes has been measured. As an example the measured SAR is about 100 up 
to 140 W/kg for rabbits. Therefore EMF exposing in long duration (more than an hour) 
would increase the eye’s temperature up to some degrees which is very harmful. The 
experiments on rats proved that there is a direct relation between EMF exposing and 
disability in fertility due to gonads’ temperature which has risen by EMF. It is interesting 
that the effects on sleeping groups are more than awaken groups. In other words the 
threshold SAR level is lower for sleeping people. This could be explained by temperature 
auto adjusting system by blood circulation which is in rest during sleeping. 
It may be seems strange, but the ears are also able to feel (hear) some radar’s high pulsed 
power. By different experiments on volunteers the power density threshold of (4-20W/m2) 
for frequency range of (200MHz-3GHz) by PRF of 200 and 400Hz could be heard. But it was 
cleared that peak pulsed power was more important than average power and some 
perception by brain was involved in hearing the microwave pulses [6].  In following table, 
some clinical symptoms are given. It shows the direct relation between symptoms caused by 
exposing to EMF. 
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Source Ave. 
Power 

Exposing 
duration 

Power 
density 
Wm-2 

Clinical/Biological 
Symptoms 

Radar 3GHz "high" 5h 300~700 Heat, Headache, Vertigo 

Radar 9-10GHz  80 sec 600~900 Increasing in Creatine 
kinase 

microwave oven 
2.45GHz 600W 5 sec   Neuropathy 

wood heater 20kW 20kW 2 sec  Burn metallic material 

wood heater 20kW 20kW 26sec  Oedema, paresthesia 

UHF TV antenna 
1.75kW 1.75kW 1 to 2.5 min >200 Diarrhoea, dysesthesia 

     

Table 3. Some reported EMF exposing clinical effects [17, 18] 

3.2 Burning and shocking 
Burning or shocking can be seen by contacting to conductive materials inside of the EMF. 
This effect can be separated from indirect effect of EMF on implanted circuits like pace 
maker or ear-amplifiers. Indeed, the induced current in body due to exposing in magnetic 
field occurred. Such induction especially in lower part of body which contacted to ground 
has higher amount. Since the ankle cross section is lower than other parts of leg, therefore 
the high current density may cause a burning in tissues there. 
For frequency lower than 27 MHz an empirical formula used for evaluating such induced 
current [6] 

 I(mA)=0.108 x h2(m) x f(MHz) x E(V/m)                  (17) 

Further by simulation techniques this burning effect has been modeled. The shoes have a 
great role in controlling the maximum current in feet that reduce it to 0.6 ~0.8 of its peak [9]. 
Other phenomenon that causes burning is happened when we touch metallic parts which 
have HF, high induced currents on. As soon as the connection occurred the high density of 
current passes through junction and it could cause a sever injury. Usually we named such 
effects as shocking and it considered as side effects of EMF on our body. There are lots of 
instructions and recommendations like the ones issued by WHO/IRPA or ICNIRP98 for 
reducing such effects in sites.  

3.3 Non-thermal effects 
As we have informed the Non-ionizing radiation is considered to be essentially harmless 
below the levels that cause heating since absorbed EMF radiation simply deposits its energy 
by heating the material. But how much this is true? 
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Such non-thermal effects can be seen by direct effect of EMF to biological tissues without 
making a significant heat effect. There are lots of researches done so far on finding out the 
relation between EMF and cancer tumors. The reports presented contradiction results by 
different research groups and seems need to work more. What we would expect is that EMF 
can affect on DNA, Genes, Nervous system and totally Biochemistry of body which is under 
control of hormones. Therefore even the unknown illness symptoms, may have a root in our 
EMF polluted environment. There are some experiments on ELF magnetic exposure and its 
relations to brain cancer and leukemia as reported [13]. Based on epidemiologic studies for 
field magnitude of 0.3 – 0.4T it was shown the possible carcinogenic relation to childhood 
leukemia.  

3.4 Treatment by EMF 
All discussions till now were about un-wanted EMF radiations. But, if we can raise the 
temperature of a tissue by EMF, we can use it for medical treatment as well. This is the basic 
idea for lots of methods that we have done so far in medical world. Nowadays we use EMF 
to make a faster healing in broken bone. In addition, EMF can kill the unwanted cells like 
cancer cells. This treatment named radio-therapy and it can be used as adjunctive therapy 
besides of regular methods like chemical-therapy. Heating the prostate gland by EMF also 
used for keeping it small as a treatment and considered as safe and fast treatment without a 
need to surgery.  
Today, EMF treatment generally is used for fast bone repairing, nerve and immune system 
stimulation, blood circulation and wound treatment, osteoarthritis, tissue regeneration, 
electro-acupuncturing as well as using the pulsed EMF and low frequency exposure for soft-
tissue injuries [16, 17]. 

4. Safety techniques 
Safety techniques derived from simple rules. In real, safety refers to a number of predictions 
and preparation to prevent exposing or reducing the exposure to as low as possible. So we 
can start from main issues that have well worth to remember [10]. 
1. Wetter materials (muscle) are lossier than drier (fat, bone) materials. 
2. For parallel E-field to the body’s longitudinal axes, SAR is higher. 
3. Sharp edges, concentrate E-fields.  
4. Parallel conductor has a high perturbation on E-field rather than perpendicular 

conductors. 
5. Penetration depth decreases by increasing frequency and conductivity. 
6. Below resonance frequency the SAR varies by f2 
 7. Small objects compared to wavelength cause minimum perturbation on fields 
By noting to those items and referring to charts and equations given in last sections, here are 
the most important safety issues that we could list: [7] 
• The safety level for whole-body average SAR should be less than (4 W/kg). This 

value is measured by average power absorbed over a 6 minute interval per total body 
weight. 

• The maximum partial-body SAR could be up to 20 times of the whole-body averaged 
SAR (80W/kg). This parameter is defined by strongest radiation over the specified 
volume like 1cm3. 
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• The product of power density and exposure time should remain below the safe values 
for sensitive organs such as eyes and testes. The key point is increasing the temperature 
in organs. 

 

 
Fig. 14. Threshold levels versus time for sensitive organs [7] 

• The current induced in the body due to radiation power density should be low enough 
to prevent any shock or burning by contacting to metals or conducting materials. 

4.1 New technologies 
The technology of making light weight electromagnetic absorbers developed to making 
them popular in our used equipment or devices. By using a number of small resonant 
antennas that loaded to their matched load, and incident waves damped consequently, we 
can have a high EMF isolation. Though, these absorbers are designed for far-field, but they 
can also be used  in near-field too. The various spiral and crossed slot antenna were used in 
past, but fractal antenna are recently introduced to determine the characteristics precisely. 
Meanwhile there are good progresses in designing of antenna. Such development helps us 
to keep the unwanted EMF radiations as low as possible. As an example, the main antenna 
beam of some cell-phones is outward of head. And they use some RF dampers to keep head 
as cool as possible. In addition, by new technologies, we use the least energy and power for 
devices. Therefore unwanted emissions are lower than before.   

4.2 People duties 
Since safety has different aspects, it is impossible to have a safe environment without 
noticing to people acts and duties as they are main users of such facilities. Here, some ideas 
to control such unwanted exposure are given:  
• Leaving the Hot area: Since, feeling the heat in body, mostly happened when 

temperature rose due to EMF exposure for more than a minute, and the skin was able 
to sense the EMF only in UHF/SHF. So in case of feeling a heat, leaving the site is 
strongly recommended for operators and technicians even the power density is lower 
than standard threshold. As it was showed, the standard limitations are not 
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considered as guarantee levels for not feeling the heat, and if someone feels heat, it 
means that it has passed far above standard of safety. Remember that, standards are 
based on statistical analysis but, replying to EMF is not same for all people. Everyone 
can have its own personal standards based on his/hers body’s electrical 
characteristics. 

• Escaping from resonances: exposing to frequencies near to resonance of our body has 
higher effect. Even the source power is not too much, the body can absorb and store as 
much as energy in vicinity of resonance frequency. Therefore, by knowing the emitted 
frequency, the threshold of hazardous understood. It can also be investigated by 
Spectrum monitoring of places of concern. 

• Don’t forget to use suitable shoes to reduce induced currents through feet. This 
recommendation is important especially for technicians of high power RF equipments, 
like Radio and TV broadcasting transmitters, Microwave wood drier, RF technicians in 
Diathermy Clinics, Radar technicians and so on. 

• Don’t forget that standards limitations are for healthy people. If you are not healthy or 
have a medical problem, the threshold values for you are very lower than others. 

• Restrict using the cell-phones. Use a corded device that allows you to talk on your 
phone without holding it next to your head. There is some evidence that cell-phone use 
has caused an increase in brain tumors. 

• Don’t forget that EMF radiation inhibits melatonin production, which is most active 
during sleep.  

• Don’t keep your cell-phones near your bed. Use a corded telephone rather than wireless 
type if possible. Locate the base of wireless telephone away from beds.  

• Reducing the cell-phone’s call duration. Standards are for 3-6 minute duration call. 
Talking in longer time means higher EMF exposure. 

• Avoid calling cell-phone when the radio coverage is not fulfilled. In this case, BTS 
increases its power and send a command to hand sets to increase their power too. It is 
to keep the link budget between BTS and handset in proper margin. Now, the mobile 
handsets consume higher power and emit more RF. This can also be checked by 
battery’s discharge speed in such areas. 

• Use EMF-protected mobile handsets that used beam forming techniques towards out of 
head. 

• Hug the babies in RF zones. This item may seem to be strange, but as mentioned, the 
infants and kids have smaller dimensions and have higher resonance frequency. They 
are so sensitive to EMF exposure than adults. In addition, since they are in their 
growing age, their growth hormones are in high level, so any even low interfering to 
their organic system of adjusting hormones, remains the un-returnable side effects 
that its symptoms can be seen many years later. Besides of mentioned issues, there 
are some un-proved evidence between EMF, cancer and tumors in children. 
Therefore, in order to get rid of such worry, we recommend keep babies out of 
hazardous zone and hug them. It can help to protect from high resonance frequency 
by uniting the bodies altogether, prevent from direct expose to EMF as supporter 
buffers a plenty of radiation. Reducing the induced current as they are in higher 
altitude from ground and supporter’s body divide the induced current between kid 
and itself as well as keeping the frequency resonance as low as possible to reduce 
intensity of the current. 
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• Try to live away from high-power lines or cell phone BTS masts. They are installing in 
different places even on our home’s roof. They may be the highest EMF hazard in near 
to our living place. 

• Use a shielded glass for windows if they are exposing from the EMF transmitters. 
Using a metallic net by maximum λ/10 in mesh size can make a good shield for 
windows. 

• Try to damp the EMF inside of our room by RF absorbers. Using the metal shield 
without having the idea about RF and its incident direction, doesn’t stop the waves and 
may differ them toward a more sensitive place. 

• Stand away from microwave ovens while they're in use. Restrict using of them as low 
as possible. They can be used only for warming the food and not cooking. They have 
two effects. First, on our body by RF leakage. Second, on our food by direct effect on its 
molecules. So try to put these ovens inaccessibility of children since they are curious to 
watch inside. 

• Having your own EMF dosimeter or detector to find out any unwanted radiation before 
being too late. 

4.3 Standards 
Each standard is developed for certain usage. According to our usual case, in our life style 
we need to know the boundaries of what we call as Public levels of safety.  The ICNIRP [1] 
has defined the limitations for two groups of “Occupational” and “general public” in 
different reports for certain short exposing duration. Its reports cover the full frequency 
band from some kHz up to 300GHz. Though other organizations like FCC, IEEE and 
NRPB93 have different definitions but we believe that the one which has stronger care to 
health is preferred. Therefore, the standard which based on clinical experiments has been 
chosen rather than the one which based on compatibility to existed equipments.  
 

 
Fig. 15. Power Flux density curves for occupational and public, based on ICNIRP 
recommendation 
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Power flux density (Wm-2) 

Frequency (MHz) Occupational Public 

10-400 10 2
400-2000 f/200 f/40
2000-300000 10 50
 

Table 4. Power Flux density for occupational and public, based on ICNIRP recommendation 
 

 
Fig. 16. Electric field strength curves for occupational and public, based on ICNIRP 
recommendation 

 
Electric Field Strength (Vm-1) 

Frequency (MHz) Occupational Public 

0.065-1 610 87
1-10 610/f 87/f0.5

10-400 61 28
400-2000 3f0.5 1.375f0.5

2000-300000 137 61
 

Table 5. Electric field strength for occupational and public, based on ICNIRP 
recommendation 
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 Magnetic Field Strength (Am-1) 

Frequency (MHz) Occupational Public 

0.065-1 1.6/f 0.73/f

1-10 1.6/f 0.73/f

10-400 0.16 0.073

400-2000 0.008f0.5 0.0037f0.5

2000-300000 0.36 0.16
 

Table 6. Magnetic field strength for occupational and public, based on ICNIRP 
recommendation 

 

 
Fig. 17. Magnetic field strength curves for occupational and public, based on ICNIRP 
recommendation 

5. Conclusion 
A brief introductory to Radio-wave radiation is given and measuring techniques for each 
region of radiation is also discussed. There are different definitions regarding safety 
standards. The main problem for using such safety recommendations is misusing the 
equipments due to un-aware of EMF exposure effects, lack of general knowledge and 
society culture. As an example even a standard mobile handset that we called safe, can be 
harmful if user call duration exceeds its recommended talking time (max 3min/resting time 
for rehabilitation). This long calling time on mobile handsets is what we have seen in some 
countries since people use the mobile phone same as fixed line telephone. Therefore, this 
misusing can be the main problem to any radiation sources but there are some good 
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progresses in terms of EMF exposure prevention methods like radiation absorbers to reduce 
such EMF exposure on human’s body. Using the various absorbers, shielding, and 
controlling the leakage of cables are some of those methods. Effects of EMF radiation on 
children and adults are not the same so taking more care for children is the good advisory to 
keep in mind. 
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1. Introduction 
Magnetic reconnection is a very important physical process in astrophysical and laboratory 
plasmas, which enables reconfiguration of the magnetic field topology and converts the 
magnetic field energy to plasma kinetic and thermal energy. The diffusion region is a crucial 
region of reconnection where magnetic field and plasma decouple from each other and 
strong wave activity and complex wave particle interactions occur. In general, the regions 
where the energy conversion takes place, e.g. substorm, ionosphere, shocks, produce wave 
emissions or wave turbulence covering a wide frequency range. Reconnection sites are not 
an exception. Understanding the role of waves and wave turbulence in the energy 
conversion, energy transport, and structure formation of the reconnection sites is an 
important and challenging task. When the reconnection takes place at ion inertial length, the 
wave-particle interaction plays an important role in reconnection process. Both the whistler 
dynamics and kinetic Alfvén waves can strongly influence the structure of the dissipation 
region during magnetic reconnection. Hall term in the generalized Ohm’s law brings the 
dynamics of whistler waves into the fluid equations [1]. The only place where a 
reconnection site can be studied in great detail is laboratory and the Earth magnetosphere 
(or other environments in our solar system that have been visited by spacecraft, e.g. solar 
wind, other planets, comets). The spacecraft observations give much more detailed picture 
of the plasma dynamics at the smallest electron scales than the laboratory experiments, 
mainly due to the possibility to resolve particle distribution functions and fields at small 
scales. As the reconnection involves many processes at different spatial and temporal scales, 
numerical simulations serve as a superior tool for understanding the environment and 
physical processes near reconnection sites. The subsolar magnetopause and magnetotail are 
the two main regions in the Earth magnetosphere where the reconnection process has been 
observed by spacecrafts. The magnetotail reconnection is generally symmetric. In a sense 
plasmas on both sides of the current sheet have very similar properties. The opposite 
situation is observed at the magnetopause where the reconnection is mainly asymmetric. 
Another important difference between the magnetopause and mangetotail is that the typical 
spatial scales, e.g. ion inertial length, are usually a factor of ten smaller at the magnetopause. 
This is important for in situ studies where the instrument resolution becomes a limiting 
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factor. Although there is significant amount of studies dealing with low frequency 
electromagnetic waves at the magentopause and in the magnetotaill, but only in few cases 
was accompanied by reconnection processes. In many cases it has been speculated about 
such relationship. In this paper we summarize in situ observations of low frequency 
electromagnetic waves where reconnection signatures are well defined as well as those 
observations where one only speculates about such relationship. 

2. Whistler observed by spacecrafts in the magnetosphere  
Whistler is often observed in the magnetosphere. As early as 1960s, plasma wave was 
observed in the plasma sheet and neutral sheet region of the distant magnetotail by Ogo1, 3, 
and 5 satellites, which provide measurements only in the near-earth regions of plasma sheet 
(at radial distances ~ 17Re). Brody et al [2] have reported observations of brief bursts of 
whistler mode magnetic noise near the neutral sheet. Scarf et al. [3], using measurements 
from the Imp7 spacecraft at a radial distance of about 30 Re , have reported observation of 
moderately intense electric field oscillations in the region immediately outside the plasma 
sheet an very intense low-frequency magnetic noise in the high-density region of the plasma 
sheet. Imp8 observed the whistler waves in the region near the neural sheet in the 
magnetotail at radial distances ranging from -46.3 to -23.1 Re [4]. Three principal types of 
plasma waves are detected: broad band electrostatic noise, whistler mode magnetic noise 
bursts, and electrostatic electron cyclotron waves. Gurnett et al. [4] suggested that the 
whistler waves are most likely produced by current-driven plasma instabilities. The whistler 
waves are also observed by ISEE3 in the plasma sheet [5] and magnetotail flux ropes [6].  
 

 
Plate 1. Dynamic spectra of magnetic field from wave form data around 1138.53UT on 
December 23, 1994. The Geotail was located in the near magnetotail at (-46.94, -6.62, -5.37) 
Re. The electron cyclotron frequency is 135Hz during the 8s period 
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Fig. 1. (a)-(c) Magnetic field waveforms, (d) spectrum, (e) hodograph, and (f) and (g) k 
vector plots. Bx, By and Bz are the magnetic field components in directions from Earth to the 
Sun from dawn to dusk, and parallel to the Geotail spin axis, respectively. BP and BQ are 
two arbitrary orthogonal axes which are perpendicular to k vectors of the whistler mode 
waves. The wave was recorded around 1138:54UT on December 23, 1994 (see the white 
arrow in Plate 1) 
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It is suggested that superthermal electrons with highly anisotropic pitch angle distributions 
generate the whistler waves. Zhang et al. [7] analyze whistler waves observed by Geotail in 
the magnetotail at radial distance ranging from -210 Re to -10 Re, and they found that 
whistler waves can exist in both plasma sheet and plasma sheet boundary layer, and 
propagate quasi-parallel to the ambient magnetic field with an average propagation angle of 
23 degrees. They thought that it is the energetic electron beams that generate the whistler 
waves. Plate 1 shows the dynamic spectra of magnetic field from wave form data around 
1138.53UT on December 23, 1994. The Geotail was located in the near magnetotail at (-46.94, 
-6.62, -5.37) Re. The electron cyclotron frequency is 135Hz during the 8s period. Details of 
the bursts marked by a white arrow in Plate 1 are shown in Figure 1.  Figure 1a,1b and 1c are 
magnetic waveforms for a period of 0.7s. They are quasi-monochromatic waves with 
amplitude around 70pT. Figure 1d confirms that the central frequency (ω) of bursts is 50Hz. 
The hodograph in Figure 1e (obtained from the data between 300 and 450 ms in Figure 1a, 
1b and 1c by using the minimum variance method [8] indicates the wave is right-hand 
circularly polarized with respect to the ambient magnetic field. The electron cyclotron 
frequency was 180Hz at this time, the central frequency (50Hz) is 0.28 Ωe. This frequency is 
well between the electron cyclotron frequency and the lower hybrid frequency. All the wave 
character shows the magnetic bursts are whistler mode waves. 
The above observations discussed the whistler wave activities in the magnetotail. No 
reconnection events and whistler wave activities were observed by spacecrafts 
simultaneously in current sheets. 

3. Whistler and magnetic reconnection observed by spacecrafts in the 
magnetostail simultaneously  
Whistler waves associated with reconnection in the Earth’s magnetopause were also observed 
by Geotail [9]. Wind observed low frequency Alfvén /whistler waves associated with the 
LHDI (Low Hybrid Drift Instability) in the near-vicinity of the X-line of reconnection far from 
the Earth at about 57 Re in the magnetotail [10]-[11]. Cluster II STAFF instrument provides the 
good opportunity to study the low frequency electromagnetic waves. In succession, the 
whistler wave and reconnection event observed by Cluster will be significantly discussed.  

3.1 Magnetic reconnection event and whistler wave on August 21, 2002  
Cluster crossed the magnetotail plasma sheet from 07:00 UT to 09:00 UT on August 21, 2002. 
Figure 2 gives the ion flow velocity components (Vx), magnetic field components (Bx, By, 
Bz), plasma density, total magnetic field (B), and plasma Beta, which are observed by 
C1(black), C3 (green) and C4 (blue) during the interval of 07:50UT - 08:00UT on August 21, 
2002. All Cluster spacecrafts were on the dawn side and in plasma sheet. It can be seen that 
a high-speed tailward ion flow (Vx <0) accompanied by southward magnetic field 
component was observed by three satellites and it lasted about 5 min. The tailward ion flow 
with southward magnetic field component appeared at 07:53:50 UT on C1 and C3, and at 
07:54:05 UT on C4. The velocity of tailward ion flow was very large and its maximum value 
even exceeded 1500 km/s. The maximum southward magnetic field component reached 25 
nT. Generally, such a high speed tailward ion flow with a large southward magnetic field 
component is produced by magnetic reconnection. The tailward ion flow with southward 
magnetic field component disappeared at 07:58:30UT. Figures 1e and 1f give the ion density 
and plasma beta (β) observed by C1 and C4. From 07:50UT -07:56UT, the plasma β was 
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larger than 0.7, with a peak value 3.17 at 07:54:45UT, where the ion density was about 
0.3/cm3, the total magnetic field was about 15nT, and the proton temperature was about 
5897 eV. Thus according to general identification criterion of plasma sheet [12], the Cluster 
satellites were located in the plasma sheet at least between 07:50UT -07:56UT. The 
reconnection event details see the reference [13]. 
 

 
Fig. 2. Plasma parameters observed by C1 (black), C3 (green) and C4 (blue) during the 
interval of 07:50UT - 08:00UT on August 21, 2002. From top to bottom: plasma flow (Vx), 
magnetic field components (Bx, By, Bz), ion density 
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Fig. 3. Wave characteristics observed by C1 and C4 during the period of 07:50UT-08:00UT 
on August 21, 2002. From top to bottom, Panels 1-2: the dynamic spectra of total field 
turbulence B-power; Panels 3-4: the polar angles (THETA) of the wave normal direction 
with respect to ambient magnetic field; Panels 5-6: the sense of polarization. Black curves on 
the dynamic spectra are the electron cyclotron frequency 
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The waves in the frequency range 10Hz-4kHz observed by STAFF are analyzed by means of 
PRASSADCO tool (Propagation Analysis of STAFF-SA Data with Coherency tests)[14]. All 
three satellites (C1, C3 and C4) observed the whistler waves prior to southward turning of 
Bz component. The wave characteristics observed by C1, C2 and C3 were nearly identical. 
However the wave characteristics observed by C4 were different from those of other three 
satellites. Thus only the wave characteristics observed by C1 and C4 are displayed here. 
Figure 3 shows the wave characteristics observed by C1 and C4 during the interval of 07:50 
UT-08:00 UT on August 21, 2002. The black curves represent the electron cyclotron 
frequency. The first and second panels show the power-spectral densities of magnetic field. 
The third and fourth panels represent the polar angles (Theta) of the wave normal direction 
with respect to the ambient magnetic field. These angles are obtained from the magnetic 
power spectral with the method of SVD [14]. The fifth and sixth panels represent the sense 
of polarization, in which the values of cB <0 indicate a right-hand polarized wave, and the 
values of cB >0 indicate a left-hand polarized wave. During the period of 07:50UT-08:00UT, 
weak (yellow) and enhanced (red) wave activities were observed. The frequency range of 
waves was between ion cyclotron frequency and electron cyclotron frequency.  
total magnetic field (B) and plasma beta. Since the waves prior to the southward turning of 
Bz component and the waves in the higher frequency range during the magnetic 
reconnection event were quasi-parallel (θ≤40 degree ) propagating and right-hand polarized 
waves, they are typical whistler modes. The waves in the lower frequency range during the 
magnetic reconnection event were quasi-perpendicular propagating and linearly polarized 
wave, and they may result from a superposition of several linearly polarized waves [15].  
The above analysis shows that the intense whistler activities appeared about 30s prior to the 
southward turning of magnetic field. The whistler waves were greatly enhanced after the 
southward turning of magnetic field.  In addition, as reconnection proceeded, the wave 
frequency became higher and higher. When tailward flows reached the maximum, the wave 
frequency got closer to the electron cyclotron frequency. 

3.2 Magnetic reconnection event and whistler wave on September 17, 2003  
Figure 4 gives the ion flow velocity components (Vx), magnetic field components (Bx, By, Bz), 
and total magnetic field (B), respectively, which are observed by C1 (line), C3 (dot line) and C4 
(broken line) during the interval of 13:00UT - 13:30UT on 17-09-2003. At 13:11:30UT, high-
speed tailward ion flow was observed by C1, C3 and C4 at same time (see figure 4, a). It lasted 
to 13:19:30UT. At 13:11:30UT, C1, C3 and C4 observed southward field component (see 
figure5, d). It lasted to 13:15:00UT and then changed northward. The northward magnetic field 
component lasted to 13:16:50UT, and changed southward again. It lasted to 13:19:30UT. 
During the period of 13:00:00UT～13:19:30UT, C1, C3 and C4 observed the earthward  
During the period of 13:11:30UT～13:19:30UT, C1, C3 and C4 observed almostly dawnward 
magnetic filed (see figure 4, c). Sometime, this field changed duskward. These field 
characters coincide with Hall magnetic field polarity of collisionless reconnection. Thus this 
event was a collisionless reconnection event, and it was observed at 13:11:30UT. Figure 5 
shows the wave characteristics observed by C1 and C4 during the interval of 13:00-13:30UT 
on 17-09-2003. The first and second panels from top to bottom show the power-spectral 
densities of magnetic field observed by C1 and C4, respectively. At 13:10:40UT, the magnetic 
field power-spectral have enhanced already. The third and fourth panels show the power-
spectral densities of electric field observed by C1 and C4, respectively. The electric field 
power-spectral enhanced earlier than the magnetic field power-spectral. The fifth and sixth 
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panels represent the polar angles (Theta) of the wave normal direction with respect to the 
ambient magnetic field observed by C1 and C4, respectively. These electromagnetic waves 
propagated in the quasi-parallel direction are right-hand polarized (The seventh and eighth 
panels represent the sense of polarization, in which the values of cB >0 indicate a right-hand 
polarized wave, and the values of cB <0 indicate a left-hand polarized wave. See the red 
regions). During the period of 13:00-13:30UT, weak (yellow) and enhanced (red) wave 
activities were observed. The frequency range of waves was between ion cyclotron 
frequency and electron cyclotron frequency. They may be a whistler mode. The enhanced 
wave activities were observed earlier than reconnection event 30s. These enhanced waves 
included the superposition of many linearly polarized waves.  

4. Conclusion and discussion 
The above observation and analyses discussed two reconnection events and whistler wave 
activities event. The observation shows the low frequency electromagnetic waves is very 
strong during the reconnection event period. Before the reconnection event was observed, 
the strong whistler wave activities are observed in the current sheet. According to above 
analyses for the character and relationship of reconnection and wave activities, we can get 
the flowing conclusions. Hall magnetic field and whistler waves were observed in the 
plasma sheet, and whistler activities prior to reconnection. These wave activities in plasma 
sheet maybe play an important role on the generation of reconnection, and they maybe 
excite the reconnection. After reconnection event took place, with the reconnection on going, 
the frequency of enhanced wave activities increased and the polarization enhanced. During 
this kind of events, Cluster located in the Hall magnetic field region of reconnection. 
The above studies show that the whistler waves can be excited prior to the reconnection 
event. The analysis of whistler group velocity and ion flow velocity indicates that this 
phenomenon could not be caused by the propagation time difference between whistler 
waves and ion flow velocity. The whistler group velocity can be estimated from the whistler 
dispersion equation: 

 
( )

2
pe e2

g 2
e

dω ω ΩV = =2c k/[2ω+ ]
dk ω-Ω

 (1) 

where ( )1/22
pe e eω = 4πn e /m  and e 0 eΩ =eB /m  are the electron plasma frequency and 

cyclotron frequency, respectively.  If the wave frequency ω << Ωe, the Vg can become as  

 g e e
pe pe

2c 2cV = Ω ω= f f
ω f

 (2) 

At the beginning of reconnection observed by C1 (on 17-09-2003 13:00-13:30UT), 
3

en =0.2/cm , 3 1/2 3
pe ef 8.98 10 n 4.0 10 Hz= × ≈ × ,  f 40Hz≈ , and e pef 700Hz<f≈ . Thus the 

group velocity is about 25000km/s . The ion flow velocity is about 600km/s . The group 
velocity is about 23 times the ion flow velocity. The ion inertial length (di) in the 
reconnection layer in the magnetotail near ~18Re is about 500 km. Since the length of 
reconnection layer is proportional to the square root of di and about several times the ion 
inertial length in the magnetotail, the length of reconnection layer in the magnetotail is 
about 1-2 Re[9][16]-[17]. So the propagation time difference of whistler and ion flow from 
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the neutral line of reconnection to the Cluster satellite position is about 10s. Thus even the 
propagation time difference is considered, the observed whistler appears at least 30s earlier 
than the reconnection event. The whistler waves were excited in the central plasma sheet 
prior to the reconnection event. Both theoretical and experimental studies also showed that 
there are whistler waves and kinetic Alfvén waves in the reconnection layers. Recently 
theoretical studies showed that whistler and Alfvén wave instabilities can even be excited in 
the current sheet prior to the reconnection [18]-[21]. 
 

 

 
Fig. 4. 

Fig 4 shows the flow and magnetic field character on 09-17-2003. a, b, c, d, e give x- component 
of the ion flow; x-, y-, z- components of magnetic field, and total magnetic field, respectively. 
The line, dot, broken lines show the data observed by C1, C3 and C4 respectively. 
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Fig. 5. 

Fig. 5 show the characters of waves observed by C1 and C4 on 17-09-2003. From top to 
bottom, Panels 1-2: the dynamic spectra of total field turbulence B-power; Panels 3-4: the 
dynamic spectra of total field turbulence E-power; Panels 5-6 the polar angles (THETA) of 
the wave normal direction with respect to ambient magnetic field; Panels 7-8: the sense of 
polarization. Black curves on the dynamic spectra are the electron cyclotron frequency. The 
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spectrograms intensities，polar angles size and sense of polarization indicated by color-
coded according to the scale on the right. 
Up to present, the problem of triggering of magnetic reconnection in the tail is still not fully 
understood. The MHD theory of collisionless reconnection requires that anomalous 
resistivity exist in the reconnection layer. The whistler waves prior to the reconnection may 
play an important role in the triggering of reconnection. The satellite observations show that 
besides whistler waves, there are LHWs [22]-[23] and solitary waves [24]-[26][10]-[11] in 
magnetopause and magnetotail reconnections. Also during dayside magnetopause 
reconnection, whistler modes could be converted to LHW modes [27]-[29]. However it is 
still an open question that what role these waves play exactly in the reconnection process 
and triggering of reconnection. 
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1.  Introduction  
The switching mode circuit (SMC) performs by the switching transistor or the other 
switching devices. Usually, unlike the distorted continuous signal voltage on the linear 
circuit, the signal voltage of the SMC has two stationary states. The SMC has been applied 
widely to the power circuit and the signal circuit including the digital circuit now. The 
performance of the SMC has been supported by the improvement of the semiconductors. 
For example, the International Technology Roadmap for Semiconductors (ITRS) is showing 
the details of the technology trend of the worldwide semiconductors [1]. According to the 
ITRS, the technology about the high performance system on a chip (SoC) or the VLSI has 
been improved to 45nm from 78nm in the last five years. However the gate delay of the 
PMOS FET stays between 1.65ps and 1.73ps, and is increasing slightly. In addition, the 
improvement of the on-chip clock frequency is staying in 5-6GHz approximately. Many 
results of the research about the on-chip interconnect were presented [2, 3]. The themes of 
these studies are the influence of the resistance, the parasitic capacitances, the power noise, 
the substrate noise, and others to the performance of the SoC [4, 5]. Meanwhile, the on-chip 
transmission line interconnect [6, 7] and the optical interconnect [8] were proposed for 
improving the performance of the SoC. Many results of the study of the power distribution 
network (PDN) about the EMI also were presented [9-14]. The relevant papers which 
include above ones and the conventional theories were discussed from the point of view of 
the stagnation of the performance of the SoC and the suppression of the EMI of the SMC. 
Concurrently, the development of the theory and the technologies suitable to the SMC was 
started. As a result, the solitary electromagnetic wave (SEMW) theory and the technologies 
of the low impedance lossy line (LILL) and the matched impedance lossy line (MILL) were 
successfully developed. These are presented below together with the result of the analysis, 
experiments, and the review of the conventional theory and engineering. 

2. Review of the conventional theories and engineering 
2.1 EMW theory 
The EMW theory is the most trusted fundamental theory for the AC circuit including the 
SMC. It was presented by James Clerk Maxwell in 1873 and the existence of the EMW was 
first confirmed experimentally by H. R. Hertz in 1888. This theory was based on the vector 
EMW equation. The vector EMW equation has been developed by fusing the Maxwell’s 
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theory and the undulation equation. The undulation equation handles the continuous wave 
and it was presented by Jean Le Rond d’Alembert in 1750. In 1881, Oliver Heaviside 
replaced the electromagnetic potential field by the force field and simplified the complexity 
of Maxwell’s theory to four differential equations which are known now as Maxwell's laws 
or Maxwell’s equations.  
Maxwell’s vector EMW equations in vacuum are 
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0 0 2 0∂∇ − =

∂

 μ ε E
E

t
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0 0 2 0∂∇ − =
∂

 μ ε H
H

t
 (1) 

The traveling speed of the EMW is 

 0 01= μ εc  (2) 

In (2), c corresponds to the velocity of the light in vacuum.  
When the EMW is vibrating at a constant angular velocity, the modified (1) is 

 ( ){ }2 coso o oE i E t zω μ ε θ= +  , ( ){ }02 coso
o o

o

H j H t z
ε ω μ ε θ
μ

= ± +   (3) 

where i is the unit vector of the standard transverse direction against the traveling direction, 
j is the unit vector of the perpendicular direction to the standard transverse direction.  
According to (3), the EMW consists of the electric field wave and the magnetic field wave. 
These waves are at right angles to each other and both wave shapes are same except its 
magnitude.  
The alternate current (AC) circuit is defined by the electromagnetism as the circuit of the 
EMW because the electric field and the magnetic field are vibrating on it. According to the 
Ampère’s circuital law, the AC is the integrated magnetic field around a closed loop to the 
conductor. The vibrating magnetic field forms the magnetic wave which constitutes the 
EMW. The EMW can travel at near speed to the light through the insulator of the 
transmission line. The EMW cannot travel through the conductor. The skin depth causes the 
attenuation when the EMW travels on the transmission line. It shows the sinking degree of 
the electric field or the magnetic field into the conductor. 
The quasi-stationary state is one of the definitions in the electromagnetism. The EMI is 
negligible when the length of all wires in the circuit is quite shorter than the wave length. 
Such AC circuit can be handled as the quasi-stationary closed circuit (QSCC). 
The EMW theory handles the continuous wave as shown in (3). Therefore, the Fourier 
transform is necessary to analyze the distorted EMW. It is believed that the signal voltage 
wave of the SMC consists of many harmonic waves by the idea of the Fourier transform. It's 
very convincing mathematically. However, the following serious problems will be caused 
when it is applied to the SMC. That is, though the wave shape of the signal voltage of the SMC 
has two stationary states obviously, the stationary state got from the Fourier transform is only 
one. Furthermore, the timing information of the intermittent signal wave on the SMC is lost. 

2.2 AC circuit theory 
The Kirchhoff’s circuit law is one of the most important laws in the AC circuit theory. It was 
presented in 1845. The principle of superposition which is based on this law is quite 
convenient for analyzing the complex AC circuit. The AC circuit theory is the basic theory of 
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the simulation program with integrated circuit emphasis (SPICE) which is used for the design 
and analysis of the AC circuit all over the world. It includes HSPICE, PSPICE, and XSPICE. 
The SPICE has been used also for the design and the analysis of the SMC for a long time. 
The lumped element model is used in this theory. The lumped element model consists of 4 
kinds of elements which are the inductance (L), capacitance (C), resistance (R), and 
conductance (G). Each element is formed as the component usually and functions 
independently from the electromagnetic phenomenon in the circuit. 
Fig. 1 shows the transmission coefficient (S21) when the capacitor and the short circuit are 
connected to the transmission line. They were measured by the network analyzer.  
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Fig. 1. Measured S21 of the transmission line 

The small tantalum capacitors of 10μF and the large tantalum capacitors of 100μF were 
mounted on the coplanar line S and the coplanar line L each, the characteristic impedance of 
each coplanar line was 50Ω, each short circuit S and short circuit L were formed by shorting 
the pads for the capacitor on the coplanar line S and the coplanar line L. 
In Fig. 1, each S21 of the small tantalum capacitor and large tantalum capacitor are approaching 
to S21 of the short circuits S and short circuits L at the frequency which is more than 10 MHz. 
The transmission coefficient of the transmission line when the capacitor connected in 
parallel with it is 

 C
21

C 0

2ZS
2Z Z

=
+

   (4) 

where ZC=(2πfC)-1, C is the capacitance of the capacitor, Z0 is the characteristic impedance of 
the transmission cable equipped to the network analyzer.  
The idea that the impedance of the capacitor can be got from (4) approximately has been 
believed by almost all circuit engineers as well as the capacitor manufacturers. However, 
this idea is not correct because the impedance of the capacitor is got from (2πfC)-1 
theoretically and the capacitor is used also in series to the transmission line.  
S21 depends on the materials and the form of the transmission line. However the capacitor 
has not the structure of the transmission line. Therefore the capacitor which is connected to 
the transmission line in parallel disturbs slightly the traveling of the EMW as the short 
circuit in Fig. 1. The curves of S21 in Fig. 1 will move to the low frequency side when the 
capacitors are connected by the through holes to the power plane and the ground plate as 
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conventional instead of the coplanar. From above, it can be said that Fig. 1 and (4) show the 
application limitation of the Kirchhoff’s circuit law as well as the principle of superposition. 
According to the AC circuit theory, the current in the circuit is defined as the average speed 
of the electron (dq/dt) in the wire which is called the electron current hereinafter. According 
to the physics, dq/dt is quite small. For example, it becomes 3.68×10-4m/s in the case of the 
copper wire which has the cross-sectional area of 1mm2. Therefore, the electron current is 
valid only on the direct current (DC) circuit or the stationary circuit. The idea that one of the 
functions of the capacitor is charging the electron does not conform to the electromagnetism 
which defines it as the electrostatic energy consisting of the electric field. Nevertheless, 
above definition and idea will be permitted for the actual design and analysis when the AC 
circuit is the QSCC. 
From above, it should be understood that the AC circuit theory is the theory for the QSCC. 
Therefore, the design and analysis by the SPICE will be available for the QSCC part of the AC 
circuit including the SMC without troubles. However, it has been the difficult problem how to 
be formed to the QSCC because the power lines and the signal lines are included in them.  

2.3 Telecommunication engineering (TELE) 
The TELE has been used for design of the transmission line of the SMC as well as the high–
frequency AC circuit. The idea of the characteristic impedance is useful for designing of the 
transmission line of the SMC. The theory of the TELE is based on the telegrapher’s equation 
and it was presented by Oliver Heaviside in 1880. The telegrapher’s equation was 
developed by fusing the undulation equation and the AC circuit theory instead of the 
Maxwell’s equation, because the AC circuit theory was the only theory for the electric 
engineers at this times. Therefore, the line current in the telegrapher’s equation is the 
electron current. In addition, some breaches in the TELE to the EMW theory are found at the 
boundary of the conductor and the insulator. 
Nonetheless the existence value for the design and analysis of the transmission line is not 
spoiled. The concept of the characteristic impedance is effective to only the useful signal 
wave travelling on the transmission line.  

3. SEMW theory 
We imagined that the SMC generates the SEMW instead of the distorted EMW. This idea will 
be effective for finding way out of the above mentioned stagnation of the semiconductor 
technologies because it will solve above mentioned serious problems caused by the 
application of the Fourier transform. The SEMW theory was developed by fusing the EMW 
theory and the NLU theory. It is also the fruits of the discussion with the co-author who 
graduated from the department of the physics of the university.   

3.1 NLU theory 
The solitary wave was found out as the great wave by John Scott Russell who was making 
an experiment for smoothing the run of the boat in a canal in 1834. However this discovery 
was not recognized by the scientist at this times. D. J. Korteweg and G. de Vries (KdV) 
presented the equation about the wave traveling one direction on the shallow water in 1895. 
The KdV equation is 
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where η is the altitude from the average surface of the water, ξ is the coordinate which is 
moving at the velocity of c0 = (gh)1/2 and, ξ = x -c0 t, g is the constant of gravitation, and h is 
the average depth of the water. 
The special solution of (5) by KdV is 

 ( )2 0
0 3

1 3sec
2

 
= −  

 

ηη η h x ct
h

 (6) 

 0 0
0 1 1

2 2
   = + = +   
   

η η
c c gh

h h
 (7) 

where η0 is the magnitude of the wave. 
N. J. Zabusky and M. D. Kruskal confirmed the existence of the solitary wave at the 
computer simulation based on the KdV equation about the heat conducting system in 1965. 
They discovered the following characteristics similar to the particle to the solitary wave and 
named it soliton. 
a. Soliton travels without changing its speed and wave shape. 
b. The magnitude and the speed of the soliton are not influenced by crossing. 
c. When the magnitude becomes larger, the wave length becomes smaller and the 

traveling speed becomes faster. 

3.2 Generation mechanism of the SEMW 
The SoC consists of the on-chip inverters which are formed by the NMOS FET and the 
PMOSFET. The PMOS FET leads the switching motion of the CMOS circuit when it turns 
on. On the other hand, the NMOS FET leads the switching motion of the on-chip inverter 
when it turns off. 
According to the semiconductor physics [15] and the ITRS, the saturation drain current of 
the MOS FET at the voltage higher than VT is  

  ( ), , ,( )= ⋅ ⋅ − −dsat dsat p g T sat dd T satI A I V V z V V  (8) 

where, A is the conversion coefficient, Vdd is the supply voltage, Idsat,p is the peak saturation 
drain current of the MOS FET, VT,sat is the saturation threshold voltage, z is the gate width, 
VT is the threshold voltage, and Vg is the gate voltage. 
The drain current of the MOS FET at up to the saturation threshold voltage is 

 ( )⋅= ⋅d sd leak g ddI I z V V  (9) 

where Isd leak is the subthreshold leakage current. 
The drain current increases in response to the half of VDD (1.1V) from zero according to the 
curve line got from (8) and (9). The drain current decreases in response to zero from 0.55V 
according to the inverse curve line formed by (8) and (9).  
The 2009 technology node of the ITRS 2008update is used at the following calculation. The 
calculation condition in (8) and (9) about the PMOS FET is as follows; Vdd is 1.1V, Idsat,p is 
1.317mA/μm at Vdd, VT,sat is 196mV, Isd leak is 0.17μA/μm at Vdd, and z is 108nm. 
According to the ITRS, the voltage between drain and source (Vds) is 

 12
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1= 
T

ds dsat a
ox

V I dt
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 (10) 



  
Behaviour of Electromagnetic Waves in Different Media and Structures 

 

254 

T1 is 1.7ps which is got from (10) when Vds is 0.55V, Cox is 0.875fF. 
Fig. 2 shows the calculated waveform of the PMOS FET. Fig. 2. a shows Vds1 and Fig. 2. b 
shows Idsat2a. 
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 a) Vds1   b) Idsat2a        

Fig. 2. Calculated waveform of the PMOS FET 

In Fig. 2. a, Vds1 was got from (10). In Fig. 2. b, each Idsat2 and Idsat2R was got from (8) and (9) 
by using the wave shape of Vds1 in Fig. 2. a as Vg, and the drain current Idsat2a was got from 
merging Idsat2R and Idsat2. At all calculations for getting the wave shape, the vector is ignored. 
Fig. 3 shows the calculated waveform of the PMOS FET on the second stage of the on-chip 
inverter. Fig. 3. a shows the drain-source voltage Vds. Fig. 3. b shows the electric field of 
between the drain and the source. Fig. 3. c shows the magnetic field. 
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 a) Vds   b) Ea    c) Ha 

Fig. 3. Calculated waveform of the PMOS FET on the second stage of the on-chip inverter 

In Fig. 3. b, Ea is the differential value of the drain-source voltage Vds according to the 
definition of the voltage potential in the electromagnetism. In Fig. 3. c, and Ha is got from the 
drain current Idsat2a by applying the Ampère’s law. Each peak value of Ea and Ha was set to 1 
and the actual peak values of them depend on the parameters of the formation and the 
materials of the PMOS FET.  
According to (1), the changing electric field and the magnetic field form the EMW and 
traveling. Therefore both Ea and Ha should be form to a kind of the EMW.  
The EMW is the field free from the mass. When the EMW is applied to (6), the equation of 
the soliton is  

 ( )( )2
1( ) sec= ⋅ −u t A h B t T  (11) 

where A is the magnitude of the wave, B is the constant of the wave shape. 
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Fig. 4. shows the calculated result about the soliton. Fig. 4. a shows the wave shape of the 
soliton calculated by (11) when T1 = 1.7ps, A = 1, and B = 20.55. Fig. 4. b shows the integral 
wave shape of the soliton in Fig. 4. a.  
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Fig. 4. Calculated result about the soliton 

In Fig. 4. a, the calculated soliton wave is similar to Ea and Ha in Fig. 3. In the calculation, t 
was set to 3.4ps from 3.7fs. In Fig. 4. b, the maximum magnitude was set to 1.1V and the 
calculated soliton wave is similar to the wave shape in Fig. 3. a. The wave shapes in Fig. 4. a 
and Fig. 4. b are formed by one switching action by the PMOS FET. Therefore, unlike the 
Gaussian wave, no harmonic waves can be included in these wave shapes. Therefore, we 
named them the SEMW. The generation mechanism of the SEMW is similar to the great 
wave which was observed by John Scott Russell. In addition, it is also similar to the 
generation mechanism of the tsunami which was recognized as a kind of the soliton. 
According to (3), the vector wave equations of the SEMW on the transmission line is 

 ( )( )2
12 secoE i E h B t z Tμε= +  , ( )( )2

12 secH j h B t z T
ε με
μ

= ± +   (12) 

where i is the unit vector of the standard transverse direction against the traveling direction, 
j is the unit vector of the perpendicular direction to the standard transverse direction, μ is 
the dielectric constant, ε is the permeability, z is the travelling distance, and T1 is the initial 
value of time. 
According to (12), the SEMW consists of the solitary electric field wave (SEW) and the 
solitary magnetic field wave (SMW) and these waves are at right angles to each other and 
both wave shapes are same except its magnitude.  
The definition of the wave length (λS) of the SEMW in the SEMW theory is  

 =λ μεS St  (13) 

where tS is the specified rise time of the VDS of the PMOS FET in Fig. 3. a and Fig. 3. b. 
Hundreds of millions of transistors are formed in the semiconductor layer, the on-chip 
interconnect layers are placed on the semiconductor layer, the power supply wiring layer 
(PSWL) which consist of the power mesh and the ground mesh are placed on the on-chip 
interconnect layer in the typical SoC.  
The distributed element model is not necessary for the design and the analysis of the SMC 
when the rise time (tr) of the signal voltage is larger than 2.5 times of the traveling time (tf) 
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on the transmission line [16]. tr is defined the time between 10 percent and 90 percent of the 
final voltage. This means the SMC can be handled as the QSCC when tr > 2.5tf,. λS on the on-
chip interconnect is 179μm at the 2009 technology node of the ITRS 2008update because tS is 
0.98ps and the relative dielectric constant (εr) is 2.7. When all of the on-chip interconnect 
including the power supply wiring are shorter than 72μm, the closed SMC at this technology 
can be handled as the QSCC.  
In Fig. 4, the sine-wave having the frequency of (πtS)-1 is shown. The idea about the 
significant frequency (SF) was presented [17]. This idea cannot be directly applied to the 
SEMW theory because it has been discussed about the harmonic waves.  
The properties of the modified significant frequency (MSF) which is defined according to 
the SEMW theory are as follows; 
a. The correlation of the time domain wave shape of the SEMW and half wave shape of 

the sine-wave having the frequency of (πtS)-1 is about 85%.  
b. No spectra exist except the MSF. 
As the result, both frequency analysis and time analysis of the SMC become easy by the idea 
of the MSF.  
The calculation time to get the wave shapes of Fig. 3 was about ten hours by using the 
desktop computer. The calculation to get the wave shapes of the next stage of the inverter 
was not finished during one week. On the other hand, the calculation to get the wave shapes 
of Fig. 4 was finished at once. Therefore, the design and analysis will quicken when the 
SEMW theory is applied to the SMC.  
By the way, conventionally, Idsat2a corresponding to Ha in Fig. 3. c has been recognized as the 
penetrating current. This current has been hated conventionally because this induces a brief 
spike in power consumption and becomes a serious issue at high-frequencies. However, 
according to the SEMW theory, this current or magnetic field is necessary to form the signal 
and its magnitude should be designed suitably. 

3.3 Behaviours of the SEMW on the transmission line 
Fig. 5 shows the equivalent circuit of the SMC including the on-chip inverter. 
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Fig. 5. Equivalent circuit of the SMC including the on-chip inverter 

In Fig. 5, VDD is the ideal DC voltage source, Z1 is the on-chip inverter formed by one stage, 
however it is formed by several stages in actual use, Q1 is the PMOS FET, Q2 is the NMOS 
FET, RT is the terminating resistor, “0” is the state that Q1 is OFF and Q2 is ON, “1” is the 
inverse state of it, and VDD supplies VDDV. 
A couple of the SEMW is generated when the inverter Z1 changes to “1” from “0” or the 
inverter Z1 changes to “0” from “1”. The SEMW travels in the insulator of the transmission 
line at εr-1/2 of the light speed. The normal SMC is a kind of the voltage source circuit. The 
SEW acts as the leading player in such circuit.  
Fig. 6 shows the wave shapes of the SEW and the voltage on the transmission line. 
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 a) Power line (PL)    b) Signal line (SL) 

Fig. 6. Wave shapes of the SEW and the voltage on the line 

In Fig. 6, z shows the traveling direction of the SEW, t shows the time direction which is 
opposite direction to z, a. (a) shows the SEW2 on the power line (PL), a. (b) shows the falling 
part of the voltage on the PL, b. (a) shows the SEW1 on the signal line (SL), b. (b) shows the 
rising part of the voltage on the SL. The SEW1 travels on the SL with charging to 0.5VDDV 
from 0V and the SEW2 travels on the PL with discharging to 0.5VDDV from VDDV. When 
the PL has the infinite length or the matched termination, the voltage on the SL and PL 
remains the half of the source voltage as shown in (b) of Fig. 6. However, the voltage on the 
SL and PL should reach VDDV finally because the output impedance of VDD is zero.   
Fig. 7 shows the calculated wave shapes of the SEW and the rising part of the signal voltage 
at the point D in Fig.5.  
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Fig. 7. Calculated wave shapes 

In Fig. 5 and Fig. 7, the calculation condition is as follows; the gate delay of the inverter is 
200ps, εr is 4.35, each length of the SL and the PL is 10mm and 20mm, the calculated delay time 
till the point D from the point C is 70ps, and the calculated delay time till the point A from the 
point B is 139ps. The generated #1 SEW reaches to the point D after the delay of 70ps. The 
generated #2 SEW reaches to the point D after the delay of 348ps, because the #2 SEW travels 
on the PL and it reflects at the point A. The signal voltage is got by the integral of the #1 SEW 
and #2 SEW because it is formed by charging of the SL by the #1 SEW and #2 SEW. From 
above, it is clarified that the signal voltage reaches to VDDV from the 0.5VDDV by the 
reflected SEW generated on the PL and the rise time of the signal depends on length of the PL. 
It has been considered conventionally that the low output impedance of the voltage source 
is effective for only keeping the magnitude of the signal. However, by the SEMW theory, it 
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is clarified that both low impedance of the voltage source and the short length of the PL are 
necessary to keep the signal integrity of the SMC.  
The SEMW theory first clarified the existence of three kinds of the current on the SMC. The 
current observed on the transmission line is the first current to follow the Ampère’s law. 
This current has the same wave shape as the SEMW. When the electrostatic energy is taken 
out from the power source, the current which follows the Ampère’s law flows and it is the 
second current. The magnitude of this current is decided by the source voltage and the 
characteristic impedance of the transmission line. The electron current for the matched 
termination resistance flows whenever the SL is being charged. This is the third current. 
Te reflection or the bounce on the transmission line of the SMC has been analyzed by using 
the method of the lattice diagram currently, which has the other names such as the bounce 
diagram, the echo diagram, or the reflection diagram. This method has been used widely for 
the design and analysis of the SMC [18]. However this method cannot handle the 
electromagnetic phenomenon. The SEMW theory enables the analysis of the reflection or the 
bounce from the point of view of the electromagnetism easily. 

3.4 Simulation of the influence of the length of the PL 
Fig. 8 shows the equivalent circuit for simulation by HSPICE.  
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Fig. 8. Equivalent circuit for simulation  

In Fig. 8, VDD is the ideal DC voltage source and the out-put voltage is 2.5V. The driver was 
described by the sub-circuit depending on the design parameter. The calculated 
characteristic impedance of the PL and the SL were 51.28Ω, which was got from 
ApsimRLGC®. The simulation result will be reliable in spite of the HSPICE because the 
lossless transmission line is used.  
Fig. 9 shows the simulated voltage of the point B and C at the varied length of the PL. 
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Fig. 9. Simulated signal voltage depending on each length of the PL 

In Fig 9, the rise time does not increase from the gate delay when the length of the PL is zero 
and it increases in proportion to the length of the PL, the voltage at the point B in Fig. 8 is 
vibrating after the turn-off of the driver when the length of the PL is not zero. 
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When the PL has the length and the electron current exists on the SL, the static magnetic 
energy exists on the SL and the PL. In this situation, the SEMW is generated on the PL and 
the SL at the turn-off motion of the driver. The generation of the SEMW on the PL is caused 
to the electron current on the PL. The SEMW generated on the SL travels to the matched 
termination and is consumed. However, the SEMW generated on the PL shuttles between 
the point A and the point B. As the result, the voltage at the point B vibrates. 

4. LILL technologies 
When the ideal voltage source is located near the on-chip inverter on the PL, it is expected 
that the rise time of the signal will become close to the gate delay of the on-chip inverter. 
The vibration on the PL will not occur because the termination resistance does not exist in 
the SoC. The capacitor cannot function as ideal voltage source. It is caused by the structure 
of the capacitor which is not the transmission line. When the transmission line has the low 
impedance and the large loss, this transmission line which was named LILL will be able to 
function as the ideal voltage source. To get the cooperation from the semiconductor 
industries is necessary to actualize the on-chip LILL. However, unfortunately the EMW 
theory and the transmission line technologies are not being applied to their current design 
rule of the SoC. Therefore, the first development of the LILL was started from the on-board 
LILL.  

4.1 On-board LILL technologies 
Many spectra are observed on the board as well as on the chip. They are not caused by the 
harmonics based on the Fourier transform but are caused by many reflections and many 
repetitions of the SEMW. The frequency of these many spectra is lower than the MSF.  
When the LILL is connected to the power terminal of the SoC closely, the LILL provides the 
ideal DC source to the SoC and it reflects the EMW including the SEMW at the power 
terminal. As the result the stability of the SoC will be improved and the EMI on the board 
will be suppressed. The electromagnetic susceptibility also will be improved by it because it 
is well known that many troubles of the SoC are caused by the EMW which comes through 
the PDN. However the rise time of the on-chip inverter will not be shortened enough. 
The on-board LILL is most useful when the on-chip LILL technologies are not applied to the 
SoC and other ICs. 

4.1.1 Necessary decoupling performance 
All on-chip inverters are connected to the PL in parallel. Therefore, it can say that the PDN 
causes the EMI. Fig. 10 shows an example of the power current of the DDR2 dual-in-line 
memory module (DDR2 DIMM).  
In Fig. 10, the x-axis shows the frequency allocated to 1GHz from 10MHz on the log scale, 
the y-axis shows the S21 allocated to 120dBμA from -40dBμA on the linear scale. The power 
current of the DDR2 DIMM was measured by the committee members by using the setup 
for the kit-module in the rule of VCCI [19]. The magnetic probe which was standardized by 
IEC in "magnetic probe method" was used for this measurement.  
The measured maximum current was 78dBμA or 7.9mA at 140MHz. The power of it is 
0.31mW because the measured input impedance was 5Ω at 140MHz. 
The electric field strength at the distance r from the antenna when the EMW of P watt is 
radiated from the antenna [20] is  
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 ][7 mV
r
PE =   (14) 

 

 
Fig. 10. Measured power current of the DDR2 DIMM 

According to the IEC CISPR22, the limit of the electric field at 140MHz from the class B 
information technology equipment (ITE) is 30dBμV/m at the distance of 10m. From (15), E is 
12.4mV/m or 82dBμV/m when p is 0.31mW. The DRAM module including the DDR2 DIMM 
is known as one of the devices which cause the interference. Therefore, the attenuation of 
the power decoupling is hoped to be more than 50dB at 140MHz. 

4.1.2 Necessary value of the terminal impedance  
The characteristic impedance of the on–board LILL should be small enough than it of the 
on-chip interconnect.  
Fig. 11 shows the analyzing model of the on-chip interconnect as the transmission line. 
 

 
Fig. 11. Analyzing model of the on-chip interconnect 

In Fig. 11, this model was formed by quoting the data of the 2006TN in the ITRS 2005. Each 
εr and tanδ of the insulator is 3.2 and 0.001. The simulated characteristic impedance by 
ApsimRLGC® was 148.5Ω at 200GHz and 143Ω at 1THz. According to the MSF, 200GHz 
corresponds to the switching time of 1.59ps and 1THz corresponds to the switching time of 
0.32ps. The simulated characteristic impedance by MW STUDIO® was 10Ω approximately. 
When characteristic impedance was calculated by the conventional microstrip equation in 
TELE, it was 177Ω. When εr is 3.2, the intrinsic impedance of the insulator is 210Ω. The 
characteristic impedance is not defined by the conventional EMW theory. From above, we 
decided that the conventional equation is most reliable. 
As the result, the minimum characteristic impedance of the on-chip interconnect and the 
PSWL was estimated to 177Ω.   
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4.1.3 Development of the equation for getting the characteristics 
Fig. 12 shows the cross-section of the chip of the on-board LILL. 
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Fig. 12. Cross-section of the chip of the on-board LILL 

In Fig. 12, the cross-section view is common to the two sides of the chip. A and L are the 
silver coating layers, A is the cathode and L is the anode, B and K are the carbon graphite 
layers, C and J are the conductive polymer layers, E is the etched layer of the aluminum 
without the conductive polymer, F and H are the etched layer including the conductive 
polymer, and G is the aluminum layer, N is the boundary of the available chip, and M is the 
line for cut. D is the masking layer to keep the insulation between the aluminum layer and 
the conductive polymer layer at the cut surface. 
The equations have been improved through prototyping of many numbers of times till now. 
The extension ratio of the etching layer is  

 1
4

0 2 10−

⋅=
⋅ ⋅ε ε r

C a
k  (15) 

where C1 is the capacitance of the capacitor which is made of the etched aluminum foil of 
1cm2, a is the thickness of the alumina layer on the etching surface.  
The impedance of the capacitance of the chip is 
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where z is the effective chip length, w is the effective chip width. 
The transmission coefficient of the capacitor when it is connected to a point on the way of 
the transmission line is 
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where Z0 is the characteristic impedance of the transmission line. 
The effective thickness of the insulator layer is 

 ⋅ + ⋅ + ⋅ + ⋅= I S S C C V V
e

I

a Z b Z b Z b Z
d

Z
  (18) 

where each a, bS, and bC is the thickness of the insulator layer, the conductive polymer layer, 
and the effective carbon graphite layer, bV is the equivalent thickness of the void, and each 
ZI, ZS, ZC, and ZV is the intrinsic impedance of the insulator layer, the conductive polymer 
layer, the carbon graphite layer, and the air. 
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The characteristic impedance of the LILL chip is 
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where Ra is the appearance ratio of the capacitance. 
The transmission coefficient of the on-chip LILL caused by the reflection at each edge is  
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The transmission coefficient of the on-chip LILL having the finite line length is  

 2
21 21 21= +RA C RS S S  (21) 

The rate of the absorption loss in each material of the layer is 
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where bM is the thickness of each layer, and δM is the skin depth of each material of the layer. 
The effective attenuation constant at each material of the layer is   
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The transmission coefficient of the LILL chip caused by the absorption loss is 

 21
− ⋅ ⋅ ⋅ ⋅= α

α
S a Sz R k RS e  (24) 

where αS is the sum of αM, and RS is the shortening ratio by the void. 
The transmission coefficient between the terminals by the effect of the surface wave 
coupling is 
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CT CI
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where ZCT is the impedance of the capacitance between the terminals of the LILL. 
The transmission coefficient of the LILL with the effect of the surface wave coupling is 

 ( )2 2
21 21 21 21= ⋅ +αRA TS S S S  (26) 

The terminal impedance of the on-board LILL is  

 = +L C CIZ Z Z  (27) 

The terminal impedance of the on-chip LILL with the effect of the surface wave coupling is 
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4.1.4 Prototyping of the on-bard LILL 
The on-board LILL has been prototyped for 5 times since 2008.  
Fig. 13 shows the examples of the prototype of the on-board LILL 
 

 
Fig. 13. Prototypes of the on-board LILL 

In Fig. 13, each LILL03, LILL05, LILL08, and LILL14 has the line length of 3.5mm, 5mm, 8mm, 
and 14mm. The conductive polymer layer is formed in the water solution of the microscopic 
particles of the conductive polymer. The thickness of the chip is 200μm approximately. 
Fig. 14 shows an example of the transmission coefficient (S21) of the latest prototype of the 
LILL14. Fig. 14. a shows the measured S21 and Fig. 14. b shows the calculated S21. 
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Fig. 14. An example of the transmission coefficient (S21) of the latest prototype of the LILL14 

In Fig. 14. b, the calculation condition is as follows; C1 is 33.9μF, εr of the alumina is 8.5, σS is 
12,000, σC is 72,727, Ra is 0.8, RS is 0.45, w is 1mm at the calculation of (16) and ZCI in (23), w is 
1×2mm at the calculation of ZCI in (20), z is 14mm, a is 22.8nm, bS is 1μm, bC is 0.92μm, and bV 
is 0.8μm, the capacitance for ZCT is 7×10-17 F/m. 
The calculated S21 well matches to the measured value.  
Fig. 15 shows the calculated characteristics of the examples of the improved on-board LILL.  
In Fig. 15, the calculation condition is same as the improved LILL14 in Fig. 14 except that σS 
is 12,000, bS is 20μm, bC is 0.46μm, the numeric following after LILL means the chip length (z). 
The calculation condition of the characteristics as follows; the numeric following after LILL 
means the chip length (z), the capacitance for ZCT is 4×10-18 F/m, each  LILL is used together 
with the 1mF capacitor and which are connected to the power traces of 40mm×40mm and 
10mm×200mm, C01 consists of the 0.1μF capacitor and 1mF capacitor connected to the power 
trace of 100mm×200mm, and C02 consists of the 0.1μF capacitor and 1mF capacitor 
connected to the power trace of 10mm×200mm. 
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Fig. 15. Calculated characteristics of the examples of the improved on-board LILL 

Fig. 16 shows the calculated characteristics of the improved on-board LILL on the PCB.  
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Fig. 16. Calculated characteristics of the improved on-board LILL on the actual PCB  

In Fig. 16, at the frequency of lower than 10MHz, the decoupling performance of C01 is 
decuple of C02 approximately and the terminal impedance of C01 and C02 are equal.  On 
the other hand, at the higher frequency than 1GHz, decoupling performance of both is zero 
and the terminal impedance of C01 is decuple of C02. Thus it is difficult to find the optimum 
solution about both decoupling performance and low impedance on the board when the 
capacitors are used for the decoupling circuit in the PDN. S21 of the LILL02 is -56dB at 140MHz 
and this value satisfies enough the hoped value which is -45dB. Za at 140MHz is small enough 
compared with the characteristic impedance of the on-chip interconnect or it of the PSWL. 
The improved on-board LILL can decouple effectively the power source and the switching 
device including the SoC. The power source only provides the electrostatic energy under 
this situation. 
Fig. 17 shows an example of the appearance of the on-board LILL for the commercialization.  
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Fig. 17. Example of the appearance 
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In Fig.17, the improved on-board LILL is sealed by the transfer molding or other equivalent 
method. Each L means the sum of the chip length and 3.4mm. The rated voltage is 3.2V. The 
rated current is more than 10A and it depends on the thickness of the lead frame of the 
anode. The specification of the chip is corresponding to the calculation condition of Fig. 15.  
Fig. 18 shows an example of the application of the on-board LILL. 
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Fig. 18. Example of the application 

In Fig. 18, the power traces of the supply-side should be slender because the through holes 
of the signal traces exist on the power traces when it is formed widely. The embedded LILL 
has advantage which minimizes the electromagnetic coupling between the terminals and 
reduces both mounting space and the manufacturing cost.  

4.1.5 Comparison of the conventional decoupling components and LILL  
Fig. 19 shows the appearance of the chip of the low impedance line component (LILC). The 
LILC was the first prototyped at NEC in 2000.  
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Fig. 19. Outline of the chip of the LILC 

In Fig. 19, A is the anode which is formed by scraping the both exposed part of the etched 
aluminum foil, B is the conductive polymer layer, C is the carbon paste layer, and D is the 
cathode which is coated by the silver paste. All surfaces except the anode of the etched 
aluminum foil are covered by the insulation coating formed by the chemical conversion. The 
chip width is 1.5mm. Each LILC04, LILC08, LILC16, and LILC24 has the line length of 4mm, 
8mm, 16mm, and 24mm.  
Fig. 20 shows the calculated transmission coefficient (S21) of the LILC. Fig. 20. a shows the 
specified S21 corresponding to the measuring value of the network analyzer. Fig. 20. b shows 
S21 on the actual PCB. 
In Fig.20, the calculation condition is as follows; σS is 12,000, C1 is 66μF, Ra is 1, k is 51.3, RS is 
1 k , w is 1.5×2mm at the calculation of the capacitance, w is 0.5×2mm at the calculation of 
ZCI, a is 20.3nm, bS is 3μm, bC is 0 and bV is 13nm for LILC04, bC is 2.1μm and bV is 10nm for 
LILC08, bC is 12μm and bV is 0 for LILC16, bC is 2.9μm and bV is 0 for LILC24, and the 
capacitance (CT) for ZCT in relation to the distance between the terminals is 4×10-17 F/m. In 
Fig .20. b, the calculation condition is same as the improved on-board LILL on the actual 
PCB in Fig. 16.  
In Fig. 20. a well matches to measured S21 by using the network analyzer.  
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Fig. 20. Calculated transmission coefficient (S21) of the LILC 

From the calculation result it was clarified that the structure of Fig. 19 has some following 
defects; the electromagnetic wave attenuates only at the cut surface of the aluminum foil, the 
formation of the carbon graphite layer on the cut surface is very difficult from the point of 
view of the quality. In addition, the thick etched aluminum foil is necessary to increase the 
rated current. 
The multilayer structure of the LILC (Multi LILC) can improve the above mentioned defects. 
However the great side effects develop in addition to the cost increases. The attenuation 
coefficient is not improved because the escape channel of the EMW increases. In contrast, 
the terminal-impedance reduces. As the result, S21 on the actual PCB will decay from the 
specified S21 because the characteristic impedance of the PL is very smaller than 50Ω.  
Table 1 shows the comparison of the decoupling components. 
 

 Capacitor LILC Multi LILC Prototype LILL 

Insulation of Cut Surface Chemical coating Without treatment 

Material of Anode Etched aluminum Lead frame 

Formation process of 
Conductive Polymer 

Layer 

Chemical reaction by Conductive 
Monomer 

Coating by 
Conductive 

Polymer 

Numbers of Anode Single/ 
Multiple Single multiple Single 

Absorption loss Zero Large Small Large 

Reflection loss Small Large Very Large Large 

Limit factor of Electron 
current No limit 

Thickness of 
Aluminum 

foil 

Numbers of 
Aluminum 

foil 

Thickness of Lead 
frame 

Improvement of 
Reduction of Decoupling 

on the PCB 
Impossible To increase the Chip Length 

Possible without 
increasing Chip 

Length 

Table 1. Comparison of the decoupling components 



 
Solitary Electromagnetic Waves Generated by the Switching Mode Circuit 

 

267 

4.2 On-chip LILL technologies 
The on-chip LILL should be connected to all of the on-chip inverters on the SoC. Therefore, 
for example, several tens of thousands of on-chip LILL will be used and each on-chip LILL 
will be connected to several tens of thousands of the on-chip inverter.   

4.2.1 Validation of the function of the LILL and the influence of the length of the PL  
Fig. 21 shows the circuit diagram of the test board for the validation. 
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Fig. 21. Circuit diagram of the test board 

In Fig. 21, VDD was 5.06V, which was supplied from the commercial power unit, 
CMX309HWC50MHz was used for the oscillator (OSC1, OSC2), SN 74AS00N was used for 
the gates (Z1, Z2), no SL were connected to the drivers, the prototype of the on-board LILL 
was used for LL1, the rated typical rise time of SN74AS00N is 0.5ns, each length of the PL1 
and PL2 was 1cm and 36cm, the characteristic impedance of the PL was designed to be 73Ω, 
each PL was mounted on the insulator layer of the single sided board of FR-4, and each 
calculated round-trip time of the PL of 1cm-long and 36cm-long is 0.14ns and 5ns.  
Fig. 22 shows the measured signal voltage at the point of A, B, and C in Fig. 21.  
 

     
 a) Point A and B  b) Point C 

Fig. 22. Measured signal voltage 

In Fig. 22, the y-axis shows the voltage of 2V step, and the x-axis shows the time which is 
each 5ns/div. in Fig. 22. a and 10ns/div. in Fig. 22. b.  
It were confirmed that the rise time increases to the calculated round-trip time 
approximately and that the LILL acts effectively as the ideal voltage source. From this 
experiment, it was clarified that the SEMW generated by each Z1 and Z2 returns to each 
certainly even though the LILL is shared. 
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4.2.2 Formation of the on-chip LILL 
Fig. 23 shows an example of the layer formation of the on-chip LILL  
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Fig. 23. Layer formation of the on-chip LILL 

In Fig. 23, the attenuation appears caused by the n-type semiconductor layer which is made 
of the organic material or the inorganic material, and the n-type semiconductor and the 
cathode form the Schottky junction diode. The p-type semiconductor is also permitted. In 
this case, the p-type semiconductor is located between the anode and the insulator.  
The low impedance is got by the thin insulator film of which the relative dielectric constant 
is large. The attenuation depends on the line length and the conductance of the n-type 
semiconductor.  

4.2.3 Design of the on-chip LILL 
The calculation equations for the on-board LILL were used for the on-chip LILL.  
Fig. 24 shows the calculated characteristics of the on-chip LILL of line length.  
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Fig. 24. Calculated characteristics of the on-chip LILL 

In Fig. 24, the calculation condition is as follows; σS is 105 S/m, the thickness of the insulator 
layer a is 10nm, bS is 1μm, εr is 8.5, w is 3μm, CT is 10-22 F/m, Z0 which is the minimum 
characteristic impedance of the on-chip interconnect is 177Ω, and the switching time is got 
from the idea of the MSF after calculating to 500GHz from 500MHz.  
When the suitable line length is selected, the calculated Za is small enough than Z0 and the 
transmission coefficient is smaller than -40dB. 
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5. MILL technologies 
The crosstalk is one of the hardest problems for transmitting the signal at high-speeds. The 
crosstalk does not occur on the DC circuit or the QSCC. Therefore, the crosstalk is a kind of 
the EMI. According to the SEMW theory, the SEMW forms the signal voltage wave by 
charging and discharging the transmission line. Nothing except the SEMW can charge and 
discharge rapidly on the SMC. 
The magnitude of the signal voltage should not reduce when the electron current does not 
exist on the SL. Even if the SL is the lossy line, the SEMW should travel without changing its 
speed and wave shape except reduction of the magnitude. In addition, as being shown in 
Fig. 6, the rise time (tS) of the signal voltage depends on the wave length (λS) of the SEMW. 
Therefore, the wave-shape of the signal voltage should be maintained in the lossy line when 
the characteristic impedance of the lossy line is matched to it of the signal line. From above 
discussions, the concept of the MILL was born.  
The MILL is the lossy line and the characteristic impedance of it matches the SL. The MILL 
is connected to the SL near to the driver. The MILL decouples the SEMW between the driver 
and the receiver on the SL effectively. 

5.1 Function of the MILL 
Fig. 25 shows the improved SMC by applying the technologies of the LILL and MILL. 
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Fig. 25. Improved SMC 

In Fig. 25, In Fig. 14, the LILL is connected to VDD and the point A on the PL in series and it 
forms the ideal power source, the MILL is connected to the point D and the point E on the 
SL in series, and the matched termination is not used on the SL. 
Fig. 26 shows the SEW on the MILL. 
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Fig. 26. SEW on the MILL 

In Fig. 26, the electric field strength of the SEW on the MILL is 

  ( )1 0, ( , )z
SW SWE x z e E E x zα−= −    (29)  
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where each x is the direction of the thickness, z is the traveling direction of the SL, and α is 
the attenuation constant.  
According to the definition of the electromagnetism, the signal voltage on the MILL is 

 ( )1 1 00 0 0 0
( ) ( , ) ,S Sd dz

SW SWV z E x z e E E x z x z
λ λα−= = ∂ ⋅ ∂      (30) 

where, λS is the wave length of the SEW, d is the thickness of the insulator layer of the MILL. 
When x=d and z=λS, (30) is 

 1( ) −= α z
SV z e V  (31) 

The charge voltage of the SL at the exponential change of the magnitude of the SEW is 

 ( )2( ) 1 z
SV z e Vα−= −  (32) 

From (31), (32), a total of the signal voltage is 

 ( ) ( )1 2+ = SV z V z V  (33) 

From above, it is clarified that the wave shape of the signal voltage is kept on the MILL even 
though the SEMW attenuate on it.  
Meanwhile, the crosstalk and bounce on the SL between the point E and F in Fig. 25 will be 
suppressed because the magnitude of the SEMW is attenuated by the MILL.  

5.2 Validation of the function of the MILL  
Fig. 27 shows the measured S21 and S11 of the lab sample of the MILL.  
 

     
 a) S21  b) S11 

Fig. 27. Measured characteristics of the lab sample of MILL 

In Fig. 27, the x-axis shows the frequency allocated to 3GHz from 100kHz on the log scale, 
the y-axis is allocated to -100dB from 0dB on the linear scale. 
The lab sample of the MILL was made of the carbon graphite, the silver paste, and the 
polyurethane enamel wire (UEW). The thickness of the carbon graphite layer was 0.1mm 
approximately, the diameter of the UEW was 0.1mm, the thickness of the insulator of the 
UEW was 5μm, and the line length was 100mm. Za of the lab sample was designed to 6.8Ω 
which is very lower than 50Ω, because there was no choice except using the carbon paste for 
getting the attenuation. 
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Fig. 28 shows the circuit diagram of the test board.  
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Fig. 28. Circuit diagram of the test board 

Fig. 29 shows the measured voltage wave forms on the test board at the point A, B, C, and D 
in Fig. 28.  
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Fig. 29. Measured voltage wave forms on the SL 

In Fig. 28, CMX309HWC50MHz was used for the oscillator (OSC1), SN 74AS00N was used 
for the gates (Z1, Z2, and Z3), LL1, LL2, and LL3 are the prototypes of the LILL14 shown in 
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Fig.13, the lab sample of MILL was used as ML1, the SL on the test board was formed by the 
PVC wire and the copper plane, εr of the PVC is 4, and the designed characteristic 
impedance was 50.1Ω. LL1, LL2, and LL3 were connected to all gates by the short wires. 
In Fig. 29, the rising time shown in the circle of Fig. 29. a is almost equal to the rising time 
shown in the circle of Fig. 29. c. However, the crosstalk amplitude in the circle of Fig. 29. b is 
one quarter of it in the circle of Fig. 29. d. The reduction ratio of the crosstalk is almost equal 
to measured S21 in Fig. 27. a at 637MHz which is the MSF of the rise time of 0.5ns. The 
vibration is observed in Fig. 29. c, and its cycle time is 4ns approximately. This cycle time is 
equal to the calculated round trip time of the SEMW on the SL of 30cm long. However the 
vibration is not exists on the signal voltage in Fig. 29. a.  
From above, the basic function of the MILL was validated.  

5.3 Design example of the MILL  
The layer formation of the MILL is same as the formation of the design example of the on-
chip LILL in Fig. 23. 
Fig. 30 shows the calculated characteristics of the design example of the MILL depending on 
each line length.  
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Fig. 30. Calculated characteristics of the design example of the MILL 

In Fig. 30, the equations for the calculation are same as these of the on-chip LILL. The 
thickness of the insulator was minimized for getting the large attenuation. The line width of 
the MILL was designed in the way that S11 becomes smaller than -40dB. The calculation 
condition is as follows; the n-type semiconductor is 700S/m, a is 13μm, bS is 30μm, εr is 3.5, w 
is 55μm, and CT is 10-19 F/m, and Z0 is 50Ω. When the suitable line length is selected, S21 is 
smaller than -20dB. 
In Fig. 25, when above mentioned design examples of the LILL and the MILL are used, and 
the wire length in the driver and the receiver is shorter than 2.5λs, the improved SMC 
shown in Fig. 25 will be able to be handled as the QSCC. 
When the MILL designed by above way is applied to the SMC, the super-high-speed data 
transmission by parallel bit will be achieved relatively easily because the crosstalk is 
suppressed. At the same time, the multiple-value logic and the high-speed serialization/de-
serialization (SerDes) will become unnecessary for the present. The MILL technologies are 
actualized to the on-board component or the on-chip component as with the LILL 
technologies. The on-board MILL will consist of several MILL chips. Each chip should be 
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connected to the on-chip drivers by as short wire as possible. The embedded MILL into the 
circuit board will be useful for increasing the performance and reducing both mounting 
space and the manufacturing cost.  

6. Conclusions  
The SEMW theory and both technologies of the LILL and the MILL were presented. The 
SEMW theory was developed by fusing the EMW theory and the NLU theory for the design 
and analysis of the SMC. The SMC generates the SEMW. The SEMW has no harmonic 
waves. Many spectra in the signal voltage are caused by the reflections and the repetitions of 
the SEMW on SMC. The wave shape of the signal voltage is got by integral of the wave 
shape of the SEW because the signal voltage is formed by the charging action of the SEW. 
The timing analysis with the high-accuracy will become possible when the SEMW theory is 
applied to the tools for the design or analysis. When the MILL is used together with the on-
chip LILL, the signal integrity will be improved excellently and the almost all parts of the 
SMC will be able to be formed as the QSCC. This means that the design of all of the SMC 
become easy and free from the EMI. However, about the transmission line, more strict 
design of both characteristic impedance and skew or timing will be required. 
The SEMW theory will be supposed to cause the innovation to the method of the 
manufacturing, design and analysis of the SMC. Improving the completeness of the SEMW 
theory is the future problem. The technologies of the LILL and MILL will create the 
emerging industries. The challenge for the commercialization of these technologies by 
getting the patron is the immediate issues for us. MathCAD Professional® and Excel® were 
used for all calculations.  
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1. Introduction 
Recently, there are more and more interests in studying and discovering the behavior of 
low-dimensional system, such as compositional superlattices, doped superlattices, quantum 
wells, quantum wires and quantum dots. The confinement of electrons and phonons in low-
dimensional systems considerably enhances the electron mobility and leads to unusual 
behaviors under external stimuli. Many attempts have conducted dealing with these 
behaviors, for examples, electron-phonon interaction effects in two-dimensional electron 
gases (graphene, surfaces, quantum wells) (Ruker et al., 1992; Richter et al., 2009; Butscher et 
al., 2006). The dc electrical conductivity (Vasilopoulos et al., 1987; Suzuki, 1992), the 
electronic structure (Sager et al., 2007), the wavefunction distribution (Samuel et al., 2008) 
and the electron subband (Flores, 2008) in quantum wells have been calculated and 
analyzed. The problems of the absorption coefficient for a weak electromagnetic wave in 
quantum wells (Bau&Phong, 1998), in doped superlattices (Bau et al., 2002) and in quantum 
wires (Bau et al., 2007) have also been investigated and resulted by using Kubo-Mori 
method. The nonlinear absorption of a strong electromagnetic wave in low-dimensional 
systems have been studied by using the quantum transport equation for electrons 
(Bau&Trien, 2011). However, the nonlinear absorption of a strong electromagnetic wave in 
low-dimensional systems in the presence of an external magnetic field with influences of 
confined phonons is stills open to study. In this chapter, we consider quantum theories of 
the nonlinear absorption of a strong electromagnetic wave caused by confined electrons in 
the presence of an external magnetic field in low dimensional systems which considered the 
effect of confined phonons. 
The problem is considered for the case of electron-optical phonon scattering. Analytic 
expressions of the nonlinear absorption coefficient of a strong electromagnetic wave caused 
by confined electrons in the presence of an external magnetic field in low-dimensional 
systems are obtained. The analytic expressions are numerically calculated and discussed to 
show the differences in comparison with the case of absence of an external magnetic with a 
specific AlAs/GaAs/AlAs quantum well, a compensated n-p n-GaAs/p-GaAs doped 
superlattices and a specific GaAs/GaAsAl quantum wire. 
This book chapter is organized as follows: In section 2, effect of magnetic field on nonlinear 
absorption of a strong electromagnetic wave in a quantum well. Section 3 presents the effect 
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of magnetic field on nonlinear absorption of a strong electromagnetic wave in a doped 
superlattice. The effect of magnetic field on nonlinear absorption of a strong electromagnetic 
wave in a cylindrical quantum wire is presented in section 4. Conclusions are given in the 
section 5. 

2. Effect of magnetic field on nonlinear absorption of a strong 
electromagnetic wave in a quantum well 
2.1 The electron distribution function in a quantum well in the presence of a magnetic 
field with case of confined phonons 
It is well known that in quantum wells, the motion of electrons is restricted in one 
dimension, so that they can flow freely in two dimensions. In this article, we assume that the 
quantization direction is in z direction and only consider intersubband transitions (n≠n’) 
and intrasubband transitions (n=n'). As well as, we consider a quantum well with a 
magnetic field B


 applied perpendicular to its barriers. The Hamiltonian of the confined 

electron-confined optical phonon system in a quantum well in the presence of an external 
magnetic field B


 in the second quantization representation can be written as (Mori & Ando, 

1989; Bau & Phong, 1998; Bau et al, 2009): 
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where N is the Landau level index (N = 0, 1, 2 …); n (n = 1, 2, 3, ...) denotes the quantization 
of the energy spectrum in the z direction, ( , ,n N k⊥


)and( ', ',n N k q⊥ ⊥+

  ) are electron states 
before and after scattering, ( )k q⊥ ⊥

   is the in plane (x, y) wave vector of the electron (phonon), 
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  ( , ,,m q m qb b+
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  ) are the creation and the annihilation operators of the confined 

electron (phonon), respectively, ( )A t


 is the vector potential of an external electromagnetic 
wave ( ) ( )oA t eE sin t /= Ω Ω

 
 and ,m qω

⊥
  is the energy of a confined optical phonon. The 

electron energy H
n ,N(k )⊥ε


 in quantum wells takes the simple form (Bau  et al., 2009): 
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where ΩB = eB/m* is the cyclotron frequency, m* is the effective mass of electron; L is the 
width of quantum wells and m

qC
⊥
  is the electron-phonon interaction factor. In the case of the 

confined electron- confined optical phonon interaction, we assume that the quantization 
direction is in z direction, m
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where V,  e and oε  are the normalization volume, the effective charge and the electronic 
constant (often V=1); oω  is the energy of a optical phonon ( ,m q oω ω

⊥
≈  ); m (m=1, 2, …), is 
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the quantum number m characterizing confined phonons, L is well’s width, χ∞ and χo are 
the static and the high-frequency dielectric constant, respectively. The electron form factor 
in case of confined phonons is written as (Rucker et al., 1992): 

 
L

m
nn '
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L L L L L

π π π π = η + η +      (4)  

with (m) 1η =  if m is even number and (m) 0η =  if m is odd number, and JN,N’(u) takes the 
simple form: 
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r⊥
  and ac = c/eB is position and radius of electron in the (x, y) plane, e is the electron charge, 
c is the light velocity, u = 2 2

ca q / 2⊥ , φN(x) represents the harmonic wave function. 
Starting from the Hamiltonian (Eqs. (1-5)) and realizing operator algebraic calculations, we 
obtain the quantum kinetic equation for confined electrons in the presence of an external 
magnetic field with case confined phonons: 

( )

( )

( )

n,N,k
n, ,N,k n, ,N,k t

t
2 2 2m 2 2 o o

m,q n,n ' N,N' c g s2 2 2
m,q g,sn ,N,k

m,qn,N,k n ,N ,k q

n t
a a ,H

t
1 eE q eE qC . I . J (a q /2) . J .J .exp i g s t dt

m m

  n (t ). N 1 n

⊥

⊥ ⊥

⊥
⊥⊥

⊥⊥ ⊥

+

+∞

⊥ ∗ ∗
=−∞ −∞

′ ′ +

∂
 = = ∂

   
′ = − − Ω ×     Ω Ω   

′× + −

   


 

 


 

  

  



{
( )( ){ }

m,q

H H
n ,N n,N m,q

(t ).N

  exp i (k q ) (k ) g i t t

⊥⊥

⊥′ ′ ⊥ ⊥ ⊥

 ′ 

′× ε + − ε + ω − Ω + δ − +




    

 

( ) ( )( ){ }
( )

H H
m,q m,q n ,N n,N m,qn,N,k n ,N ,k q

H H
m,q m,q n,N n ,N m,qn ,N ,k q n,N,k

n (t ).N n (t ). N 1 exp i (k q ) (k ) g i t t

n (t ). N 1 n (t ).N exp i (k ) (k q ) g

ε ε ω δ

ε ε ω

′ ′ ⊥ ⊥ ⊥′ ′ +⊥ ⊥ ⊥⊥ ⊥ ⊥

′ ′⊥ ⊥ ⊥′ ′ − ⊥ ⊥ ⊥⊥ ⊥ ⊥

 ′ ′ ′+ − + × + − − − Ω+ − − 

 ′ ′− + − × − − + − 

   

   

    
    ( )( ){ }

( ) ( )( ){ }}H H
m,q m,q n,N n ,N m,qn ,N ,k q n,N,k

i t t

n (t ).N n (t ). N 1 exp i (k ) (k q ) g i t t

δ

ε ε ω δ′ ′⊥ ⊥ ⊥′ ′ − ⊥ ⊥ ⊥⊥ ⊥ ⊥

′Ω+ − −

 ′ ′ ′− − + × − − − − Ω+ − 
   


     

 (6) 

where 
t

ψ  is the statistical average value at the moment t and 
t

Tr(W )ψ ψ
∧ ∧

=  ( W
∧

 being 
the density matrix operator); Jg(x) is the Bessel function, m* is the effective mass of the 
electron, the quantity δ  is infinitesimal and appears due to the assumption of an adiabatic 
interaction of the electromagnetic wave; 

n ,N ,k n , ,N,k n , ,N ,kn (t) a a+

⊥ ⊥ ⊥
=  

 
 is electron distribution 

function in quantum well; m ,qN
⊥
 which comply with Bose–Einstein statistics, is the time-

independent component of the phonon distribution function. In the case of the confined 
electron-confined optical phonon interaction, m ,qN

⊥
  can be written as (Abouelaoualim, 

1992): 

 1

1
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k T

N

e
ω⊥ ⊥

=

−


    (7) 
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After using the first order tautology approximation method (Malevich&Epstein, 1974) to 
solve this equation, the expression of electron distribution function can be written as: 
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 (8) 

where 
n ,N ,k

n
⊥
  is the time - independent component of the electron distribution fuction; 

gJ (x)  is the Bessel function.  Eq.(8) also can be considerd a general expression of the electron 
distribution function in two dimensional systems with the electron form factor and the 
electron energy spectrum of each system. 

2.2 Calculations of the nonlinear absorption coefficient of a strong electromagnetic 
wave by confined electrons in a quantum well in the presence of a magnetic field with 
case of confined phonons 
The nonlinear absorption coefficient of a strong electromagnetic wave by confined electrons 
in the two-dimensional systems takes the simple form (Shmelev, 1978): 

 o2 t
o

8 j (t)E sin t
c E

πα
χ ⊥

∞

= Ω
 

     (9) 

Because the motion of electrons is confined along z direction in quantum wells, we only 
consider the in plane (x, y) current density vector of electrons so the carrier current density 
formula in quantum wells is taken the form(Shmelev, et al., 1978): 
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with ( )
( )

3
2

o
o 3

2
o B

n e
n

V. m k T

π∗ = , no is the electron density in quantum well, mo is the mass of free 

electron, kB is Boltzmann constant. 
By using Eq.(10), the confined electron-confined optical phonon interaction factor m ,qC

⊥
  in 

Eq.(3) and the Bessel function, from the expression of current density vector in Eq.(10) and 
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the relation between the nonlinear absorption coefficient of a strong electromagnetic wave 
with j (t)⊥


 in Eq.(9), we established the nonlinear absorption coefficient of a strong 

electromagnetic wave in a quantum well in the presence of an external magnetic field under 
influnece of confined phonons: 
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In Eq. (11), it’s noted that we only consider the absorption close to its threshold because in 
the rest case (the absorption far away from its threshold) α  is very smaller. In the case, the 
condition 0g ω εΩ − <<  ( ε  is the average energy of electron) must be satisfied (Pavlovich 
& Epshtein, 1977). The formula of the nonlinear absorption coefficient contains the quantum 
number m characterizing confined phonons. When quantum number m characterizing 
confined phonons reaches to zero, the expression of the nonlinear absorption coefficient for 
the case of absorption in quantum wells without influences of confined phonons can be 
written as: 
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In Eqs.(12) we can see that the formula of the nonlinear absorption coefficient easy to 
come back to the case of linear absorption when the intensity (Eo) of external 
electromagnetic wave reaches to zero which was calculated Kubo – Mori method (Bau & 
Phong, 1998).  
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2.3 Numerical results and discussion 
In order to clarify the mechanism for the nonlinear absorption coefficient of a strong 
electromagnetic wave in a quantum well with case of confined, in this section, we will 
evaluate, plot and discuss the expression of the nonlinear absorption coefficient for a 
specific quantum well: AlAs/GaAs/AlAs. We use some results for linear absorption in 
(Bau&Phong, 1998) to make the comparison. The parameters used in the calculations are as 
follows (Pavlovich, 1978): εo=12.5; 12.9,oχ =  10.9,χ∞ =  23 310 ,on m−=  0100 ,L A=  

*
om 0.067m ,= om =9.1.10-31Kg, kB=1.3807×10-23, Ω = 2.1014 s−1, , 36.25m q o meVω ω

⊥
≈ =  . 

Fig. (1-2) show the nonlinear and the linear absorption coeffcients in quantum wells in the 
presence of an external magnetic field for the case of confined electron - optical phonon 
scattering. The dependence of the absorption coeffcient on the frequency Ω of an external, 
strong electromagnetic wave and on the cyclotron frequency ΩB for the case of an external 
magnetic field has one main maximum and several neighboring secondary maxima. The 
further away from the main maximum, the secondary one is the smaller. But in case of 
absence of an external magnetic field, there are only two maxima of nonlinear absorption 
coeffcient (Bau et al., 2010). When we consider case Eo = 0 and m reaches to zero, the 
nonlinear result with case confined phonon, will turn back to the linear result with case of 
unconfined phonons which was calculated by using another method the Kubo - Mori 
method (Bau&Phong, 1998). 
 

 
Fig. 1. The dependence of nonlinear absorption coefficient on Ω  in case of confined phonons 

Another point is that the absorption coeffcient in the presence of an external magnetic field 
is smaller than that without a field (Bau et al., 2010) because in this case, the number of 
electrons joining in the absorption process is limited. In addition, the Landau level that 
electrons can reach must be defined. In other word, the index of the Landau level that an 
electron can reach to after the absorption process must satisfy the condition: 

2 2
2 2

2( ' ) 0
2 * B on n M

m L
π ω− + Ω − + Ω =     
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This is different from that for normal bulk semiconductors (index of the Landau level that 
electrons can reach after the absorption process is arbitrary), therefore, the dependence of 
the absorption coeffcient on ΩB and Ω is not continuous. 
 

 
Fig. 2. The dependence of absorption coefficient on BΩ  in case of confined phonons 

 

 
Fig. 3. The dependence of nonlinear absorption coefficient on Ω  in case of unconfined 
phonons 
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Fig. 4. The dependence of absorption coefficient on BΩ  in case of unconfined phonons 
 

 
Fig. 5. The dependence of nonlinear absorption coefficient on L in case of confined phonons 
(m=1, m=3) 

Fig. (3-4) show the nonlinear and the linear absorption coeffcients in quantum wells in the 
presence of an external magnetic field for the case of unconfined phonons (Bau et al.,  2009). 
All figs show that the confinement of optical phonons have effected much strongly on 
absorption coeffcients. There is difference in the spectrum of absorption coeffcients in case 
confined phonons from its in case unconfined phonons. In fig.(1), the density of 
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resonancepeaks is greater and the value of absorption coeffcients is higher than its with case 
unconfined phonons (fig.3) in both of the nonlinear and the linear absorption. In fig.4, some 
of resonance peaks have changed these position. These points are quite similar to case of 
confined phonons with out influence of an external magnetic field (Bau et al., 2010). 
 

 
Fig. 6. The dependence of nonlinear absorption coefficient on T and Eo in case of confined 
phonons (m=1, m=2) 

In fig.5, the dependence of the nonlinear absorption coeffcient on the quantum well's width 
has several maxima while each curve has one maximum peak in absence of a magnetic field 
(Bau et al., 2010). Fig.6 shows the dependence of the nonlinear absorption coeffcient on T 
and Eo. Both of fig.(5,6) show that the absorption coeffcient depends much strongly on 
quantum number m characterizing confined phonons, it gets greater when m increases. 

3. Effect of magnetic field on nonlinear absorption of a strong 
electromagnetic wave in a doped superlattice 
3.1 Calculations of the nonlinear absorption coefficient of a strong electromagnetic 
wave by confined electrons in a doped superlattice in the presence of a magnetic field 
with case of confined phonons 
In doped superlattices, in the presence of an external magnetic field, the confined electron 
energy takes the simple form: 
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is the frequency plasma caused by donor doping concentration,  Dn is 

the doping concentration. The electron form factor  , '
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n nI  can be written as: 
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Here ( )n zφ  is the eigenfunction for a single potential which compose the doped 
superlattices potential, d is the doped superlattices  period, N1 is the number of doped 
superlattices period. 
The electron distribution function in doped superlattices can be written as Eq.(8) with the 
electron energy spectrum and the electron form factor in Eq. (13) and Eq.(14). We insert the 
expression for n ,N ,kn (t)

⊥
  for a doped superlattice into the expression for j (t)⊥


 and then 

insert the expression for j (t)⊥


 into the expression for α  in Eq.(9). Using the properties of 

Bessel function and realizing the calculations, the time - independent component of the 
electron distribution function and the confined electron-confined optical phonon interaction 
constants, we can calculate to obtain expression of the carrier current density and the 
nonlinear absorption coefficient of a strong electromagnetic wave by confined electrons in a 
doped superlattice. We obtain the explicit expression of α  in a doped superlattice for the 
case electron-optical phonon scattering: 
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In Eq. (15), it’s noted that we only consider the absorption close to its threshold. In the 
case, the condition og ω εΩ − <<  must be satisfied (Pavlovich & Epshtein, 1977). The 
formula of the nonlinear absorption coefficient contains the quantum number m 
characterizing confined phonons. When quantum number m characterizing confined 
phonons reaches to zero, the expression of the nonlinear absorption coefficient for the case 
of absorption close its threshold in a doped superlattice in case of unconfined phonons 
can be written as: 
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Here,  
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The term in proportion to quadratic intensity of a strong electromagnetic wave tend toward 
zero, the nonlinear result in Eqs.(16), will turn back to the linear case which was calculated 
by another method the Kubo – Mori (Bau et al., 2002). 

3.2 Numerical results and discussion 
In order to clarify the mechanism for the nonlinear absorption of a strong electromagnetic 
wave in a doped superlattices, in this section, we will evaluate, plot and discuss the 
expression of the nonlinear absorption coefficient for the case of a specific doped 
superlattices  n-GaAs/p-GaAs. We use some results for nonlinear absorption in case absence 
of external magnetic field (Bau et al., 2010) to make the comparison. The parameters used in 
the calculations are as follows: χ∞ = 10,9; oχ  = 12,9; no = 1023m-3; εo=12.5;  m* = 0,067mo, d = 
800A0 being the doped superlattices period, , 36.25m q o meVω ω

⊥
≈ =  ;     Ω= 5.5.1013 s-1, T = 

300 K, e = 2.07e0, eo = 1.6.10-19C.  
Fig.7 and fig.8 show the dependence of nonlinear absorption coefficient α  in doped 
superlattices on the intensity, Eo, of the electromagnetic wave is strong for the two cases 
present and absent magnetic field. Graph shows, the absorption coefficient dependency 
strong and nonlinear on the intensity Eo of electromagnetic waves. When the intensity of Eo 
increases, the absorption coefficient also increased rapidly. However, for the case present 
external magnetic field, the value of the nonlinear coefficient absorption larger than when 
absent external magnetic field. 
 

 
Fig. 7. The dependence of α on the Eo  (Absence of an external magnetic field) 
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Fig. 8. The dependence of α on the Eo (Presence of an external magnetic field) 

Fig.9 and fig.10 are the results from the survey of absorption coefficient on temperature and 
concentration of concentration doped. Graph shows absorption coefficient is also 
dependence strong and nonlinear on temperature T and concentration doped Dn . For both 
cases present and absent magnetic field, nonlinear absorption coefficient increased, when 
the temperature and the concentration doped of the system increases. Causes of this 
phenomenon: when the temperature and the concentration doped of system increases, 
leading to increased particle density, increased stimulation resulting vibrations in the 
material particles so that absorption coefficient of electromagnetic waves increased. 
 

 
Fig. 9. The dependence of α on the Dn  and T (Absence of an external magnetic field) 
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Fig. 10. The dependence of α on the Dn  and T (Presence of an external magnetic field) 

Fig.11 and fig. 12 show the dependence of the nonlinear absorption coefficient α  on the 
energy Ω  in doped superlattices of an external strong electromagnetic wave for the cases 
two absent and present magnetic field. Graphs show clearly the difference between them.  
 

 
Fig. 11. The dependence of α on the Ω  (Absence of an external magnetic field) 

In fig.11, energy absorption spectrum have one resonance peak in case absence of magnetic 
field, but in fig.12, energy absorption spectrum is interrupted in the case presence of 
magnetic field. The absorption coefficient strong increases more in the case absence of 
magnetic field. The line spectrum formation of absorption coefficient in fig.12 clearly shows 
the influence of magnetic field on the absorption coefficient of strong external 
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electromagnetic waves. This difference can be explained: in the presence of a magnetic field, 
the energy spectrum of electronic is interruptions. In addition, the Landau level that 
electrons can reach must be defined. In other word, the index of the absorption process must 
satisfy the condition:  

 ( ) ( )' ' 0p B on n N Nω ω− + Ω − + − Ω =      (17) 

in function Delta – Dirac. This is different from that for case absent a magnetic field (index of 
the landau level that electrons can reach after the absorption process is arbitrary), therefore, 
the dependence of the absorption coefficient α  on  Ω  is not continuous. 
 

 
Fig. 12. The dependence of α on the Ω  (Presence of an external magnetic field) 

4. Effect of magnetic field on nonlinear absorption of a strong 
electromagnetic wave in a cylindrical quantum wire 
4.1 The electron distribution function in a cylindrical quantum wire in the presence of 
a magnetic field with case of confined phonons 
We consider a wire of GaAs with a circular cross section with radius R and length Lz 
embedded in AlAs. The carries (confined electrons) are assumed to be confined by infinite 
potential barriers and free along the wire’s axis (Oz). A constant magnetic field with the 
magnitude B


 is applied parallel to the axis of wire. In the case, the Hamiltonian is given by 

(Bau & Trien, 2010): 

( )
z z zz z

zz
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 
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 ( ) ( )z z zz z z
z

z

m,k m,k
q n ,n ' ' N,N ' m,k ,q m,k ,qn ', ',N ',k q n , ,N,k

m,kn ', ',N ',k
n , ,N,q

C I J u a a b b+ +
+ +        

 

  (18) 

Where the sets of quantum numbers ( n, ,N ) and ( n ', ',N' ), characterizing the states of 
electron in the quantum wire before and after scattering with phonon; ( )n , ,N ,k n , ,N ,kz z

a a+  
 

is the 
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creation (annihilation) operator of a confined electron; zk


 is the electron wave vector (along 
the wire’s z axis); ( )m ,k ,q m ,k ,qz z

b b+    is the creation operator (annihilation operator) of a 
confined optical phonon for state have wave vector zq ; m,k,qz

ω   is the frequency of confined 
optical phonon, which was written as (Yu et al., 2005; Wang et al., 1994):  

( )2 2 2 2 2
m ,k ,q 0 z m,kq + qω ω β= − , with β  is the velocity in cylindrical quantum wire and 0ω  is the 

frequency of optical phonon; (m, k) are quantum numbers characterizing confined phonons; 
the electron form factor m ,k

n ,n ' 'I    can be written from (Li et al., 1992): 

 
R

m,k
n ,n m,k m,k n , n ,n n2

0

2I (q ) J (q R). (r). (r).rdr
R

∗
′ ′ ′ ′′−= ψ ψ        (19)  

The electron-optical phonon interaction constants can be taken as: 

 ( )2m ,k 2 2 2
q o o o z m ,kz

C e . 1 / 1 / / 2V (q q )π ω χ χ ε∞= − +     (20) 

Here V is the normalization volume, εo is the permittivity of free space, χ∞ and χo are the 
high and low-frequency dielectric constants, 2

m ,kq  can be written from (Yu et al., 2005; Wang 
et al., 1994): 

 

1

m
k
m
k

   when m = 0
h    when  m = 2s +1; s = 0,1,2...
g    when   m  = 2s   ; s = 1,2,3... 

k

m,k

x / R

q / R

/ R




= 



 ,  (21) 

and JN,N’(u) takes the form (Suzuki et al., 1992; Generazio et .al, 1979; Ryu et al., 1993; 
Chaubey et al., 1986):  

    ( ) ( )( ) ( )' '
.2 2

,
. z ziq k

z c z z N z c zN N N
J u dr r a k q e r a kφ φ

+∞

−∞

= − − −
       (22) 

Here φN(x) represents the harmonic wave function. 
When the magnetic field is strong and the radius R of wires is very bigger than cyclotron 
radius ac, the electron energy spectra have the form: 

 
2 2

z
Bn , ,N,kz

k n 1N
2m 2 2 2

ε ∗
 = + Ω + + + 
 




   with N 0,1,2,...=   ,   (23) 

In order to establish analytical expressions for the nonlinear absorption coefficient of a 
strong electromagnetic wave by confined electrons in cylindrical quantum wire, we use the 
quantum kinetic equation for particle number operator of electron 

( )n , ,N ,k n , ,N,k n , ,N ,kz z z t
n t a a+=  

   : 
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∂
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  

      (24) 

Where 
t

ψ  is the statistical average value at the moment t and ( )
t

Tr Wψ ψ
∧ ∧

=  ( W
∧

 being 
the density matrix operator). Starting from the Hamiltonian Eq. (18) and using the 



  
Behaviour of Electromagnetic Waves in Different Media and Structures 290 

commutative relations of the creation and the annihilation operators, we obtain the 
quantum kinetic equation for electrons in cylindrical quantum wire in the presence of a 
magnetic field with case of confined phonons:  
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 (25) 

where Jg(x) is the Bessel function, m is the effective mass of the electron, ,qz
Nλ  is the time - 

independent component of the phonon distribution function, ( ),kz
n tγ

  is electron 
distribution function in cylindrical quantum wire and the quantity δ  is infinitesimal and 
appears due to the assumption of an adiabatic interaction of the electromagnetic wave; 

n, ,N;γ =   n , ,N ;γ ′ ′ ′ ′=   m,k.λ =  
It is well known that to obtain the explicit solutions from Eq. (25) is very difficult. In this 
paper, we use the first - order tautology approximation method (Pavlovich & Epshtein, 
1977; Malevich & Epstein, 1974; Epstein, 1975) to solve this equation. In detail, in Eq. (25), 
we use the approximation: 

,k ,k ',k q ',k qz z z z z z
n (t ) n  ;  n (t ) nγ γ γ γ± ±

′ ′≈ ≈     .  
where 

,kz
nγ

  is the time - independent component of the electron distribution function in 
cylindrical quantum wire. The approximation is also applied for a similar exercise in bulk 
semiconductors (Pavlovich & Epshtein, 1977; Malevich & Epstein, 1974). We perform the 
integral with respect to t. Next, we perform the integral with respect to t of Eq. (25). The 
expression of electron distribution function can be written as: 
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From Eq.(26) we see that the electron distribution function depends on the constant in the 
case of confined electron – confined phonon interaction, the electron form factor and the 
electron energy spectrum in cylindrical quantum wire. Eq.(26) also can be considered a 
general expression of the electron distribution function in cylindrical quantum wire with the 
electron form factor and the electron energy spectrum of each systems. 

4.2 Calculations of the nonlinear absorption coefficient of a strong electromagnetic 
wave by confined electrons in a cylindrical quantum wire in the presence of a 
magnetic field with case of confined phonons 
The nonlinear absorption coefficient of a strong electromagnetic wave α in a cylindrical 
quantum wire take the form similary to Eq.(9): 

 ( )z o2 t
o

8 j t E sin t
c E∞

πα = Ω
χ

 
     (27) 

where 
t

X  means the usual thermodynamic average of X at moment t, ( )A t


is the vector 
potential, Eo and Ω is the intensity and frequency of electromagnetic wave. The carrier 
current density formula in a cylindrical quantum wire takes the form similary to in 
(Pavlovich & Epshtein, 1977): 
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Because the motion of electrons is confined along the (x, y) direction in a cylindrical 
quantum wire, we only consider the in - plane z current density vector of electrons, zj (t)


. 

Using Eq. (28), we find the expression for current density vector: 
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We insert the expression of ( ),kz
n t

γ
  into the expression of zj (t)


 and then insert the 

expression of zj (t)


 into the expression of α  in Eq.(27). Using property of Bessel function 
( ) ( ) ( )k 1 k 1 kJ x J x 2kJ x / x+ −+ = , and realizing calculations, we obtain the nonlinear absorption 

coeffcient of a strong electromagnetic wave by confined electrons in cylindrical quantum 
wire with case of confined phonons: 
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   (30) 

We only consider the absorption close to its threshold because in the rest case (the 
absorption far away from its threshold) α  is very smaller. In the case, the condition 

ogΩ − ω << ε  must be satisfied (Pavlovich & Epshtein, 1977). We restrict the problem to the 
case of one photon absorption and consider the electron gas to be non-degenerate: 
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By using the electron - optical phonon interaction factor, the Bessel function and the electron 
distribution function, from the general expression for the nonlinear absorption coefficient of 
a strong electromagnetic wave in a cylindrical quantum wire Eq.(30), we obtain the explicit 
expression of the nonlinear absorption coefficient α in cylindrical quantum wire for the case 
confined electron-confined optical phonon scattering: 
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    (31) 

Where C1(M), C2(M) are functions of M: 
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and  QRA  is written as: 
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From analytic expressions of the nonlinear absorption coefficient of a strong electromagnetic 
wave by confined electrons in cylindrical quantum wire with infinite potential in the 
presence of a magnetic field (Eq.31), we can see that quantum numbers (m, k) characterizing 
confined phonons reaches to zero, the result of nonlinear absorption coefficient will turn 
back to the case of unconfined phonons (Bau & Trien, 2010): 
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with 
2 2B

n ,n ' '2
o o

e k T 1 1A I ;
8 V ∞

 
= − π ε χ χ 

   which n ,n ' 'I    is written as in (Bau & Trien, 2010) 

4.3. Numerical results and discussion 
In order to clarify the results that have been obtained, in this section, we numerically 
calculate the nonlinear absorption coefficient of a strong electromagnetic wave for a 
GaAs=GaAsAl cylindrical quantum wire. The nonlinear absorption coefficient is considered 
as a function of the intensity Eo and energy of strong electronmagnet wave, the temperature 
T of the system, and the parameters of cylindrical quantum wire. The parameters used in the 
numerical calculations (Bau&Trien, 2010) are εo=12.5,χ∞= 10.9, χo=  13.1, m = 0.066mo, mo 
being the mass of free electron, m,k,q 36.25meV 

zoω ω≈ =  , kB = 1.3807×10-23j/K, no = 1023m-

3, e = 1.60219 ×10-19C, ћ = 1.05459 × 10-34j/s. 
Fig. (13,14) shows the dependence of nonlinear absorption coefficient of a strong 
electromagnetic wave on the radius of wire. It can be seen from this figure that α 
depends strongly and nonlinear on the radius of wire but it does not have the maximum 
value (peak), the absorption increases when R is reduced. This is different from the case 
of the absence of a magnetic field. Fig. (13) show clearly the strong effect of confined 
phonons on the nonlinear absorption coefficient, It decreases faster in case of confined 
phonons. 
Fig. (15) presents the dependence of nonlinear absorption coefficient on the electromagnetic 
wave energy at different values of the temperature T of the system. It is shown that 
nonlinear absorption coefficient depends much strongly on photon energy but the spectrum 
quite different from case of unconfined phonons (Bau&Trien, 2010). Namely, there are more 
resonant peaks appearing than in case of unconfined phonons and the values of resonant 
peaks are higher. These sharp peaks are demonstrated that the nonlinear absorption 
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coefficient only significant when there is the condition. This means that α depends strongly 
on the frequency Ω of the electromagnetic wave. 
 

 
Fig. 13. The dependence of nonlinear absorption coefficient on R and T in case of confined 
phonons 
 

 
Fig. 14. The dependence of nonlinear absorption coefficient on R and T in case of unconfined 
phonons 
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Fig. 15. The dependence of nonlinear absorption coefficient on Ω  and T in case confined 
phonons 

 

 
Fig. 16. The dependence of nonlinear absorption coefficient on Ω  and T in case unconfined 
phonons 

It can be seen from this figure that nonlinear absorption coefficient depends strongly and 
nonlinearly on T, α is stronger at large values of the temperature T. 
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Fig. 17. The dependence of nonlinear absorption coefficient on R and m,k in case confined 
phonons 

 

 
Fig. 18. The dependence of nonlinear absorption coefficient on BΩ  and m,k in case 
confined phonons 
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Fig. 17 shows the dependence of nonlinear absorption coefficient on intensity E0 of 
electromagnetic wave in case confined phonons. It can be seen from this figure that α 
depends strongly and nonlinearly on E0. α is stronger at large values of the intensity E0 of 
electromagnetic wave. 
Fig. 18 presents the dependence of α on the cyclotron energy ( BΩ ) of the magnetic field. It 
can be seen from this figure that there are same resonance peaks at different values of 
cyclotron frequency BΩ . The nonlinear absorption coefficient only significant at these 
resonance peaks. Based on this result we make the following remarks: The index of Landau 
level N’ which electrons can move to after absorption. Only at these peaks, strong 
electromagnetic wave is absorbed strongly. In addition, the density of resonance peaks is 
very high in the region where ΩB < Ω, corresponding to the weak magnetic field B


, but this 

density is low when B


 increases. These resonance peaks, reflect the effect of quantum 
magnetic field on the quantum wire. When the magnetic field is stronger, the peaks is more 
discrete, the influence of the magnetic field is shown more clearly. 
Fig. (17,18) show that nonlinear absorption coefficient depends much strongly on quantum 
numbers characterizing confined phonons (m, k), it increases fllowing (m,k). It mean that 
the confined phonons have huge effect on nonlinear absorption coefficient of a strong 
electromagnetic wave in cylindrical quantum wire. 

5. Conclusion 
In this chapter, the nonlinear absorption of a strong electromagnetic wave by confined 
electrons in low-dimensional systems in the presence of an external magnetic field is 
investigated. By using the method of the quantum kinetic equation for electrons, the 
expressions for the electron distribution function and the nonlinear absorption coefficient in 
quantum wells, doped superlattics, cylindrical quantum under the influence of an external 
magnetic field are obtained. The analytic results show that the nonlinear absorption 
coefficient depends on the intensity E0 and the frequency Ω of the external strong 
electromagnetic wave, the temperature T of the system, the cyclotron frequency, the 
quantum number characterizing confined phonons and the parameters of the low-
dimensional systems as the width L of quantum well, the doping concentration nD in doped 
superlattices, the radius R of cylindrical quantum wires. This dependence are complex and 
has difference from those obtained in case unconfined phonon and absence of an external 
magnetic field (Pavlovich & Epshtein, 1977), the expressions for the nonlinear absorption 
coefficient has the sum over the quantum number of confined electron-confined optical 
phonon and contain the cyclotron frequency. All expressions for the nonlinear absorption 
coefficient turn back to case of unconfined phonon and absence of an external magnetic field 
if the quantum number and the cyclotron frequency reaches to zero. 
The numerical results obtained for a AlAs/GaAs/AlAs quantum well, a n-GaAs/p-GaAs 
doped superlattice, a GaAs/GaAsAl cylindrical quantum show that α depends strongly and 
nonlinearly on the intensity E0 and the frequency Ω of the external strong electromagnetic 
wave, the temperature T of the system, the cyclotron frequency, the quantum number 
characterizing confined phonons and the parameters of the low-dimensional systems. The 
numerical results shows that the confinement effect and  the presence of an external 
magnetic field in low dimensional systems has changed significantly the nonlinear 
absorption coefficient. The spectrums of the nonlinear absorption coefficient have changed 
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in value, densty of resononlinear absorption coefficiente peaks, position of resononlinear 
absorption coefficiente peaks. Namely, the values of nonlinear absorption coefficient is 
much higher, densty of resononlinear absorption coefficiente peaks is bigger. 
In addition, from the analytic results, we see that when the term in proportion to a quadratic 
in the intensity of the electromagnetic wave (Eo)(in the expressions for the nonlinear 
absorption coefficient of a strong electromagnetic wave) tend toward zero, the nonlinear 
result will turn back to a linear result (Bau & Phong, 1998; Bau et al., 2002; 2007).  
The nonlinear absorption in each low-dimensional systems in the presence of an external 
magnetic field is also quite different, for example, the nonlinear absorption coefficient in 
quantum wires is bigger than those in quantum wells and doped superlattices. 
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1. Introduction 

This article examines the conditions under which transverse electromagnetic (TEM) waves 
exist in a sourceless medium. It shows that TEM waves can be classified according to 
whether their Poynting vector is identically zero or nonzero. The former are non 
propagating TEM standing waves with E H  and the latter are TEM traveling and standing 
waves with ⊥E H . The Chiral general condition under which TEM standing waves with 
E H  exist is derived. The behavior of these waves under Lorentz transformations is 

discussed and it is shown that these waves are lightlike and that their fields lead to well-
defined Lorentz invariants. Two physical examples of these standing waves are given. 
The first example is about the Dirac Equation for a free electron, which is obtained from the 
Maxwell Equations under the Born Fedorov approach, ( (1 )Tε= + ∇×D E ), and 
( (1 )Tμ= + ∇×B H ).  Here, it is hypothesized that an elementary particle is simply a standing 
enclosed electromagnetic wave with a half or whole number of wavelengths ( λ ). For each 
half number of λ  the wave will twist 180° around its travel path, thereby giving rise to 
chirality. As for photons, the Planck constant (h) can be applied to determine the total 
energy (E): /E nhc λ= , where n = 1/2, 1, 3/2, 2, etc., and c is the speed of light in vacuum. 
The mass m can be expressed as a function of λ , since 2E mc=  gives /m nh cλ= , from the 
formula above. This result is obtained from the resulting wave equation which is  reduced to 
a Beltrami equation (1 / 2 )T∇ × = −E E  when the chiral factor T  is given by /T n mc=  . The 
chiral Pauli matrices are used to obtain the Dirac Equation. 
The second example is on a new interpretation of the atomic spectra of the Hydrogen atom. 
Here we study the energy conversion laws of the macroscopic harmonic LC oscillator, the 
electromagnetic wave (chiral photon) and the hydrogen atom. As our analysis indicates that 
the energies of these apparently different systems obey exactly the same energy conversion 
law. Based on our results and the wave- particle duality of electron, we find that the atom in 
fact is a natural microscopic LC oscillator. 
In the framework of classical electromagnetic field theory we analytically obtain, for the 
hydrogen atom, the quantized electron orbit radius 2

n or a n= , and quantized energy 
2/n HE R hc n= − , (n = 1, 2, 3, · · ·), where 0a   is the Bohr radius and HR  is the Rydberg 
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constant. Without the adaptation of any other fundamental principles of quantum 
mechanics, we present a reasonable explanation of the polarization of photon,selection rules 
and Pauli exclusion principle. Our results also reveal an essential connection between 
electron spin and the intrinsic helical movement of electron and indicate that the spin itself 
is the effect of quantum confinement.  

2. Chiral Transverse Electromagnetic standing waves with E H  

This section provides the basis for reexamining the electromagnetic model of the electron, 
which is developed in others sections appearing in the present paper.  
The solutions of Maxwell’s equations of common interest are concerned with the 
propagation of electromagnetic (EM) energy in the form of transverse electromagnetic 
(TEM) waves in free space, material media, and transmission lines as well as transverse 
electric and magnetic waves in waveguides.  Such solutions are characterized by the 
orthogonality of the electric field E  and the magnetic flux density H : i.e., ⊥E H .  An 
examination of many senior undergraduate and graduate electrodynamics textbooks 
[Jackson,  1975; Marion & Herald, 1980;  Stratton, 1941; Panofsky & Phillips, 1955;  Cook, 
1975;  Reitz & Milford, 1967;  Lorrain & Corson, 1970;   Portis, 1978;   Smythe, 1950; Purcell, 
1965] reveals that there is very little discussion of the conditions under which TEM standing 
waves exist. Textbooks with more of an engineering emphasis [Ramo et al., 1965.; Jordan & 
and Balmain, 1968.; Bekefi. & Barrett, 1977.; Shadowitz, 1975.; Rao, 1977], generally discuss 
standing waves in the context of the measurement of the voltage standing-wave ratio for 
transmission lines [Rao, 1977]. At the first time a work by Chu and Ohkawa [Chu & and  
Ohkawa,  1982] shows that a class of TEM waves with E H  exists, also, Zaghloul et al. 
[Zaghloul, et al.,1988] have derived the general conditions under which we have TEM 
waves with E H . From here, that it is useful to classify TEM waves according to whether 
their Poynting vector is identically zero or nonzero. The former are E H  standing waves 
and the latter are traveling and standing TEM waves with ⊥E H  and E H . Using the Born 
Fedorov formalism [Torres-Silva,  2008], this article provides a discussion of the physical 
properties of TEM standing waves with E H in connection with the interaction matter 
waves from its basic principles. It also suggests that E H  standing waves can be generated 
by the superposition of waves traveling in opposite directions and that the electromagnetic 
density of these standing waves somehow plays the same role in electrodynamics that the 
rest mass plays in relativistic dynamics. The background assumed in this article is that of a 
senior undergraduate physics or electrical student. It is hoped that this article will 
encourage instructors of electrodynamics courses to include a discussion of E H  TEM 
standing waves. 
In this article, SI units are used. Vectors are denoted by bold letters. Other notational 
definitions are given as required. 

2.1 Solutions of Maxwell’s equations in a sourceless medium 
Under the Born-Fedorov, constitutive relations between D , E , B , H  are [Torres-Silva,  
2008] 

 (1 )Tε + ∇×0D = E , (1 )Tμ + ∇×0B = H  (1a) 
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In such a representation (BF), rotation terms are added to the basic constitutive relation 
whose chiral coefficients Tε or Tμ �can be either positive or negative for two stereoisomer 
structures. Solving the constitutive relation together with Maxwell’s equations, we can 
easily get two eigenwaves, which are left and right circularly polarized with different 
wavevectors. The Maxwell’s equation are 

 
(1 )

0
T
c t

∂ + ∇×∇ × + =
∂

HE , 
(1 )

0
T

c t
∂ + ∇×∇ × =

∂
EH -  (1b) 

 0∇ =D , 0∇ =B  (1c) 

since 2
0 01 c ε μ= , where c is the speed of light in vacuum and 0ε , 0μ and T (meter) are the 

vacuum permittivity, permeability, and the scalar chiral factor respectively.  
Considering time variation as 0i te ωE E  etc, the solution of Eqs. (1a)-(1c) can be obtained 
such that 

 2 2 2 1 2 2 1
0 0 0 0 0 0(1 ) 2 ((1 ) 0k k k T T k Tω μ ε− −∇ − + − ∇ × =2E + E E ,   (2a) 

 2 2 2 1 2 2 1
0 0 0 0 0 0(1 ) 2 ((1 ) 0k k k T T k Tω μ ε− −∇ − + − ∇ × =2H + H H  (2b) 

Due to the chiral scalar 0T ≥ or  0T ≤ , a general TEM solution of Eq. (2a) can be expressed 
in the form due to d’Alembert [Smythe, 1950], 

 ( ) ( ) ( )r,t η ξ+ −= +E E E , (3) 

where ( ) ( )3

1 ii i
Eη η+ +=

= lE , ( ) ( )3

1 ii i
Eξ ξ− −=

= lE , 0k r tη ω≡ − , 0k r tξ ω≡ + , and l i  are 
mutually orthogonal unit vectors in an arbitrary orthogonal coordinate system.  Notice that 
the most general TEM solution of Eq. (2a or 2b) is a sum of solutions of the form of Eq. (3a) 
over all possible propagation vectors, k.  Here, k and ω , the angular frequency, are related 
by 2 2 2

0 0k cω= . The two solutions of Eq. (2a or 2b) given by Eq. (3a) can be considered as the 
vector electromagnetic field of two TEM waves traveling in opposite directions, i.e., energy 
propagation takes place in two opposite directions.  In general, there is more energy flow in 
one direction than in the other so there is net energy flow in one direction.  Such a TEM 
wave is called a traveling wave.  In the special case where the energy propagated in one 
direction is equal to that propagated in the opposite direction, there is no net energy flow in 
the medium and the sum of the two TEM waves form what is generally known as a 
standing wave.  Mathematically, the amount of energy density propagated is proportional 
to the magnitude of the Poynting vector [Marion & Herald, 1980] S , where 

 ∝ ×S E H . (4) 

The condition for a standing wave is that the time average of S  vanishes .  This can be 
achieved if (i) S  is zero all the time everywhere in the region of space under consideration, 
i.e., ( )r, 0t =S , or (ii) S  changes sign with time and has a zero time average, i.e., 

( )av
r, 0t =S .  Examination of Eq. (4) shows that 0=S  if either E  or H  is zero (the cases of 

electro- and magnetostatics) or if E H . In this last case,  a particular solution of Eq. (2a, 2b) 
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is when 2 2
0 1k T = , where we have the condition  E H , and iηE = H , so we find the 

Beltrami force free equation 2 0T+ ∇ × =E E  and the vector Poynting vanishes. 
This means that for time-varying fields (i) leads to TEM standing waves with E H  whereas 

(ii) leads to the more familiar TEM standing waves with ⊥E H .The fact that ( )r, 0t =S , for 

time-varying fields leads to E H and TEM standing waves will be used to derive the 
general conditions and connection to derive the Dirac equation. 
The derivation of the general conditions for the existence of TEM standing waves with 
E H  was given first in a condensed form by [ Zaghloul, et al.,1988].  Our derivation can be 

simplified by assuming that 2 2
0(1 ) 0k T tφ∇ + ∂ ∂ = A+ ,. If 2 2

0 1k T = , 0tφ∂ ∂ = , and 0φ∇ = .  
This is equivalent and consistent with the  choice of the Lorentz gauge.  
In our approach if only if 1kT = ± , then we have TEM standing waves with E H . Here, T is 
a chiral scalar factor.  This approach defines a class of E H  TEM standing waves that may 
be characterized by the fact that the chiral vector potential F  satisfies the equation 
∇ × kF = F  as has been shown by [Torres-Silva, 2008]. An example of a vector potential 
satisfying ∇ × kF = F  with E H fields 

 ( ) ( )0r, sin ,cos ,0 cost F kz kz tω=F , (5) 

 ( ) ( )0r, sin ,cos ,0 sint F kz kz tω ω=E , (6) 

 ( ) ( )0r, sin ,cos ,0 cost F kz kz tη ω=H . (7) 

This solution corresponds to two circularly polarized waves [Chu & and  Ohkawa,  1982] 
propagating opposite to each other in such a way that their Poynting vectors are cancelled 
out, so = iηE H . Therefore, a single helical photon with energy ω  carries a magnetic 

helicity of c . 

2.2 Physical properties of E H  TEM standing waves 
The TEM waves with E H  do not propagate, and hence are standing waves.  It has been 
shown earlier that they are characterized by ( )r, 0t =S . This means that there is no energy 
transfer between any two points in space at any time.  How such waves can be generated 
and maintained in some region of space is an interesting question.  One answer is that they 
are due to the superposition os waves traveling in opposite directions.  It should be noted 
that for TEM waves with E H , investigation of the direction of E  and H  at any one point 
in space cannot uniquely determine the direction of the propagation vector k . The direction 
of k can be inferred from a consideration of the directions of the fields at different points.  
The two fields E  and H  remain parallel to each other at each point but their direction will 
change from point topoint such that all of these directions lie in parallel planes, the 
transverse planes.  This provides a unique definition of the direction of the propagation 
vector.  It might be more appropriate to use the term wave vector in place of propagation 
vector for these standing waves since they do not propagate. 
If E H  in one Lorentz frame K , then in any other frame K′ , ′E  may not be parallel to 'H .  
Moreover, no frame exists for which ′ ⊥E H' .  This is a direct consequence of the invariance 
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of ⋅E H , which will be discussed in next Sec. The TEM standing waves with E H , like all 
other TEM waves with ⊥E H , keep 2 2

1k η= − 2E H  and 2 2k η= ⋅E H  invariant in all Lorentz 
frames ( /η μ ε= ).  The TEM waves with 1 2 0k k= =  are known as null or pure radiation 
fields . 
Notice that the invariants 1k  and 2k  are also gauge invariant. The EM invariants 1k  and 2k  
can be combined to form another invariant [Zaghloul, et al; Torres-Silva, 2008], 

 

( ) ( )

( )
( )

2 22 2 2 2
1 2

2 22 2

2 2 2

4

4

4

k k

S c

η η

η η

ε

+ = − + ⋅

= + − ×

= −

2

2

E H

E H E H

E H

, (8) 

where ε  is the EM energy density and S  is the Poynting vector. In a reference frame with 
E H and 0=S , 

 2 2 2
1 2 sw4k k ε+ = , (9) 

where swε is the EM standing-wave energy density.  In any other frame, if 0′ ≠S , and 

swε ε′ ≠ , then 

 ( )2 2 2 2 2 2 2 2
1 2 1 2 sw4 4k k S c k kε ε′ ′ ′ ′+ = − = + =  (10) 

or 

 2 2 2 2
swS cε ε′ ′− = . (11) 

Equation (11) states that for any TEM wave, the difference between the square of the EM 
energy density ( ε ′ ) and the square of the magnitude of the Poynting vector ( S′ ) in any 
frame is equal to the square of the EM energy density ( swε ) in the frame for which E H . 
This is true of all EM waves since sw 0ε =  for classical EM traveling waves with ⊥E H  (null 
fields) whilst sw 0ε ≠  for parallelizable fields (generic fields) and for classical standing 
waves with ⊥E H . It should be emphasized that swε is an invariant and that ε  is not an 
invariant [Zaghloul, et al.,1988]. 
Equation (11) can be compared with the expression for the invariant squared magnitude of 
the energy-momentum four-vector pμ  of a particle that is given by [Lorrain & Corson, 1970; 
Torres-Silva, 2008] 

 2 2 2 2 2 4
0c p p E c p m cμ

μ = − = , (12) 

where 2E mc=  is the self-energy, p  is the magnitude of the momentum, 0m  is the rest 
mass, and m  is the mass of the particle.  This similarity suggests that somehow swε  plays 
the same role in electrodynamics that the rest energy of a particle plays in relativistic 
dynamics.  In other words, the generation of E H  TEM standing waves allows the 
localization of electromagnetic energy.  This result for E H  standing waves differs from 
that of ⊥E H  standing waves since the energy oscillates back and forth, for the latter waves, 
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and there exists no Lorentz frame where the energy is static, which is the situation for the 
former waves.  This localization of EM energy could open the door for some very interesting 
possibilities such as the storage (“bottling”) of EM energy using, for example, a laser beam 
to make what could be thought of as a laser battery as well as verifying experimentally if the 
storing of EM energy E in a medium can be associated with an increase of the mass of the 
medium by 0m , where 2

0 2 / 2m E c cT= =  . “Electromagnetic mass” where gravitational 
mass and other physical quantities originate from the electromagnetic field alone. We can 
say that the electromagnetic mass models which are the sources of purely electromagnetic 
origin have not only connection associated with the conjecture of Lorentz but even a physics 
having novel features. 

3. Chiral Dirac equation from electromagnetic standing waves with E H  

The purpose of this section is to (a) derive a two-component force-free Dirac particle 
equation that incorporates all of the physically meaningful information about the particle 
contained in the force-free, four-component Dirac equation, (b) solve that two-component 
equation and, from the resulting two-component wave function, obtain the internal spin of 
the particle, (c) show that the spin and rest mass of the particle are the result of the 
phenomenon described by Schrodinger [Schrodinger, 1930] as Zitterbewegung, and (d) 
demonstrate that the relativistic increase in mass with velocity of the force-free particle is 
due to an increase in the rate of Zitterbewegung with velocity.  
We introduce a new unitary transformation under which, for force-free motion, we obtain 
uncoupled two-component equations which we can identify separately as a particle equation and an 
antiparticle equation. In uncoupling the two equations and solving each equation as separate 
from and unrelated to the other, although that information is still there, hidden in the 
Hamiltonian, since the two equations can be put back together and transformed once again 
into the usual four-component Dirac equation, with a particle solution and an antiparticle 
solution. Our particle and antiparticle spinors are not Weyl or Majorana spinors; 
nevertheless and state that two of our spinors equal one pair of particle and antiparticle 
Dirac spinors. 
The Foldy-Wouthuysen transformation [Foldy & Wouthuysen, 1950] decomposes the Dirac 
equation into two-component states of positive and negative energy. However, as the Foldy-
Wouthuysen transformation does not provide a pair of particle and antiparticle equations. 
For the two-component equation produced by our separation process to be an equation for a 
particle (or for the companion equation to be an equation for an antiparticle), we must be 
able of demonstrating that, like the four-component equation, each of the two-component 
equations obtained leads to a relativistically correct four-vector, the fourth component of 
which is a scalar probability density, with a three-vector describing a probability current. 
For definiteness, throughout most of this section we will refer to the particle under 
consideration as an electron. 
Based on the results of Fues and Hellmann [Fues & Hellmann, 1930], Schrödinger had come 
to the conc1usion that it was not practical to obtain general information about the electron 
by solving the four-component Dirac equation directly, and set out in [Schrodinger, 1930] to 
see what general information could be obtained without direct solutions. Schrodinger 
focused on that aspect of the Dirac equation and introduced the concept of Zitterbewegung 
in an attempt to deal with this problem when obtaining general information about solutions 



Chiral Transverse Electromagnetic Standing Waves  
with E H  in the Dirac Equation and the Spectra of the Hydrogen Atom 

 

307 

to the Dirac equation. In addition to being discussed by Schrödinger in incisive detail in his 
original article [Schrodinger, 1930], Zitterbewegung in the four-component Dirac basis has 
been extensively addressed in books devoted to the the Dirac equation, [Rose, 1961.] and 
[Thaller, 1992] (who summarize Schrödinger's approach), as well as by Hanl and 
Papapetrou [Hanl & Papapetrou, 1940] in a paper that first analyzes Zitterbewegung in 
detail and then attempts to mimic the effects of Zitterbewegung with a mechanical model 
based on a classical point charge. 
The relativistic particle equation in our paper presents an interpretation of Zitterbewegung 
similar to, yet quite different from, the interpretation for the force-free, four-component 
Dirac equation. For the Dirac Hamiltonian Zitterbewegung results from an interference 
between two positive and two negative energy components of the Dirac spinor [Lock, 1979]. 
Solutions of our two-component, force-free equation will be shown to have one positive 
energy component interfering with one negative energy component. In contrast to the 
solutions in the Dirac basis, the concept of the motion of a point has disappeared in our two-
component case, and has been replaced by a density function and an internal motion 
(rotation) of that density function. 
The difference between the interpretation of Zitterbewegung for our two-component particle 
Hamiltonian and for the Dirac Hamiltonian is to be expected, since it has been demonstrated 
that Zitterbewegung has different interpretations after different unitary transformations of 
the Dirac equation [Lock, 1979]. From another perspective, the different interpretation in our 
paper is also to be expected from comparing our result to equation-reduction techniques 
due to Feshbach [Feshbach,  1958]. In particular, whereas the Hamiltonian for the Dirac 
equation is linear in the components of the momentum operator, the Hamiltonian of our 
two-component particle equation is nonlocal. 
The central difference between the two-component relativistic particle equation developed 
in the present section and the four-component Dirac equation is that for the Dirac equation 
the Zitterbewegung is explicit, as demonstrated by Schrödinger. In the case of the two-
component particle equation obtained here, the effect of Zitterbewegung is implicit. Also, as 
Schrödinger noted before demonstrating the utility and importance of the concept of 
Zitterbewegung, information about a Dirac particle described in the usual Dirac basis can be 
difficult to extract. As an example consider Huang’s insight (using the Dirac basis) [Huang, 
2006] into the fact that internal rotation of the Dirac electron is associated with 
Zitterbewegung.  
In many respects, the present section is a direct extension of papers written by Weyl in 1929 
[Weyl, 1929 a;. Weyl, 1929 b; Weyl, 1929 c]. The importance of Weyl in the early 
interpretation of the Dirac equation has been succinctly described by Miller [Miller,1994]. In 
the first of the three papers Weyl asserts that, since the wave function of the electron “can 
only involve two components”, two components of the solution of the Dirac equation 
shou1d be ascribed to the electron and two to the proton [Weyl, 1952]. In light of Weyl’s 
later proof [Dirac, 1931] that negative and positive energy electrons must have the same 
mass, Dirac was led to the concept of the second solution of the Dirac equation being not a 
proton but antimatter, “having the same mass and opposite charge to an electron” 
[Dirac,1928]. However, in our case we have the condition +m, -e, T>0 to the electron and -m, 
+e, T<0 to the positron because for a particle in a rest frame / 2T mc=  . 
As Dirac well understood [Dirac, 1928], a two-component theory linear in the derivatives 
with respect to both the time and spatial coordinates is not possible. However, as we will 
demonstrate, by relaxing the restriction of linearity with respect to derivatives of the spatial 
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coordinates, a two-component equation for the force-free electron is possible, and the 
solutions we obtain to that equation provide the insights that Schrödinger was seeking 
[Torres-silva, 2011]. Moreover, when we obtain the complete solution of the two-component 
equation for the electron, we find significant additional characteristics not apparent in 
solutions of the four-component equation of the Dirac theory of the electron. 
Finally, because in the Dirac basis the chirality operator does not commute with the 
Hamiltonian, it might appear that chirality (handedness, as opposed to the kinematic 
concept of helicity, associated with the labels Lψ  and Rψ ) cannot be a characteristic of a 
Dirac particle with mass. We will use our two-component solutions to demonstrate that this 
would be a false conclusion; for a Dirac particle with mass the usual definition of chirality 
can be replaced by a concept specific to a particle with mass, a concept that we will refer to a 
intrinsic electromagnetic chirality, /2T mc=   with L E

ψ ψ σ= = ⋅
 E  and R H

ψ ψ σ•
•= = ⋅

 H  
explained below. 

3.1 Two-component equations for the electron and anti-electron 
The usual choice of an orthogonal set of four plane-wave solutions of the free-particle Dirac 
equation does not lend itself readily to direct and complete physical interpretation except in 
low energy approximation. A different choice of solutions can be made which yields a direct 
physical interpretation at all energies. Besides the separation of positive and negative energy 
states there is a further separation of states for which the spin is respectively parallel or 
antiparallel to the direction of the momentum vector. This can be obtained from the 
Maxwell’s equation without charges and current in the E H configuration. Dirac's four-
component equation for the relativistic electron is. 

 ˆi DH
t
ψ ψ∂ =

∂
 , (13) 

where: 

 2ˆˆ ( )DH c p mcα β= ⋅ + , (14) 

 
0

, 1,2,3,
0

k
k

k

k
σ

α
σ
 

= = 
 

 (15) 

 
0

0
I

I
β  

=  − 
 (16) 

and I is the two-by-two identity matrix. We now reduce the force-free Dirac equation. 
This Hamiltonian commutes with the momentum vector p̂ , and the usual procedure is to 
seek simultaneous eigenfunctions of H and p.  These eigenfunctions are, however, not 
uniquely determined, and for given eigenvalues of H and p, there remains a twofold 
degeneracy.  In order to resolve this degeneracy we seek a dynamical variable which 
commutes with both H and p̂ . Such a variable is ˆˆ pσ ⋅ , where σ̂ is the matrix Pauli.  It is 
obvious that this variable commutes with p̂ .  To verify that it also commutes with H, we 
write 1 1ˆ ˆ ˆα ρ σ σ ρ= =  and recalling that β  commutes with operator σ̂ , we have 
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 1 1ˆ ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ ˆp p p p p p 0H H c cσ σ ρ σ σ σ ρ σ     ⋅ − ⋅ = ⋅ ⋅ − ⋅ ⋅ =     
     

, (17) 

since 1ρ  commutes with σ̂ . 
We now proceed to find simultaneous eigenfunctions of the commuting variables H, p and 

ˆˆ pσ ⋅ .  We have, since the components of p commute, 

 
2

2ˆˆ p pσ ⋅ = 
 

, (18) 

where p is the magnitude of the momentum vector.  Thus for a simultaneous eigenstate of p̂  
and ˆˆ pσ ⋅ , the value of ˆˆ pσ ⋅  will be +p or –p, corresponding to states for which the spin is 
parallel or antiparallel,  respectively, to the momentum vector. 
A simultaneous eigenfunction of H and p will have the form of a plane wave 

 ( )exp p r , 1,2,3,4j ju i Wt h jψ =  ⋅ −  =  , (19) 

where the jψ  are the four components of the state function and ju  four numbers to be 
determined.  In the argument of the exponential function, p represents the eigenvalues of 
the components of the momentum for this state and E the corresponding eigenvalue of H.  
Then E can have either of the two values. 

 ( )
1
22 4 2 2W m c c pε= ± = ± + . (20) 

We now demand that jψ  be also an eigenfunction of ˆˆ pσ ⋅  belonging to one of the eigenvalues 
pE , say, where p p= ±E .  Employing the usual matrix representation for σ̂ , we have 

 

0 0
0 0

ˆˆ
0 0
0 0

z x y

x y z

z x y

x y z

p p ip
p ip p

p
p p ip

p ip p

σ

− 
 + − ⋅ =
 −
 + − 

. (21) 

In the above matrix, xp , yp , and zp  are operators, but since this matrix is to operate on an 
eigenfunction of p, the operators can be replaced by their eigenvalues.  We shall, without 
risk of confusion, use the same symbols for the eigenvalues as for the corresponding 
operators. 
The eigenvalue equation is 

 ˆˆ p pσ ψ ψ⋅ = E , (22) 

Since W can be given either of the two values ε±  and pE , the two values p± , we have 
found for given p four linearly independent plane wave solutions.  It is easily verified that 
they are mutually orthogonal. 
The physical interpretation of the solutions is now clear.  Each solution represents a 
homogeneous beam of particles of definite momentum p, of definite energy, either ε± , and 
with the spin polarized either parallel or antiparallel to the direction of propagation. 
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3.2 Dirac equation deduced from Maxwell’s equations with E H  
Following our first section Transverse electromagnetic standing waves with E H the 
vector potential is 

 ( ) ( ) ( ) ( )1r, Re ri t
k kt e k rω − = + ∇ × AF A   (23) 

will lead to TEM standing waves with E H .  This approach defines a class of E H  TEM 
standing waves that may be characterized by the fact that the vector potential A satisfies the 
equation k∇ × =A A , with /k cω= . Thus we have k∇ × =E E  and k• •∇ × =H H , 
where •H is the complex conjugate of H . If we make the conjecture that the chiral factor T 
considered as a hidden scalar satisfies / 2Tp = ±E , then we can transform k∇ × =E E  as 

 ˆ ˆi k iσ σ⋅∇ × = ⋅E E  (24) 

which can be put as 

 ˆ ˆ ˆ( ) ( )p pσ σ σ⋅ ⋅ = ⋅EE E  (25) 

where we are considered 0∇ ⋅ =E  (no charges), and 

 

0 0
0 0

ˆ
0 0
0 0

z x y

x y z

z x y

x y z

E E iE
E iE E

E E iE
E ie E

σ

− 
 + − ⋅ =  −
  + − 

E  (26) 

The vector function ψ  is given by 

 
2

2

( )

( )

x y

z

x y

z

E E
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c
E E

W mc
c

E E
W mc

ψ

− 
 − 
 

=  − −
− 

 
 − −

− 

E

E
E

E

 (27) 

with 
Wmc

eh
=E , E ω=   and 

2
p T n= ± 

E , where n = 1/2, 1, 3/2, 2  In this case of an electron 

n=1/2, the electric and magnetic fields are 90º out of phase, the energy density swε is 

constant and proportional to 2 2 2 2
04 ( ) 4G i k Fπ η π+ E H , which numerically, we find in SI 

units as 2 2 9 1 1 2
04 (1.3 10 )ck F EE mπ − − −= × . Here, cE is the critical field for electron-positron pair 

production 2 1 18 11.3 10c eE m e Vm− −= ×  (see equations (5,6,7 )of this paper) and [Torres-Silva, 

2011]. Here, it is hypothesized that an elementary particle is simply a standing enclosed 
electromagnetic wave with a half or whole number of wavelengths ( λ ). For each half 
number of λ  the wave will twist 180° around its travel path, thereby giving rise to chirality. 
As for photons, the Planck constant (h) can be applied to determine the total energy (E): 



Chiral Transverse Electromagnetic Standing Waves  
with E H  in the Dirac Equation and the Spectra of the Hydrogen Atom 

 

311 

/E nhc λ= , where n = 1/2, 1, 3/2, 2, etc., and c is the speed of light in vacuum. The mass 

(m) can be expressed as a function of λ , since 2E mc=  gives /m nh cλ= , from the formula 
above. 
In this form we have a close connection between the Dirac Equation and the Maxwell’ 
equations, with a direct and complete physical interpretation in the E H configuration. 
Here we are obtained a clear connection between the Planck constant  , the quiral factor T, 
and the electromagnetic mass m. 
To find the two uncoupled, two-component equations, one for the electron and one for the 
anti-electron (positron), we begin this reduction with the Cini-Touschek transformation 
[Cini & Touschek,  1958]. 

 1ˆ ˆT DH MH M−= , (28) 

where: 

 [ ]expM iS= , (29) 

 
ˆi ˆ arc  cot 

ˆ2
p

S p
p mc

β α   = ⋅     

 
, (30) 

and p̂


 and p̂  are defined by 

 ˆ ˆ ˆˆ ip
x y z

 ∂ ∂ ∂= − + + ∂ ∂ ∂ 
i j k  ; 2 ˆ ˆp̂ p p= ⋅  . (31) 

Under this transformation 

 
2 4

2
2

ˆˆ ˆ
ˆ

D T m c
H H c p

p
α

 
→ = + ⋅ 

 

 
. (32) 

Instead of the transformation M in Eq. (29) we introduce the transformation 

 chiralU N M= , (33) 

where 

 
1
2chiral

I I
N

I I
 

=  − 
 (34) 

in which each component I is the two-by-two identity matrix. 
Now we operate Eq. (25) with i / t∂ ∂ . This reduces the force-free Dirac equation  to the pair 
of uncoupled two-spinor equations 

 
2 4

2
2

ˆi ( ) ( )
ˆ

m c
E c p E

t p
σ σ σ

 ∂ ⋅ = + ⋅ ⋅ ∂  

     (35) 

and 
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2 4

2
2

ˆ-i ( ) ( )
ˆ

m c
H c p H

t p
σ σ σ

• • ∂ ⋅ = + ⋅ ⋅ ∂  

    . (36) 

In addition to Eqs. (35) and (36), it is instructive to factor the operator 2p̂  out of the 
denominator and write Eqs. (35) and (36), respectively, as 

 2 4 2 2

2

1 ˆˆi ( ) ( ) ( )
ˆ

E m c c p p E
t p

σ σ σ∂ ⋅ = + ⋅ ⋅
∂

    ,  ( 0 / 1T cω ≤ )  (37) 

and 

 2 4 2 2

2

1 ˆˆ-i ( ) ( ) ( )
ˆ

H m c c p p H
t p

σ σ σ
• •∂ ⋅ = + ⋅ ⋅

∂

    , ( 0 / 1T cω ≤ ) (38) 

Where, L Eψ ψ σ= = ⋅


E , and R Hψ ψ σ•

•
= = ⋅


H . In this form it is easy to see that one can 

obtain Eq. (38) from Eq. (37) either by replacing t in Eq. (37) by -t, or by replacing 

( )2 4 2 2ˆm c c p+ , the energy operator for a particle of momentum p


, by the operator 

( )2 4 2 2ˆm c c p− + , the operator for the negative of the energy in Eq. (37). 
For the equation as written by Dirac, the pair of solutions are states of positive and negative 
energy, interpreted by Dirac and others as the electron and, eventually, the anti-e1ectron 
(the positron). A later interpretation [Mulligan, 2008], [Feynman, 1949] treats the solutions of 
the Dirac equation as a pair of different types of solutions-one type moving forward in time 
and the other type moving backward in time; 
the solutions which move forward in time are interpreted as electrons, while those that 
move backwards in time are interpreted as anti-electrons. Although a study of the literature 
shows that the physical implications of the two different interpretations are profound, 
Feynman demonstrated that, mathematically, organizing the types of solutions according to 
his interpretation is equivalent to organizing the solutions according to the Dirac 
interpretation. From the way in which we rewrite the Dirac equation here as the 
combination of Eqs. (37) and (38), the difference between the two interpretations can easily 
be seen as simply a matter of whether to associate a minus sign with the energy E or with 
the time t compared with the sign of the chiral scalar T. 
That Eq. (38) be a time-reversed or negative energy solution of Eq. (37) is clearly a necessary 
condition for recognizing the two-component spinor Eσ ⋅


 as a force-free electron.  

As required by Dirac, the four-component operator ˆ DH  in Eq. (13) depends only linearly on 
the operator p̂


. In contrast, the operator on the right-hand side of Eqs. (35) and (36) also 

depends on 2p̂


, which appears in the denominator. A series expansion of the right-hand 
side of Eqs. (37) and (38) involves 2p̂


 to all orders. Thus, whereas the Hamiltonian in Eq. (1) 

is local, the operator on the right-hand side of Eqs. (37) and (38) is nonlocal. It is well-known 
that nonlocality can result [13,14] when eliminating explicit reference to channels-in this 
case, the reference to the coupling of anti-electrons to electrons, which is explicit in Eq. (19) 
but no longer explicit in Eqs. (37) and (38), since each equation can be solved independently 
of the other but with the connection iη=E H  . 
One of the conditions imposed by Dirac in writing down a relativistic equation for the 
electron was that the “square” of that equation be the Klein-Gordon equation. Imposing the 
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additional condition of linearity of ˆ DH  in the components ˆ kp  led Dirac to Eqs. (13) and (14). It 
is trivial to see that squaring either Eqs. (37) and (38) also leads to the Klein-Gordon equation. 

3.3 Internal rotation and electron mass 
As was the case with the four-component force-free Dirac equation, our two-component 
force-free equation exhibits Zitterbewegung as an interference between components. In our 
case, each solution has one positive energy component and one negative energy component. 
Also, our solutions immediately exhibit a frequency 

 Ω ' =W /  (39) 

and relate that frequency to an internal rotation of the electron. This frequency agrees with 
the frequency of rotation determined by Huang from consideration of the characteristics of 
the Zitterbewegung associated with the Dirac equation, but not obtained there so readily; as 
Huang points out, Zitterbewegung as rotation is not a feature which is immediately apparent 
in the four-component solutions of the Dirac equation. 
Here, we consider in more detail the mass of the electron as a property which can be 
attributed to its internal rotation. 
The angular frequency 'Ω  given by Eq. (39) is the accepted value of the rotational frequency 
associated with the intrinsic spin of an electron in motion with momentum p


, as discussed 

by Huang [Huang, 2006]. An additional important aspect of the internal rotation of the 
electron is the realization and identification that the rest-mass energy of a Dirac particle 
“appears simply as the energy of the internal motion in the rest frame.” 
The condition 0 / 1T cω = , in eq. allow to write the angular frequency Ω  for an electron at 
rest, Eq. (39) becomes 

 
2

0

2
/ 1 o

mc
T cω ω= → = Ω =


 (40) 

Eq. (40) demonstrates that if Zitterbewegung is the mechanism that gives rise to the rest mass 
of the electron, it also must be the mechanism that gives rise to the relativistic mass as a 
function of the velocity of the electron. 
Moreover, we can attribute the increase in Zitterbewegung for an electron in motion directly 
to the time dilation due to motion of the electron relative to the observer. This can be 
demonstrated by repeating the well-known fact that if we define a velocity zυ  for the 
electron by 

 zυ
zp

M
= ,  (41) 

where M the relativistic mass 

 
2
z
2

υ
1

c

m
M =

−
, (42) 

the expression 2 4 2 2
zm c p c+  for the energy E becomes 
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2

2
z
2

υ
1

c

mc
E =

−
 (43) 

The time dependence of the angle of the intrinsic rotation of the electron is given by 
2

Et


, or  

 
2

2
z
2

2 2

υ
1

c

mc
Et t=

−
 

  (44) 

We can write Eq. (75) in the alternate form  

 22 2
Et mc τ=
 

, (45) 

where 

 
2

2

1

1 z

t

c

τ
υ

=
−

. (46) 

Consequently, the angular frequency 'Ω  of the rotation measured by an observer who sees 
the electron moving with velocity υz  is related to the rest frame angular frequency Ω  by 

 
2
z
2

'
υ

1
c

ΩΩ =
−

. (47) 

The above discussion is presented in detail because Hönl and Papapetrou, in their 
mechanical model of of the electron, accidentally apply time dilation to decrease the 
rotational frequency, rather than to dilate the time. Accordingly, they conclude that the rate 
of rotation decreases rather than increases as the velocity of the particle increases. In light of 
Torres-Silva's [18] insight that the internal motion of the electron is the source of its mass, 
the relation between increased internal motion and increased mass becomes a critical aspect 
of the source of mass in a Dirac particle. 
Dorling [Dorling, 1970] recognized that Eq. (47) represents an adjustment to a frequency 
associated with the electron at rest and attempts to relate this frequency to Zitterbewegung. 
We can now readily make the necessary connection based on our results for the force-free 
electron. To effect the decrease in mass required by the binding process, according to our 
results the rotational frequency associated with the Zitterbewegung would have to decrease 
by an amount appropriate in energy of the electron. That is exactly what Eq. (47) describes. 
Therefore, in the case of Eq. (47) the role of time as measured by a clock attached to the 
electron and a dock held by an external observer is the reverse of that for the free electron. 
For the bound electron the external observer sees the rate of rotation due to Zitterbewegung 
correspondingly reduced. 
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In his paper on Zitterbewegung [Schrodinger, 1930], Schrödinger demonstrates that 
Zitterbewegung introduces motion perpendicular to the direction of net motion of the 
electron.  
The need to introduce components px and py was first recognized by Neamtan [Neamtan, 
1952], who did not associate these components with Zitterbewegung. Moreover, Neamtan 
was working with the four-component Dirac equation, and his solutions do not lend 
themselves to the interpretation possible here as a result of our use of two-component wave 
functions, to which we can apply Eqs. (37)-(38). 
Our results allow us to write a solution for a particle which is intrinsically right-handed, a 
particle which is intrinsically left-handed, or, by taking a linear combination of solutions, a 
particle such as the electron that has no intrinsic chirality. In obtaining the solution of Eq. 
(35)  we have effectively solved the Dirac equation for the particle moving in the direction of 
the positive z-axis and projected out that part of the particle wave function with positive 
helicity and positive intrinsic chirality; in obtaining one  solution, we have effectively solved 
the Dirac equation for the particle moving in the direction of the positive z-axis and 
projected out that part of the particle wave function with positive helicity and negative 
intrinsic chirality. This is of substantial practical importance, since in electron β -decay only 
that part of the wave function with negative intrinsic chirality takes part.  
The general consensus of papers on Zitterbewegung is that in the rest frame of the electron 
Zitterbewegung has a characteristic amplitude of / 2mc . This information can be used to 
obtain an order of magnitude estimate of el. in the rest frame. We set 

 

( )

( )

2/

0
2/

0

e d

2e d

x

x

x x

mcx

α

α

−∞

−∞
=








 (48) 

which yields 

 mcα = . (49) 

Before leaving the subject of the relation of Zitterbewegung to mass, we return to discussion 
of Zitterbewegung in the context of the Weyl equations. he treats the mass term in each of 
the two coupled spinors of the Weyl basis as a source for the other, a coupling proportional 
to the electron mass. Accordingly, while we already have related the size of the electron 
perpendicular to its motion to the electron mass. Our analysis allows us also to relate the 
length of the electron to its mass. Penrose describes the motion of the Dirac point position of 
the stationary electron along the axis of rotation of the electron (which we have taken to be 
the z-axis) as motion first with velocity e and negative helicity in the positive z-direction and 
then with positive helicity in the negative z-direction. The Dirac point performs this 
oscillatory motion with the de Broglie frequency  

 
2

υ
2  
mc
π

=


. (50) 

Multiplying the time for one motion in each direction by the velocity c gives for the length L 
of the electron 
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 L
mc
π= 

. (51) 

While this calculation results in an order of magnitude estimate of the length of the electron, 
even when at rest the motion of the electron distribution along its axis of rotation. 

4. New interpretation of the atomic spectra of the hydrogen atom: a mixed 
mechanism of classical LC circuits and quantum wave-particle duality 
Following Huang, [Huang, 2006], we study the energy conversion laws of the macroscopic 
harmonic LC oscillator, the electromagnetic wave (photon) and the hydrogen atom. As our 
analysis indicates that the energies of these apparently different systems obey exactly the 
same energy conversion law. Based on our results and the wave- particle duality of electron, 
we find that the atom of Hydrogen in fact is a natural chiral microscopic LC oscillator. 
In the framework of classical electromagnetic field theory we analytically obtain, for the 
hydrogen atom, the quantized electron orbit radius 2

n or a n= , and quantized energy 
2/n HW R hc n= − , (n = 1, 2, 3, ·), where oa is the Bohr radius and HR  is the Rydberg constant. 

Without the adaptation of any other fundamental principles of quantum mechanics, we 
present a reasonable explanation of the polarization of photon, selection rules and Pauli 
exclusion principle. Our results also reveal an essential connection between electron spin 
and the intrinsic helical movement of electron and indicate that the spin itself is the effect of 
quantum confinement.  
In fact, at the heart of quantum mechanics lies only the Schrödinger equation, which is the 
fundamental equation governing the electron. According to quantum theory, it is the 
electromagnetic interaction (by the exchange of photons) which hold electrons and nuclei 
together in the atoms [Planck, 1900; Einstein, 1905; Bohr, 1913; Stern,1920; de Broglie, 1924 ; 
Pauli, 1924 ; Heisenberg, 1927 ; Yang, 1950]. But, up to now, quantum theory never provides 
a practical scheme that electron and nuclei can absorb and emit photons. 
In this section, we investigate the energy relationship of electron in the hydrogen atom. 
Significantly, we find a process of perfect transformation of two forms of energy (kinetic and 
field energy) inside the atom and the conservation of energy in the system. By applying the 
principle of wave-particle duality and comparing to known results of the macroscopic 
harmonic LC oscillator and microscopic photon, we are assured that electron kinetic energy 
in fact is a kind of magnetic energy and the atom is a natural microscopic LC oscillator. 
Moreover, the mixed mechanism (classical LC circuits / quantum wave particle duality) 
turns out to have remarkably rich and physical properties which can used to describe some 
important quantum principles and phenomena, for instance, polarization of photon, 
Zeeman effect, Selection rules, the electron’s mass and spin, zero point energy (ZPE) , the 
Pauli exclusion principle. 

4.1 Energy transformation and conversion in hydrogen atom 
Classically, as shown in Fig. 1, the hydrogen atom consists of one electron in orbit around 
one proton with the electron being held in place via the electric Coulomb force. Equation of 
motion is 

 
2 2

2
04

ee m u
r rπε

= ,  (52) 
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where em  is mass of electron. Eq. (52) can be rewritten in the form of kinetic energy kW  and 
field energy fW  (stored in the capacitor of hydrogen atom) as follows: 

 
2

21
2 2 e

r

e
m u

C
= ,  (53) 

 

+e
C  =4πε rr 0

r
-e
u

me

 
Fig. 1. The diagram illustrating the hydrogen atom 

where 04rC rπε=  is the capacitance of the hydrogen system. Thus the total energy of the 

hydrogen system is given by 

 
2 2

2

0

1
2 4 2total e

r

e e
W m u

r Cπε
= − = . (54) 

It should be pointed out that Eq. (53) and (54) are the foundation of our study. These two 
equations together indicate a process of perfect periodically transformation of two forms of 

energy (kinetic energy 2 / 2k eW m u=  and field energy
2

2f
r

e
W

C
= ) inside the atom and the 

conservation of energy in the system 

 total f kW W W= =   (55) 

Recall the macroscopic harmonic LC oscillator where two forms of energy, the maximum 

field energy 
2
0

2f

Q
W

C
=  of the capacitor C (carrying a charge 0Q ) and the maximum magnetic 

energy 
2
0

2m

L
W

L
=  of the inductor L, are mutually interchangeable ( total f kW W W= = ) with a 

exchange periodic 2T LCπ= . And for a microscopic photon (electromagnetic wave), the 

maximum field energy  2
0 0

1
2fW ε= E  and the maximum magnetic energy 2

0 0

1
2mW μ= H   also  

satisfy total f kW W W= = . 
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Based on the above energy relationship for three totally different systems and the 
requirement of the electromagnetic interaction (by exchanging photon) between electron 
and nuclei, we assure that the kinetic energy of electron, Eq. (53) is a kind of magnetic 
energy and the hydrogen atom is a natural microscopic LC oscillator. 
Recently, a multinational team of physicists had observed for the first time a process of 
internal conversion between bound atomic states when the binding energy of the converted 
electron becomes larger than the nuclear transition energy [Carreyre et al. 2000; Kishimoto 
et al. 2000]. This observation indicate that energy can pass resonantly between the nuclear 
and electronic parts of the atom by a resonant process similar to that which operates 
between an inductor and a capacitor in an LC circuit. These experimental results can be 
considered a conclusive evidence of reliability of our LC mechanism. 
Here raise an important question: how can the electron function as an excellent microscopic 
inductor?  
 

 
 a) Left hand electron (S=1), b) Right hand electron (S=-1) 

Fig. 2. A free electron moving along a helical orbit with a helical pitch of de Broglie 
wavelength eλ  

The answer lies in the intrinsic wave-particle duality nature of electron. In our opinion, the 
wave-particle nature of electron is only a macroscopic behavior of the intrinsic helical 
motion of electron within its world. 

4.2 Chirality and “inducton” of free electron 
De Broglie suggested that all particles, not just photons, have both wave and particle 
properties [Reines  &  Sobel, 1974]. The momentum wavelength relationship for any 
material particles was given by 

 /h pλ = , (56) 

where λ is called de Broglie wavelength, h is Planck’s constant and p  the momentum of the 
particle. The subsequent experiments established the wave nature of the electron [9, 10]. Eq. 
(56) implies that, for a particle moving at high speed, the momentum is large and the 
wavelength is small. In other words, the faster a particle moves, the shorter is its 
wavelength. Furthermore, it should be noted that any confinement of the studied particle 
will shorten than λ and help to enhance the so-called quantum confinement effects. 
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As shown in Fig. 2 (a) and (b), based on Eq. (56) and the demanding that the electron would 
be a microscopic inductor, we propose that a free electron can move along a helical orbit (the 
helical pitch is de Broglie wavelength eλ ) of left-handed or right-handed. In this paper, the 
corresponding electrons are called “Left-hand” and “Right-hand” electron which are 
denoted by Chirality Indexes S = 1 and S = −1, respectively. Hence, the electron can now be 
considered as a periodic-motion quantized inductive particle which is called “inducton” (see 
Fig. 2). Moreover, the particle-like kinetic energy of electron can be replaced with a dual 
magnetic energy carried by a “inducton”. Therefore, we have 

 2 21 1
2 2k e eW m u L I= = , (57) 

where u is the axial velocity of the helical moving electron and eL  is the inductance of the 
quantized “inducton”. 
The above relation indicates that the mass of electron is associated with an amount of 
magnetic energy. From Fig. 2, the electric current, for one de Broglie wavelength, is given by 

 
e

eu
I

λ
= . (58) 

From Eq. (58), it is important to note that the electric current should be defined within an 

integral number of de Broglie wavelength. Hence, the electric current 
2
eu

I
rπ

=
2
eu

I
rπ

=  

(where r is the electronic orbital radius in the hydrogen atom), which was widely used in the 
semiclassical Bohr model, may be physically invalid. Collecting Eq. (57) and (58) together, 
we have the inductance of single “inducton” 

 
2

2
e e

e

m
L

e
λ= . (59) 

Then the dual nature of electron can be uniquely determined by eL , the periodic T (or 

frequency 
1

e

u
f

T λ
= = ), the initial phase 0ϕ  and the chirality (S = 1 or S = −1). 

4.3 Atomic spectra of hydrogen atom 
A. Quantized radius and energy by the application of helical electron orbit to the hydrogen 
atom (Fig. 2), we can explain the stability of the atom but also give a theoretical 
interpretation of the atomic spectra. Fig. 3 shows four possible kinds of stable helical 
electron orbits in hydrogen atom, and each subgraph corresponds to a electron of different 
motion manner within the atom. The electrons can be distinguished by the following two 
aspects. First consider the chirality of electron orbits, as shown in Fig. 3, the electrons of Fig. 
3(a) and (c) are “Left-hand” labelled by S = 1, while electrons of Fig. 3(b) and (d) are “Right-
hand” labelled by S = −1. Secondly consider the direction of electron orbital magnetic 
moment μL, Fig. 3(a) and (b) show that the μL are in the Z direction (Up) while (c) and (d) in 
the −Z direction (Down), the corresponding electrons are labelled by J = 1 and J = −1, 
respectively, here J is called Magnetic Index. Hence, the electrons of different physical 
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properties become distinguishable, they are Up “Left-hand” (ULH) electron (J = 1, S = 1), Up 
“Right-hand” (URH) electron (J = 1, S = −1), Down “Left-hand” (DLH) electron (J = −1, S = 
1) and Down “Right-hand” (DRH) electron (J = −1, S = −1). 
As shown in Fig. 3(a), the helical moving electron around the orbit mean radius r can now 
be regarded as a quantized “inducton” of rλ , thus the hydrogen atom is a natural 
microscopic LC oscillator.  
 

 

 
Fig. 3. The quadruple degenerate stable helical electron or-bits in hydrogen atom. a) Up Left-
hand electron ULH electron (J=1, S=1); b) Up Right-hand electron URH electron (J=1, S=-1); 
c) Down Left-hand electron DLH electron (J=-1, S=1); d) Down Right-hand electron DRH 
electron (J=-1, S=-1) 

We consider that the physical properties of the hydrogen atom can be uniquely determined 
by these natural LC parameters. To prove that our theory is valid in explaining the structure 
of atomic spectra, we study the quantized orbit radius and the quantized energy of 
hydrogen atom and make a comparison between our results of LC mechanism and the 
known results of quantum theory. For the system of rλ , the LC parameters of the hydrogen 

atom is illustrated in Fig. 3. Then the LC resonant frequency is 

 
1

2r
r rL C

ν
π

= . (60) 

Recall the well-known relationship rE hν= , we have  

 
2

08r

e
W E h

r
ν

πε
= = = . (61) 
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Combining Eq. 60 and Eq. 61 gives 

 0

2
/r e

h
r m

e
λ πε= . (62) 

Then the stable electron orbits are determined by 

 
2

r

r
n

π
λ

= , (n = 1, 2, 3 ···), (63) 

where n is called Principal oscillator number. The integer n shows that the orbital allow 
integer number of “induction” of the de Broglie wavelength rλ . From Eq. 52 and Eq. 53, the 

quantized electron orbit mean radius is given by 

 
2

2 20
02n

e

h
r n a n

m e
ε

π
= = ,  (64) 

where 0a  is the Bohr radius. And the quantized energy is 

 
2 4

2 2 2 2
0 0

1
8 8

e
n H

n

e m e hc
W R

r h n nπε ε
= − = − = − ,  (65) 

where HR  is the Rydberg constant. Surprisingly, the results of Eq. (64) and (65) are in 
excellent agreement with Bohr model. Besides, taking Fig. 3 into account, we can conclude 
that the quantized energies of Eq. (65) are quadruple degenerate.  

5. Concluding remarks  

In this article we have examined the conditions under which transverse electromagnetic 
(TEM) waves according to whether their Poynting vector is identically zero or nonzero. We 
have studied the non propagating TEM standing waves with E H . The Chiral general 
condition under which TEM standing waves with E H  exist is derived. Two physical 
examples of these standing waves are given. 
The first example is about the Dirac Equation for a free electron, which is obtained from the 
Maxwell Equations under the Born Fedorov approach, ( 0(1 )Tε= + ∇×D E ), and 
( 0(1 )Tμ= + ∇×B H ).  Here, it is hypothesized that an elementary particle is simply a 
standing enclosed electromagnetic wave with a half or whole number of wavelengths ( λ ). 
For each half number of λ  the wave will twist 180° around its travel path, thereby giving 
rise to chirality. As for photons, the Planck constant (h) can be applied to determine the total 
energy (E): /E nhc λ= , where n = 1/2, 1, 3/2, 2, etc., and c is the speed of light in vacuum. 
The mass m can be expressed as a function of λ , since 2E mc=  gives /m nh cλ= , from the 
formula above. This result is obtained from the resulting wave equation which is reduced to 
a Beltrami equation (1 / 2 )T∇ × = −E E  when the chiral factor T  is given by /T n mc=  . The 
chiral Pauli matrices are used to obtain the Dirac Equation. 
In the second example, we have found a perfect transformation of two forms of energy 
(kinetic and field energy) inside the hydrogen atom and the conservation of energy in the 
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system. Then, we have shown that the helical moving electron can be regarded as an 
inductive particle (“inducton”) while atom as a microscopic LC oscillator, then the 
indeterministic quantum phenomena can be well explained by the deterministic classical 
theory. For a microscopic photon (electromagnetic wave), the maximum field energy 

2
0 0

1
2fW ε= E  and the maximum magnetic energy 2

0 0

1
2mW μ= H   are connected iff ηiE = H . 

The Poynting vector vanishes and the Hydrogen atom does not radiate and it is stable. In 
particular, with this approach we can show another phenomena such how a pairing Pauli 
electron can move closely and steadily in a DNA-like double helical electron orbit. 
Moreover, we can have pointed out that the mass of electron, the intrinsic “electron spin”, 
the Pauli exclusion principle and the Dirac equation are all really the quantum confinement 
effects of the intrinsic chirality of particles of helical motion produced by electromagnetic 
fields.. 
We have shown that the quantum mechanism is nothing but an electromagnetic theory 
(with the radius of the helical orbit 0er → ) of the LC/wave-particle duality mixed 
mechanism. Our mixed mechanics force us to rethink the nature and the nature of physical 
world. We believe all elementary particles, similar to photon and electron, are only some 
different types of energy representation. 
From our study, it has been shown that the electron follows a perfectly defined trajectory in 
its motion, which confirms the de Broglie-Bohm’s prediction (Bohm, 1952). Also in our 
work, it is found that the known wave-particle duality can be best manifested by showing 
that the wave motion associated with a electron is just the phenomenon of its complex 
helical motion in real space.  
It is hoped that this article will encourage electrodynamics course instructors to include a 
discussion of E H  TEM standing waves in atomic systems. 
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1. Introduction  
This chapter is devoted to polarization effects arisen from perforated metallic plates 
exhibiting extraordinary transmission (ET). Setting aside the state-of-the-art of perforated 
metallic plates, we show that by applying Babinet’s principle, subwavelength hole arrays 
(SHAs) arranged in rectangular lattice can further enhance its potential polarization 
response. Different perspectives are brought about to describe and understand the 
particular behaviour of self-complementariness-based SHAs: Babinet’s principle, equivalent 
circuit analysis, retrieved constitutive parameters, etc. Afterwards, we embark on the 
numerical analysis of stacked self-complementariness-based perforated plates. It is shown 
the potential of having a birefringent artificial medium behaving like negative and positive 
effective refractive index for the vertical and horizontal polarization, respectively. All these 
findings are experimentally demonstrated at millimetre-waves.  

2. Background 
Since the ending of the Second World War, the electromagnetic (EM) properties of artificial 
materials (dielectric and magnetic) have been studied by both physics and engineering 
communities (Collin, 1991). Unlike traditional materials, these man-made composites 
achieve their EM properties by directly manipulating EM waves, yielding to frequency 
selective behaviours. This property has a great practical consequence since it is the operative 
foundation of a wide range of devices such as filters, signal couplers, radiation elements, etc. 

2.1 Classical perforated plates: dichroic filters 
The analysis of light transmission through holes or gratings has a long history, tracing back 
to the beginning of the 20th century (Rayleigh, 1907; Synge, 1928; Wood, 1902). However, 
perforated plates had their golden years in the 50s, 60s and 70s in microwave engineering 
(Brown, 1953; Chen 1971, 1973; Robinson, 1960) and infrared (Ulrich 1967), when they were 
exploited as frequency selective surfaces/filters (FSSs) and their 100% transmittance at 
wavelengths slightly above the period was discussed. All the FSSs considered at that time 
had aperture sizes considerably large for those frequencies at which there was 
transmittance, see Fig. 1(left). The principle of operation of those FSSs called dichroic filters 
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is excellently described in (Goldsmith, 1998), where the analysis is discussed under the 
transmission line formalism (Fig. 1.1(right)): The waveguide defined by the hole is 
represented as a series admittance Y and the discontinuities between the guide and free-
space are modelled with shunt admittances Ys at each end of the perforated plate. Needless 
to say, the free-space is represented by shunt admittances Yfs. Nevertheless, this approach 
inherently ignores diffraction (thus, the in-plane period must be small enough relative to the 
operating wavelength). As it was pointed out in (Beruete et al., 2006b), this restriction is of 
major importance in the description of extraordinary transmission phenomena. 
 

 
Fig. 1. (left) Schematic of a classical frequency selective surface. Inset: unit cell. (right) 
Transmission line model to analyse the frequency response of this kind of perforated plates. 
The length of the waveguide, that is, the plate thickness is denoted as w 

 

 
Fig. 2. Frequency response of a dichroic filter with hole diameter a = 4 mm: (a) and in-plane 
lattice constant d = 5 mm as a function of the waveguide length w = 1, 5 and 10 mm; (b) idem 
with metal thickness w = 10 mm as a function of the in-plane lattice constant d = 4.5, 5.5 and 
6.5 mm applying the equivalent circuit proposed in (Goldsmith, 1998). Note that the Wood's 
anomaly is not captured with the equivalent circuit 

In short, the main features of these dichroic filters are (see Fig. 2): 
• The lower limit of the fundamental transmission frequency band is determined by the 

cut-off frequency of the waveguide defined by the hole, whereas the higher cut-off 
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frequency is governed by the periodicity (Hessel & Oliner, 1965; Rayleigh, 1907; Wood, 
1902). At that particular wavelength, a diffracted order that previously contained 
energy becomes imaginary (goes evanescent), and, for a perfectly conducting grating, 
the law of conservation of energy demands that the energy previously contained in that 
order be redistributed among the other remaining diffracted orders.  

• The period of the ripples within the passband decreases as the plate thickness increases, 
because of the increment of electrical length between the guide – free-space 
discontinuities. 

• Also, the longer the plate thickness, the steeper the rise from total reflection to 
transmission at the lower frequency. 

• The larger the in-plane periodicity, the higher the ripple within the passband because 
the shunt reactance Ys increases. 

Because of the last property, the holes were densely packed at that time (ripple is undesired 
for technological applications) and this may be one of the reasons of the ignorance of the ET 
in the electrical engineering community. 

2.2 Overcoming Bethe-Bouwkamp’s theoretical model 
In 1940s Bethe developed a deep study of the field scattered by a single aperture on a thin 
opaque (perfect electric conductor - PEC) screen by considering it as a magnetic dipole 
parallel to the screen along with an electric dipole perpendicular to it (the latter one is only 
required for oblique incidence) (Bethe, 1944). Notice that parallel electric dipoles and 
perpendicular magnetic dipoles are prohibited by the boundary conditions that impose the 
parallel electric field and the perpendicular magnetic field to vanish at a perfect electric 
conductor. He showed that under normal incidence and assuming that the incident intensity 
is constant over the area of the hole, the transmittance is proportional to (r/λ)4 where r is the 
hole radius. This factor implies extremely low transmission for subwavelength holes. 
Subsequently, higher-order analytical corrections were introduced by Bouwkamp 
(Bouwkamp, 1950, 1950b, 1954). 
The discovery in 1998 of enhanced light transmission compared to Bethe-Bouwkamp’s 
model in silver plates perforated with periodic subwavelength hole arrays, see Fig. 3(a), 
launched the field of extraordinary optical transmission (EOT). However, there are signs 
indicating that the effect was actually discovered during the development of the near-field 
scanning optical microscopy (NSOM) (Betzig et al., 1986). In 1928 Synge proposed the use of 
a small aperture close to a sample surface to overcome the diffraction limit imposed by the 
fact that the propagating waves are limited to kx2 + ky2 < (ω/c)2 and thus, the maximum 
resolution in the image cannot be greater than Δ ≈ 2π/kmax = 2πc/ω = λ (Synge, 1928). This 
approach was reused by Betzig et al. who designed, characterized and implemented hole 
arrays for the NSOM. During the arrays characterization, transmittance overcoming Bethe’s 
model was observed and tentatively attributed the observation to surface plasmons with no 
further analysis (Betzig, 1988): “From the lower graph in Fig. 3.9 it is clear that a significant 
amount of visible light can be passed through apertures almost as small as λ/10 in diameter, (...) This 
may once again be a consequence of the finite conductivity and opacity of the screen, or some other 
phenomenon may be involved which enhances the transport of radiation (e.g. the existence of surface 
plasmon within the aperture). (...) This provides further circumstantial evidence for hypothesis that 
some unknown phenomenon is responsible for the high transmission coefficients for the smaller 
apertures.” 
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Fig. 3. (a) Schematic of subwavelength hole arrays. Inset: unit cell. (b) Prototype of a slot 
surrounded by concentric corrugations (Bull’s eye configuration) 

Nevertheless, it is true that the field took off with Ebbessen and co-workers’ deep analyses 
which brought both theory and experiments to bear on the remarkable conclusion that 
transmission is mediated via SPPs. 
Countless papers followed Ebbesen’s seminal paper calling some of them the SPP 
hypothesis into question or giving other perspectives to the underlying physics of the EOT. 
Firstly, because of its simplicity, theoretical analyses considered the one-dimensional 
grating: a periodic array of slits (Porto et al., 1999; Schröter & Heitmann, 1998; Treacy, 1999, 
2002). All these works showed that one-dimensional gratings have efficient channels for 
light transmission because of the non-cut-off slit waveguide that do not exist for hole arrays, 
so the SPPs theory of one-dimensional slits (although interesting) might not be useful for 
explaining EOT effect on SHAs.  
Subsequently, researchers embarked on the study of the underlying physics of the bigrating. 
The main works, from the point of view of these authors, are gathered together in the 
following points according to the different theses proposed. 
The first mechanism proposed was the interaction of the apertures with surface plasmons 
(Barnes et al., 2004; Degiron et al., 2002; Ebbesen et al., 1998; Ghaemi et al. 1998; Krishnan et 
al., 2001; Martín-Moreno et al., 2001; Salomon et al., 2001). The work of Ebbesen et al. was 
mainly devoted to experimentally study the influence of Wood’s anomaly (but not linking it 
with the resonant peak) (Ghaemi et al. 1998), the dielectric environment (Krishnan et al., 
2001), the hole depth (Degiron et al., 2002) and the angle of incidence (Barnes et al., 2004) so 
as to support their hypothesis based on SPPs. On the other hand, Martín-Moreno, García-
Vidal and colleagues (Martín-Moreno et al., 2001) presented a rigorous theory (minimal 
model) that considered SPPs on infinite grids coupled through an evanescent mode(s) of the 
hole. Similar line of reasoning was also followed by Salomon et al. (Salomon et al., 2001) who 
presented a near-field picture of the holes to highlight the SPPs Bloch waves as well. Martín-
Moreno et al. only modelled the response at normal incidence and captured many (but not 
all) of the prominent features of the experimental results. The minimal model is based on the 
multiple scattering formalism and assumes the imaginary part of the electric permittivity of 
the metal εi = 0, i.e. no absorption, and one fundamental mode, the least decaying mode 
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inside the subwavelength hole (if the hole is circular, it is the TE11). The main 
counterintuitive results is that the reflection amplitude is larger than unity at the resonance, 
but it is explained because the fundamental mode inside the hole is evanescent, for which 
current conservation only restricts that the imaginary part of the reflection coefficient must 
be equal or greater than 0, with no constraint on the real part of it. This fact lets the zeroth 
order transmission coefficient achieve arbitrarily high values. An extension of this model 
that accounts for the penetration of the EM waves into metals at higher frequencies 
considers surface impedance boundary conditions (J.D. Jackson, 1999) on the metal-
interfaces defining the metal film (but not inside the hole) (Martín-Moreno et al., 2001). An 
unforeseen consequence of the model of Martín-Moreno et al. is that the results may allow 
EOT in any frequency range because of the PEC boundary conditions (this fact makes all 
lengths involved in the system scalable), even at frequencies such as microwaves or 
millimetre-waves (Beruete et al., 2004) where SPPs make no sense. Thus, despite they were 
still discussing about SPPs, their work was another proof that the physics underlying the 
mechanism of enhanced transmission through SHAs is more complicated. Needless to say, 
although all these works are founded on SPPs, they are also considering the periodicity as 
an important ingredient because the dispersion diagram of SPP has no discontinuities if the 
interface is smooth. However, when a periodic perforation/corrugation is introduced along 
the interface, the dispersion relation shows band structure and energy gaps that allow 
phase-matching between the incident light and the SPPs. 
Other mechanism proposed was dynamical light diffraction and Wood’s anomaly (García-
de-Abajo et al., 2005; Genet et al., 2003; D.R. Jackson et al., 2005; Lezec & Thio, 2004; 
Lomakin et al., 2004, 2005; Sarrazin et al., 2003, 2005).  Genet et al. and Sarrazin et al. stressed 
the role of multiple-scattering paths. However, the former emphasized their work on 
resonant and nonresonant mechanisms from Fano (Fano, 1941) perspective (Genet et al., 
2003), whereas the latter devoted their study on Wood’s anomalies which are intrinsically 
related to periodic structures (Sarrazin et al., 2003), and afterwards to Brewster-Zenneck 
modes (Sarrazin 2005). EOT on nonmetallic systems gave cause for introducing a new model 
based on interference of diffracted evanescent waves generated by subwavelength marks at 
the surface of the screen, leading to transmission suppression as well as enhancement (Lezec 
& Thio, 2004). Babinet’s principle was used by García de Abajo and co-workers in order to 
study light transmission through hole arrays in PEC thin films by relating it to the reflection 
on planar arrays of metallic disks, which are solved from the multipolar polarizability of 
single disks (García-de-Abajo et al., 2005). Finally, Jackson et al. (D.R. Jackson et al., 2005) 
and Lomakin et al. (Lomakin et al., 2004, 2005) focused their effort on leaky waves formalism 
and Wood’s anomalies (Hessel & Oliner, 1965). Remarkable of this approach is that it gives 
explanation for any frequency range, which instead of relying on SPPs, it points out the 
relevance of the periodicity and the surface waves regardless of their exact nature: leaky 
SPPs (optics) or leaky waves (microwaves and millimetre-waves). Needless to say, it does 
not account unfortunately for the potential coupling between surface waves of each 
interface through the metal in layers whose thickness is smaller than the skin depth as it 
may happen in optics. It is worth recalling that Ulrich already studied hole arrays under the 
perspective of surface waves, although the meshes were composed of dense-packed holes 
like the FSSs shown before (Ulrich & Tacke, 1972, 1974).  
To bridge the gap between both theories, Pendry et al. captured the physics of EOT on SHAs 
in a unified theoretical framework called spoof surface plasmon (García-Vidal et al., 2005; 
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Pendry et al., 2004). However, the importance of this theory was not the mimicked response 
of SPPs by surface waves in PEC screens because this is already implicit in the dynamical 
diffraction formalism (leaky waves) – and in classical books of microwave engineering 
(Collin, 1991) –, but to apply the homogenization theory to show that the effective dielectric 
function of mesoscopic SHAs and SSAs structures resembles a Drude model, whose plasma 
frequency can be engineered via the geometry of the holes/corrugations alone, allowing the 
excitation of SPPs-like states in any region of the spectrum where the PEC condition 
approximates the metallic response. 
Despite their differences, the shared line of reasoning of all theories presented before is that 
the phase-matching of the incident radiation to a surface wave provided by the periodicity 
is crucial for transmission enhancement via evanescent tunnelling. Therefore, the same 
process may arise for a single aperture surrounded by a regular array of corrugations (Fig. 
3(b)) (Beruete et al., 2004b, 2005; García-Vidal et al., 2003; Grupp et al., 1999; D.R. Jackson, 
2005; Lezec et al., 2002; Thio et al., 2001, 2002). 
EOT is still a subject of debate, but after clarifying the limits of each theory, all seem to be in 
perfect agreement with experiment. In addition, equivalent circuit models have emerged 
that explain the phenomenon  from an engineering point of view (Beruete et al., 2011; 
Medina et al., 2008). This theory is based on the concept of impedance matching model 
which predicts enhanced transmission in systems that are not periodic at all and where SPPs 
are not even defined. Remarkable is that it has been experimentally validated in circular 
waveguide environment with an off-centred diaphragms (Medina et al., 2009). Thus, this is 
another theory to add to all that have been already proposed to explain the really complex 
physics of EOT (or ET at frequencies different than visible).   

2.3 Stacked subwavelength hole arrays for negative refractive index metamaterials: 
fishnet-like structure 
Some particular relationships among the phenomena electromagnetic/photonic band-gaps, 
ET and negative refraction were proposed in the past years, i.e., photonic crystals exhibit 
negative refraction effects (Notomi, 2002) and electromagnetic and photonic band gaps have 
been reported in SSHAs (Ye & Zhang, 2005). Soon after, the first fabrication and 
experimental verification of a holey metal-dielectric-metal structure exhibiting a negative 
refractive index around 2 microns was reported (Zhang et al., 2005b). A numerical 
demonstration of the negative index of refraction achievable with this structure was 
presented in (Zhang et al., 2005). Similar results were published in (Dolling et al., 2006).  
The full connection among the three phenomena was shown subsequently with periodically 
stacked metallic plates perforated with SHAs to form a structure showing backward wave 
propagation within the ET regime (Beruete et al., 2006). It has to be noted that the in-plane 
periodicity is of the order of free space wavelength, but it is the longitudinal periodicity 
which determines the kind of propagation. Given the subwavelength stacking essential to 
achieve backward propagation, the structure can be homogenized along the longitudinal 
dimension, allowing the use of the metamaterial term in this dimension. This is the key 
difference between the ET metamaterial (ETM) and the backward propagation observed in 
standard PBGs (Notomi, 2002) where it takes place above the forbidden frequency gap with 
a lattice constant to free space wavelength ratio larger than 0.5. On the other hand, the ETM 
is apparently similar to the realizations of (Zhang et al., 2005b) and (Dolling et al., 2006). 
Nevertheless, the key difference is that the ETM introduced by Beruete et al. (Beruete et al., 
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2006) is a real tuneable EBG comprising several periods, whereas the structures presented in 
(Dolling et al., 2006; Zhang et al., 2005b) consist of an isolated period which cannot account 
for Floquet-Bloch framework. Moreover, one of the drawbacks of such structures (Dolling et 
al., 2006; Zhang et al., 2005b) is that they suffer from losses, even for its minimal size 
structure due to the operating wavelength. The conductor losses are relevant at optical 
frequencies but not so important at millimetre-waves or even in the infrared. Dielectric 
losses are less relevant and can be overcome by using air as a dielectric insulator provided 
membranes are employed as described in (Beruete et al., 2006). Thus, regarding conducting 
and dielectric losses, not only the free-standing ETM is more advantageous, but also because 
it is optimized in terms of ET to enhance transmission unlike (Dolling et al., 2006; Zhang et 
al., 2005b). Recently, magnetic photonic crystals constructed from periodic arrangements of 
available (possibly anisotropic) homogeneous material layers have been proposed. These 
structures can exhibit the phenomena of minimal reflection at their interface, large 
amplitude growth of the harmonic wave within the crystal, and concurrent group velocity 
slow-down (Mumcu et al., 2006). 

3. Babinet’s principle, complementariness, and self-complementariness 
Prior to any analysis of some curious polarization effects presented here in modified SHAs, 
we require clarifying some concepts. Let us start with the meaning of complementariness for 
this work. Consider a free-standing thin metallic screen with air inclusions as sketched on 
the left-hand side of Fig. 4. The complementary structure is the one shown on the right, 
where the metallic part has been substituted by air and the apertures by metallic parts. The 
mathematical description of this concept is fairly simple: if one denotes Sa the set of 
apertures (and obstructions) on the left, and Sb the one of the right, their union is the 
completely obstructing surface S = Sa + Sb. 
 

 
Fig. 4. Example of complementary screens (top sketches) and their electromagnetic response 
(bottom spectra) 
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An extension of this idea is the self-complementariness. In this case, the layer has a metal 
zone congruent to the open area, i.e. the two areas coincide by shift. Thus, the structure is 
intrinsically composed of its complementary topology, see Fig. 5.  
Closely related to the previous concepts, there is an important and common used principle 
in optics, antenna field and also in metamaterials (Falcone et al., 2004) which establishes the 
relationship between the diffraction fields of complementary perfectly conducting (σ → ∞) 
infinitely thin (t → 0) screens of infinite extent: the Babinet’s principle (Born & Wolf, 1999), 
(Ishimaru, 1990), (Jackson, 1999). This principle states that the sum of the diffraction fields 
USa and USb behind two complementary screens, Sa and Sb, is the field U0 observed without 
diffraction objects:  

 SbSa UUU +=0  (1) 

 

 
Fig. 5. Example of self-complementary structure 

Rewriting this principle more conveniently for our purposes in terms of electric and 
magnetic fields, it can be read as follows: if F = (E, H) is the solution of Sa, then F’(E’, H’) = (-
(μ/ε)1/2·H, (ε/μ)1/2·E) is the solution of Sb. This is indeed nothing but the connection between 
the reflected fields of Sb for a given polarization with the transmitted fields of Sa, which in 
plain words says that the reflectance spectra of Sb are identical with the transmittance 
spectra of Sa, see bottom of Fig. 4, and the other way around. 
 

 
Fig. 6. Scattering parameters in logarithm scale of hole (left) and disk arrays (right) under 
vertically polarized illumination. (solid line) Transmission coefficient and (dashed line) 
reflection coefficient 
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To put this pedagogically in an example within the context of the topic of the chapter, let us 
show the response of hole and disk arrays infinitely extended transversally and illuminated 
by a plane-wave under normal incidence. These results have been obtained numerically by 
the commercial software CST Microwave StudioTM. This example will make it easier the 
description and understanding of the perfect linear polarizer of next section. As Fig. 6 
displays, the complementariness of the two structures is completely satisfied in terms of 
transmission and reflection. Notice how the transmission coefficient of one is the reflection 
coefficient of the other and the other way around. 
If we now take a step further and apply Babinet’s principle to a self-complementary 
screen like the one shown in Fig. 5, we can immediately realize that in the same screen we 
have both EM responses shown at the bottom of Fig. 4, and thus, a linear polarizer is 
successfully achieved since for a given polarization there is high transmittance within a 
certain frequency range, whereas for its orthogonal, there is high reflectance within the 
same bandwidth. 

4. Self-complementary extraordinary transmission layer: perfect linear 
polarizer 
So far, we have given a description of arbitrary screens, but the Babinet’s principle may hold 
evidently for SHAs (Beruete et al., 2007c) such as the doubly periodic arrangement shown in 
Fig. 7(a). Indeed, by a slight modification of the doubly periodic SHAs, a self-
complementary screen is achievable, see Fig. 7(b) where dx = a + s and dy = 2a (to fulfil the 
self-complementary criterion), which should exhibit the linear polarization response 
described in the previous paragraph. This assumption is confirmed in Fig. 8, where 
transmittance and reflectance of both SHAs and self-complementary SHAs alongside the 
SSAs case are plotted. These results have been generated by CST Microwave StudioTM 
where s = 0.04dy (needless to say, dx = 0.54dy, a = dy/2, t infinitely thin and metal modelled as 
PEC) and we have considered a subwavelength array of slits and holes with or without slits 
with the periodicity in the x-direction and extending all the way in the y-direction. The 
remaining z-direction is perpendicular to the plane of array. Apart from the clear self-
complementariness of the EM response of the modified SHAs (notice this fact in both 
transmission and reflection), prominent in Fig. 8(a) is that the transmittance for vertical 
polarization (Ey) remains unaltered when narrow vertical slits connecting holes are included 
in the SHAs (note that the solid red trace of Fig. 8(a) is superimposed to the solid black one), 
whereas the transmittance of the orthogonal polarization (Ex) suffers a strong modification 
in order to accommodate itself to the self-complementariness principle.  
That the vertical polarization remains unaltered by the inclusion of the subwavelength slits 
may be the manifestation that the current distribution in the vicinity of the hole responsible 
for the ET suffers no perturbation. Let us then compare the current distribution of simple 
SHAs and self-complementary ones. As we have already pointed out in this text, the ET is a 
self-resonance of the hole array, which can be modelled as an LC tank (Beruete et al., 2006; 
Medina et al., 2008; Ulrich, 1967) and has inductive character for large λ, hence 
transmittance is negligible when λ→ ∞ [see solid red trace of Fig. 8(a)]. Besides, the inset of 
Fig. 8(a) reinforces the statement about the inductive character of hole arrays in the very 
subwavelength regime since the phase for vertical polarization tends to + 90 deg as the SSAs 
(well-known inductive grid) do. Notice in Fig. 9(a) how the conduction currents at ET, 
which are the main contribution to the inductance – the inductance and the capacitance are 
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balanced, at least in a first order approach (Ulrich, 1967), at the resonance peak –, are 
concentrated in the narrow wire between holes. Moreover, the current lines rendered in Fig. 
9(a) are closed through displacement currents connecting the upper and lower sides of the 
hole. This description keeps valid when a narrow vertical slit is introduced connecting 
consecutive holes [see Fig. 7(b) and Fig. 9(b)], and thus, the assumption pointed out at the 
beginning of the paragraph is confirmed.  
 

 
Fig. 7. Sketch of (a) doubly periodic subwavelength hole arrays, and (b) self-complementary 
subwavelength hole arrays. Insets: unit cell with parameters 

 

 
Fig. 8. Simulation results of the polarization dependent transmittance (a) and reflectance (b). 
Vertical, Ey, polarization and horizontal, Ex, polarization are represented by continuous and 
dashed traces respectively for vertical slit arrays (blue), hole array (red) and for the 
proposed polarizer (black). (inset) Transmittance phase 

(a) (b)

(a) (b)
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Fig. 9. Plot of the conduction and displacement currents at the ET resonance with vertically 
polarized (Ey) wave. Hole array case (a) and polarizer (b). The E-field is depicted in a 
perpendicular yz-cutting plane through the middle of a hole 

On the other hand, under the horizontal polarization the EM response of the self-
complementary SHAs can be seen as governed by small patch arrays – which are precisely 
the complementary screen of the SHAs and whose spectrum presents a resonant rejection 
band at the ET frequency (extraordinary reflection, ER) – connected with narrow wires. 
Following the same preceding analysis of the current distribution we may arrive at the 
conclusion that, like slits connecting holes, the connecting narrow wires cause in this case a 
negligible perturbation on the current distribution and thus, in the response of the small 
patch arrays. 

4.1 Equivalent circuit analysis 
An alternative and more quantitative approach to explain the electromagnetic response of 
the self-complementary SHAs is based on lumped element equivalent circuit and high order 
mode excitation. This approach is founded on the reduction of the problem of a plane 
wave normally incident on a periodic structure to a single unit cell in an artificial 
waveguide (Beruete et al., 2007). When the periodic screen has symmetric elements, some 
transversal periodic boundary conditions can be substituted by electric or magnetic 
walls/symmetry planes (assuming linear polarized plane wave normal incidence). With 
this approach it is possible to compare the performance of ET hole arrays and ET-based 
polarizers, see Fig. 7. 
As it is well-known, transversal electric (TE) modes below cutoff store magnetic energy, 
whereas transversal magnetic (TM) modes store electric energy. It is precisely this reactive 
character of evanescent higher order modes added to the divergence obtained at the onset of 
propagation that gives rise to the ET, as explained in (Beruete et a., 2007; Medina et al., 2008) 
and in the text below. From this platform and invoking once again Babinet’s principle, the 
ER can also be explained.  

(a) (b)
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Fig. 10. Planes defining the boundary conditions of the artificial waveguide (vertical 
polarization) 

Starting with the case of vertical polarization, where the polarizer presents an ET-like 
behaviour, and accepting that the slit does not fundamentally modifies the global 
performance, the equivalent circuit extracted for ET hole arrays (Beruete et al., 2007; Medina 
et al., 2008) can be applied without modification. It can be deduced from the dominant 
modes of the artificial waveguide. Before going to a comprehensive study of the modes, ET 
can be qualitatively explained using the concept of excess energy stored by evanescent 
modes (modes below cutoff). More specifically, applying the well-known procedure of 
component elimination from rotational Maxwell’s equations (Jackson, 1999; Ramo et al., 
1994) and imposing vertical polarization and the boundary conditions of Fig. 10, the 
functional expressions of the artificial waveguide modes are easily found: 
• TE modes: 
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k d2, cos cosβ π π π=  (3a) 



Electromagnetic Response of  
Extraordinary Transmission Plates Inspired on Babinet’s Principle 

 

337 

 ( ) ( ) ( )mn
x x y

c y

j n
H x y B m x d n y d

k d2, cos cosωε π π π=  (3b) 

 ( ) ( ) ( )mn
z x yE x y B m x d n y d, cos sinπ π=  (3c) 

where β is the propagation constant in the longitudinal direction, Amn, Bmn are normalization 
factors that are found once the power carried by each mode is known, and kc is the cutoff 
wavenumber calculated as: 

 c
x y

m n
k

d d

22
π π  

= +        
 (4) 

The symmetry of the problem only allows for even indices: m, n = ±2, ±4, ±6, and so forth. 
The TEM wave is directly deduced from Eqs. 2 or 3 imposing m = n = 0. It is evident here 
that TE (TM) modes do not admit a solution with m = 0 (n = 0), because otherwise the wave 
vanishes. With that restriction in view, it is deduced that the lowest high-order mode of a 
rectangular unit cell where dx < dy is the TM02 mode with a cutoff frequency fc = c/dy, where 
c is the speed of light in vacuum. 
The TM02 mode has the next equivalent impedance below cutoff (Medina et al., 2008):  

 TM
y

c
Z j

d f02

2

0 1η
 

= − −  
 

 (5) 

where it is explicitly shown the capacitive character of the reactance, which is the fingerprint 
of TM modes below cutoff. From here, the equivalent capacitance can be deduced (Medina, 
2008): 

 TM
TM

y

A
C

c
f

d f

02 2

02 1π η

=
 

−  
 

 (6) 

The small central aperture below cutoff has an inductive character, as it is well-known from 
the times of radar development (Collin, 1991; Ramo et al., 1994; Schwinger & Saxon, 1968). 
This inductance is due to the TE modes below cutoff. A crucial feature of Eq. 6 is that the 
capacitance of the TM02 mode gradually diverges as the frequency approaches the cutoff 
frequency (fc = c/dy) and becomes infinite exactly at cutoff. This means that at the cutoff 
frequency a shunt short-circuit is introduced by the central element and transmission drops 
to zero. Additionally, as the capacitance diverges to infinite, there must be a frequency 
where it exactly balances the inductance of the hole and total transmission takes place. This 
agrees with the fact that at c/dy there is always a zero of transmission, known as Rayleigh-
Wood anomaly in grating theory and that ET resonance happens always at a frequency 
slightly below that condition (Medina et al., 2008). 
A parallel analysis can be done for the polarization where ER occurs. However, Babinet’s 
principle can be invoked to obtain the propagation characteristics of an infinitely thin patch 
array. As it has been indicated earlier, the reflection coefficient of an infinitely thin and 
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lossless small patch array obtained by interchanging air and metal in the previous hole array 
can be obtained from those of the hole array by considering the complementary excitation 
after the following changes (Marqués et al., 2005): 

 inc inc
hole patchcB E=  (7a) 

 inc inc
hole patchE cB= −  (7b) 

So, the transmission coefficient of the patch array are obtained from those of the hole array 
for the complementary (orthogonal) polarization and the same incidence angle through 
(Marqués et al., 2005): 

 hole patcht t 1+ =  (8) 

For the sake of completeness, the modal analysis is done in the following. Here, instead of 
rotating the polarization, we rotate the unit cell so that the previous boundary conditions 
can be applied to this problem and the same mode formulation is applicable. With this 
modification in mind, the lowest high-order mode now is transversal electric, the TE20 
whose cutoff frequency is fc = c/dx (note that, as dx and dy have interchanged their roles with 
respect to the previous case, the frequency is the same as before).  
The TE20 mode has the next equivalent admittance below cutoff (Beruete et al., 2011; Medina 
et al., 2008): 

 TE
x

j c
Y

d f20

2

0

1
η

 
= − − 

 
 (9) 

where it is shown the inductive character of the reactance, which is the mark of TE modes 
below cutoff. From here, an equivalent inductance can be deduced (Beruete et al., 2011; 
Medina et al., 2008): 
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A
L
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f

d f

20

0
2

2 1

η

π

=
 

−  
 

 (10) 

An array of disconnected apertures such as a patch array (recall that we have found that the 
small channel connecting patches has no effect on the resonance) has capacitive character. 
Observing that Eq. 10 predicts a divergence of the inductance as the frequency approaches 
cutoff, then there is a frequency where it fully compensates the capacitance of the patch 
array. So, apparently the previous argument applies, but there is a subtle modification: now, 
due to Babinet’s principle, the equivalent circuit is a series LC so that when f = fc the patch 
array is an open circuit, and the transmission coefficient is unity and at the frequency where 
inductance and capacitance are matched it is equivalent to a short circuit and there is a null 
in transmission. 

4.2 Toward the experiment 
The primary obstacle for testing self-complementary SHAs is the difficulty of producing a 
free-standing structure while the robustness and stiffness are kept, because there are as 
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many apertures as metal. To overcome this problem, the patterns were milled in the copper 
layer of the commercial microwave substrate ARLON CUCLAD 250 LX (metallization 
thickness t = 35 μm, and conductivity σCu = 5.8·107 S/m) and the structure was sandwiched 
between two dielectric slabs (dielectric constant εr = 2.43 and dielectric thickness h = 0.49 
mm) to deal with symmetric geometries. Because of the dielectric embedding, the Babinet’s 
principle is no longer entirely valid and thus, a fine tuning is required. The final in-plane 
periodicities of the prototype are dx = 1.8 mm and dy = 3.8 mm. 
In Fig. 11, the simulated frequency response of a pure self-complementary structure 
(parameters dx = 2.7 mm, dy = 5.0 mm, a = 2.5 mm, s = 0.2 mm as shown on the right panel) 
embedded in the aforementioned dielectric slabs is shown (black traces). Apart from the fact 
that the ET peak/ER dip moves to 34 GHz, out of our experimental bandwidth that extends 
from 45 to 260 GHz, which does not diminish the generality of the following discussion, 
peaks and dips in the frequency response take place at different points. In general, the 
dielectric loading has different effects on each polarization and the structure is not 
necessarily self-complementary. This is due to the fact that the dielectric has a finite 
thickness resulting in different impedance for each polarization. Then, any structure loaded 
with finite dielectric slabs is not generally self-complementary (García-de-Abajo et al., 2005). 
Nevertheless, despite the movement from the strict scenario of Babinet’s principle, we want 
to remark that the structure shows localized complementariness in the band of interest 
(ET/ER resonance) and that the principles governing the ET peak/ER dip are the same as 
for the ideal free-standing screen. 
 

 
Fig. 11. (Left) Simulated polarization-dependent transmittance of self-complementary 
(black) and optimized (red) structures embedded in two dielectric slabs (εr = 2.43 and 
thickness of each slab h = 0.49 mm). (Right) Unit cell of a rectangular self-complementary ET 
polarizer with parameters: dx = 2.7 mm, dy = 5.0 mm, a = 2.5 mm, and s = 0.2 mm, and 
photograph of the fabricated prototype whose parameters are depicted in the figure 

Taking the ideas of the previous paragraph into account, along with our fabrication 
tolerances and our interest in having the ET peak/ER dip and Wood’s anomaly within our 
experimental bandwidth, the fine tuning of the hole array parameters leads to the final 
prototype shown on the right-hand side of Fig. 11, whose simulated EM response is plotted 
also in the graph of Fig. 11 (red lines). In addition to the desired frequency shift, note that 
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the peaks have become sharper mainly because the filling factor (aperture-to-unit cell area 
ratio) has decreased from 0.5 to 0.29. 
CST Microwave StudioTM allows launching a circularly polarized wave and then, 
visualizing the evolution of the electric field when it passes through the polarizer screen 
(assuming screen of infinite extension). Thus, we take advantage of this option to illustrate 
in Fig. 12 the polarization filtering of the designed prototype. The incident wave is circularly 
polarized, but because of the strong reflection of the horizontal component, the pattern seen 
at the input (top right corner in each panel of Fig. 12) becomes elliptical. This is nicely 
manifested by comparing both t0 and t0+3∆t cases, where the horizontal component, Ex, seen 
in t0+3∆t exceeds in magnitude the electric field component y, Ey, of t0. On the other hand, 
the outgoing wave has an ordinary linear (vertical) polarized pattern. 
 

 
Fig. 12. Time evolution of the electric field for the self-complementary SHAs. From left to 
right t0, t0+Δt, t0+2Δt, and t0+3Δt 

To finish with the numerical results, the effective parameters: electric permittivity ε, 
magnetic permeability μ and index of refraction n are retrieved from the complex scattering 
parameters, which is an established method for the experimental characterization of 
unknown materials (Ghodgaonkar et al., 1990; Nicolson & Ross, 1970). Notice that, for 
gratings, this is just an assignation of equivalent material parameters to a thin periodic 
pattern and lacks of truly physical meaning because they may be changed when several 
identical layers are stacked together (because of loading effect), for instance. Also, it should 
be noted that we adopt in this chapter a time dependence of ejwt, which is followed in most 
engineering disciplines. 
It can be shown that the scattering parameters are related to the transmission T and 
reflection coefficient Γ by the following equations: 

 
j nk dT e

S
j nk dT e

0

11
0

22(1 ) (1 )
2 2 221 1

−Γ − Γ −= = −− Γ − Γ
 (11a) 

 
jnk dT e
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j nk dT e

2 0
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2 2 221 1

−− Γ − Γ= = −− Γ − Γ
 (11b) 

After some mathematics it can be easily derived from these equations that: 
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where m is an integer related to the branch index of Re(n). Finally, the electric permittivity 
εeff = n/z, and the magnetic permeability μeff = n·z. 
The retrieved parameters are displayed in Fig. 13 at those frequencies nearby the ET 
peak/ER dip where the transmittance is above 0.5. The main features observed on the 
retrieval are: 
• For Ey (vertical) polarization, the effective electric permittivity undergoes a Lorentzian-

like dispersion around the ET peak arisen from the resonant character. Moreover, it 
comes from negative values – not appreciable in Fig. 13 – as it is expected because the 
structure behaves as a diluted metal (Drude dispersion) for low frequencies. The 
effective magnetic permeability in turn displays an anti-resonance whose origin is 
hypothesised to come from the finite size of the unit cell (Koschny et al., 2003). 
However, recently it has been associated to magneto-electric coupling (Alú, 2010, 
2010b). Finally, the effective index of refraction presents a strong dispersion because of 
the resonant nature, reaching values from 0 up to 2.2.  

• For the Ex (horizontal) polarization, the effective electric permittivity, magnetic 
permeability and index of refraction exhibits similar responses as for Ey, but at higher 
frequencies (at around Rayleigh-Wood’s anomaly (just after the ER dip)). Nevertheless, 
it should be mentioned that the effective electric permittivity for this polarization 
cannot be described by a Drude dispersion for low frequencies since the structure is 
capacitive and supports a propagating mode at DC. 

It should be noted that from the effective permittivity and permeability, we could find the 
parameters of the lumped elements modelling the response of the self-complementary-
inspired hole array polarizer through the relationships Z’=Z/l = jωμ0μr and Y’=Y/l = jωε0εr, 
in which l is assumed to be the effective length of the slab. Nevertheless, this is left as an 
exercise for the reader. 
 

 
Fig. 13. From left to right: effective electric permittivity, magnetic permeability, and index of 
refraction. Solid and dashed lines account for Ey (vertical) and Ex (horizontal) polarization, 
respectively. Black and red lines represent real and imaginary part of the aforementioned 
constitutive parameters, respectively. The values are only computed within the -3 dB pass-
band 
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Measurements were performed under Fresnel illumination with the AB-MillimetreTM quasi-
optical (QO) vector network analyzer by using a QO bench, see Fig. 14. The AB-MillimetreTM 
is an all-solid-state electronics which generates millimetre-submillimetre waves by 
frequency multiplication, and detects them by harmonic mixing. The QO setup consists of a 
corrugated horn antenna that generates a very well linearly polarized Gaussian beam which, 
after two ellipsoidal mirrors, is focused over the sample under test with a beamwaist of 
around 28 mm at the frequencies of this work. There, the transmitted and reflected beams 
are obtained. The transmitted beam passes through another pair of identical mirrors and 
reaches the receiver antenna. This antenna is another corrugated horn well matched to the 
Gaussian beam.  
 

 
Fig. 14. Photograph of the experimental setup 

The experimental results are shown in the black curves of Fig. 15 for the transmission [Fig. 
15(a)] and reflection [Fig. 15(b)]. Both vertical polarization, Ey (solid lines), and the 
orthogonal, Ex (dashed lines) are measured. For incident Ey, a clear resonance around 61 
GHz is detected with practically total transmission (0.95), followed by a second relative 
maximum at 74 GHz (0.12) related to the symmetric distribution of the surface waves at 
each interface (Kuznetsov et al., 2009) and the null corresponding to the Rayleigh–Wood’s 
anomaly at around 79 GHz. The orthogonal level at 61 GHz is 0.029, whereas it reaches 0.002 
at 63 GHz where the power intensity peak of Ey is still above 0.9. Notice also that at 69 GHz, 
the horizontal polarization achieves a transmittance of 0.81 while the vertical is 0.06, 
indicating that at this frequency we have as a by-product a polarization filtering behaviour 
too (for the orthogonal polarization).  
As it is anticipated from the nearby Babinet’s scenario, there is a relatively good 
complementary correspondence between the transmission and reflection measured results. 
The best we can expect with the given dielectric loaded structure is having the peak of 
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transmission and the dip of reflection of the orthogonal components at almost the same 
frequency. 
 

 
Fig. 15. Measurement (black) and simulation results of the prototype (red) and the prototype 
with an assembly defect modelled by an air slab of 0.1 mm between the perforated plate and 
one of the dielectric slabs (blue). Solid trace for Ey and dashed one for Ex: (a) Transmission 
spectrum for Ey and Ex and (b) Idem for reflection 

Figure 15 renders also the numerical results given by CST Microwave StudioTM when the 
problem is treated as an infinite screen and under an ideal plane wave illumination, see red 
traces. Despite all the differences between the experimental setup (finite structure and 
Gaussian beam illumination to name the more prominent) and the simulation, the peak/dip 
positions and magnitudes are in reasonable agreement. To further approximate to the real 
problem, we have also explored numerically the possibility that the dielectric slab position is 
no longer ideal. The motivation of this study emerged after carefully analysing the 
manufacture and assembly procedures: firstly, the pattern is etched in one of the copper 
layer of ARLON CUCLAD 250 LX, whereas the other is removed; secondly, both metal 
layers of another wafer of ARLON are removed; finally, the single dielectric slab is screwed 
to the previous dielectric-backed metal pattern. Therefore, these steps permit only to ensure 
perfect contact between the metal layer with one of the dielectric slabs and good contact in 
the frame of the wafer with the other dielectric slab (see photograph of the prototype in Fig. 
11, where there are 12 circular holes on the framework of the wafer for the screwing), but 
not at the centre. Then, a thin air layer is susceptible of existing between the metal and one 
slab. To account for this potential imperfection, we have included an air slab of 0.1 mm 
between the perforated plate and one of the dielectric slabs. The numerical results are 
shown by blue traces in Fig. 15 and they corroborate that the manufacture process can be the 
origin of the non-idealities measured.  
The results presented up to now confirm the hypothesis of self-complementary structures as 
a guide method for designing dielectric embedded structures. Had it been a single plate 
metallic free-standing polarizer, the response would have been similar to the theoretical 
curves of Fig. 8. 
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5. Stacked self-complementariness-based extraordinary transmission layers 
The next question to be answered is whether the subwavelength-stacking of these modified 
SHAs would still lead to backward wave propagation (effective negative refractive index) 
for the vertical polarization as it happens for the fishnet-like metamaterial (Beruete et al., 
2006; Dolling et al., 2006; Zhang et al., 2005b). And also, whether the propagation of the 
horizontal polarization would be inhibited as it happens for the single layer configuration. 
To answer these question one should recall that Babinet’s principle applies for infinitely thin 
metallic layers, as it was explained in section 3. Thus, the multi-layering of self-
complementary extraordinary transmission layers leads certainly to backward wave 
propagation, but does not have to fulfil Babinet. Therefore, the direct stack of the previous 
prototypes may or may not arrive at a linear polarizer exhibiting effective negative 
refractive index. Nevertheless, the authors showed in a previous work that by a smart 
design one can positively have such linear polarizer (Beruete et al., 2007b).    
We can further play around with the unit cell dimensions, and by a new clever design, 
overlap the first mode of each polarization, leading to a birefringent medium, where the ET 
axis behaves as an effective negative refractive index and the orthogonal axis as an effective 
positive refractive index (Beruete et al., 2008).  
Here, we investigate in more detail this last design by constructing a wedge, which is a 
common geometrical approach to check the value of the effective index of refraction of a 
metamaterial (Navarro-Cía et al., 2008). If the stack behaves indeed as a single negative 
birefringent medium, one polarization undergoes negative refraction, whereas the 
orthogonal has positive refraction.  
 

 
Fig. 16. (a) Picture of the prototype whose angle is 20.28 deg. (b) Dispersion diagram (red 
curve) and index of refraction (blue curve) – for the first propagating modes – calculated 
numerically for the infinite stack; solid lines correspond to electric field impinging vertically 
(Ey), whereas dashed lines represent the response under horizontal polarization (Ex); dotted 
blue arrows indicate the corresponding axes to the curve 

To check this supposition, a prism made of modified SHAs was manufactured (Beruete et 
al., 2010; Navarro-Cía et al., 2010). A picture of the prototype and zoom-in of the unit cell 
whose parameters are: transversal periodicities dx = 2.3 mm, dy = 5 mm, longitudinal 
periodicity dz = 0.85 mm, hole size a = 1.8 mm, slit width s = 0.6 mm and metal (copper) 
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thickness w = 0.35 mm; are shown in Fig. 16(a). The effective zone of the wedge comprises 
21 slits (and the corresponding number of lines of holes) and 11 horizontal rows, which 
means a 55 mm × 48.3 mm size. On the other hand, the prism has total dimensions of 91 mm 
× 65 mm × 65 mm/45 mm (width × height × length). 
As we have done in previous works (Beruete et al., 2006, 2006b, 2007, 2007b, 2007c, 2008, 
2010; Navarro-Cía et al., 2008, 2010), our assumptions in the stack’s properties rely on the 
dispersion diagram. In this case, the dispersion diagram of our present prism is plotted in 
Fig. 16(b), along with the index of refraction associated to each first couple of propagation 
modes (one corresponds to vertical polarization, Ey, whereas the other to the orthogonal one, 
Ex). Notice that in the frequency range between 52 and 57.5 GHz, an overlap of effective 
negative and positive refractive index propagation modes is expected. 
The experimental setup is similar to the one used in preceding works (Beruete et al., 2010; 
Navarro-Cía et al. 2008, 2010). In short, the prism is illuminated from the back by a 
corrugated horn antenna and the outgoing beam deflection is scanned at a distance z = 400 
mm by another identical corrugated horn antenna. Both antennas are connected to the AB-
MillimetreTM QO vector network analyzer. The frequency band and effective aperture used 
impose that we are dealing with near field or Fresnel zone due to the fact that 2·D2/λ ≈ 1100 
mm, where D is the largest dimension of the prism (Balanis, 2005). The calibration or 
reference is done by using a face to face antennas configuration. 
 

 
Fig. 17. (a) Angular power distribution normalized to its maximum for both polarizations at 
53.8 GHz. The spots correspond to the measurement results, whereas the curves are a 
smooth interpolation. (b) Evolution of the refractive index as a function of the frequency for 
both polarizations. Red and pink spots are the experimental points along with the 
corresponding error bars, the blue and black, and cyan and green curves are the equivalent 
simulation results derived from the dispersion diagram and from the standard S-parameter 
method respectively for each polarization 

Figure 17(a) shows undoubtedly the negative and positive deflection experienced by the 
vertical and horizontal polarized beam respectively at 53.8 GHz, whereas Fig. 17(b) displays 
a quantitative comparison between numerical and experimental results in terms of effective 
index of refraction. There, the effective index of refraction derived from the experimental 
results via Snell’s law for both polarizations alongside the experimental error bars are 
plotted, and the index computed with CST Microwave StudioTM by two different methods 
are also shown superimposed. Solid lines account for the effective index of refraction 
derived from the dispersion diagram, whereas dashed lines define the effective index of 

(a) (b)
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refraction retrieved from the S-parameters (Ghodgaonkar et al., 1990; Nicolson & Ross, 
1970). In the latter procedure, the metal has been modelled by copper and 10 stacked 
layers have been considered as a representative number of stacked layers of the real 
prototype. Remarkable is the good agreement between numerical and experimental 
results despite the fact already pointed out regarding near-field measurement and finite 
structure. 

6. Conclusion 
The EM properties of SHAs arranged in rectangular lattice can be enhanced by applying 
Babinet’s concepts. Indeed, by inserting vertical subwavelength slit arrays connecting holes, 
a self-complementary structure is obtained whose EM response in terms of transmittance 
and reflectance fulfil Babinet’s principle. This feature leads to a perfect linear polarizer: the 
vertical polarization undergoes ET (total transmission in the lossless case), whereas the 
orthogonal polarization exhibits extraordinary reflection (total reflection in the lossless case) 
at the same frequency. The qualitatively explanation founded on Babinet’s principle has 
been complemented with a description based on lumped element equivalent circuit and 
high order mode excitation. Furthermore, an inversion technique has been used to retrieve 
the effective constitutive EM parameters (effective electric permittivity, effective magnetic 
permeability and effective index of refraction) that model the response of the grating. In 
addition, the induced surface currents as well as the electric field evolution through the 
grating have been represented to pedagogically support the conclusions derived from 
Babinet’s principle and self-complementariness. As a natural extension, it has been 
analysed briefly the propagation behaviour of stacked self-complementariness-based ET 
layers. It has been shown that for a certain design parameters it is possible to have an 
effective birefringent medium whose vertical and horizontal axis behaves as an effective 
negative and positive refractive index, respectively. Finally, the theoretical and numerical 
analyses for single- and multi-layer have been confirmed experimentally at millimetre-
waves. 
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1. Introduction 
Lorentz-Dirac equation (LDE) is the widely accepted classical equation to describe the 
motion of a scalar point charge acted by external electromagnetic fields and its own 
radiating fields. Because LDE is highly nonlinear, the ubiquitous electromagnetic fluctuating 
fields of the vacuum would produce a nonzero contribution to the motion of charged 
particles, which provides a promising way to understand the century-old problems and 
puzzles associated with uniformly accelerating motion of a point charge. The vacuum 
fluctuations also have an intimate relationship with the Unruh effect. In this chapter we will 
restrict our main stamina to investigate the influence of the vacuum electromagnetic 
fluctuating fields on the motion of a point charge. Because the discussion upon problems, 
such as the Unruh effect etc., would greatly digress from the motif of this book, we just 
disperse brief remarks on these problems at suitable places. 

2. New reduction of order form of LDE 
In 1938, Dirac for the first time systematically deduced the relativistic equation of motion for 
a radiating point charge in his classical paper [Dirac, 1938]. Being a singular third order 
differential equation, the controversy about the validity of LDE has never ceased due to its 
intrinsic pathological characteristics, such as violation of causality, nonphysical runaway 
solutions and anti-damping effect etc. [Wang et al., 2010]. All these difficulties of LDE can be 
traced to the fact that its order reduces from three to two as the Schott term is neglected. 
However, LDE derived by using the conservation laws of momentum and energy is quite 
elegant in mathematics and is of Lorentz invariance. Furthermore, many different methods 
used to derive the equation of motion for a radiating point charge lead to the same equation, 
and all pathological characteristics of LDE would disappear in its reduction of order form. 
Plass invented the backward integration method for scattering problems, and H. Kawaguchi 
et al. constructed a precise numerical integrator of LDE using Lorentz group Lie algebra 
property [Plass, 1961; Kawaguchi et al., 1997]. These methods are enough to numerically 
study the practical problems. On the other hand, Landau and Lifshitz obtained the 
reduction of order form of LDE [Landau & Lifshitz, 1962], which fully meets the 
requirements for dynamical equation of motion and is even recommended to substitute for 
the LDE. But one should keep in mind that Landau and Lifshitz equation (LLE) gaining the 
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advantages over LDE is at the price of losing the orthogonality of four-velocity and four-
acceleration of point charges. This complexion means that LDE is still the most qualified 
equation of motion for a radiating point charge. To be clear, we make the assumption that 
LDE is the exact equation of motion for a radiating point charge.  

2.1 Description of reduction of order form of LDE 
For a point charge of mass m and charge e , LDE reads 

 2
0( )= + +    e

x F x x x x
m

μ μν μ μ
ν τ , (1) 

where ( )xμ τ is the spacetime coordinates of the charge at proper timeτ , 2
0 2 / 3= e mτ the 

characteristic time of radiation reaction which approximately equals to the time for a light to 
transverse across the classical radius of a massive charge. The upper dots denote the 
derivative with respect to the proper time, Greek indices μ , ν etc. run over from 0 to 3 . 
Repeated indices are summed tacitly, unless otherwise indicated. The diagonal metric of 
Minkowski spacetime is (1, 1, 1, 1)− − − . For simplicity, we work in relativistic units, so that 
the speed of light is equal to unity. The second term of the right side of Eq. (1) is referred to 
as the radiation reaction force, and x μ is the so called Schott term.  
We have assumed in Eq. (1) that charged particles interact only with electromagnetic 
fields Fμν which has the matrix expression: 

1 2 3

1 3 2

2 3 1

3 2 1

0
0

0
0

− − − 
 −
 

− 
 − 

E E E
E B B
E B B
E B B

. 

The Lorentz force is 

 0( , ) ( , )= ⋅ + × = ⋅ + ×
          dx dx

eF x e E x x E x B e E E B
dt dt

μν
ν γ , (2) 

where 2 1/2(1 )−= − xγ is the relativistic factor. 
By replacing the acceleration in the radiation reaction force with that produced only by 
external force, Landau and Lifshitz obtained the reduction of order form of LDE 

 2
0( , , ) [ ]= + +  df

x f x x f x
d

μ
μ μ μτ τ

τ
, (3) 

where ( , , ) /= f x x eF x mμ μν
ντ . Eq. (3) is nonsingular and gets rid of most pathological 

characteristics of LDE, but the applicable scope is also slightly reduced. LLE is quite 
convenient to numerically study macroscopic motions of a point charge.  
If one does not care about the complexity, there exists another more accurate reduction of 
order form of LDE than LLE, which also implies a corresponding reduction of order series 
form of LDE. In this section, we will present this reduction of order form of LDE. To do so, 
the most important step is using the acceleration produced only by external forces to 
approximate the Schott term, namely 
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 2 2
0 0( , , ) [ ] [ ]∂

= + + ≈ + +
∂

       

f

x f x x x x x F x x x
x

μ
μ μ μ μ μ ν μ

ντ τ τ , (4) 

where 

0( )∂ ∂
= + +

∂ ∂
f f

F f x
x

μμ
μ μ ν

ντ
τ

 

is the analytical function of proper time, spacetime coordinates and four-velocity. Letting 
2= k x ，Eq. (4) becomes 

0 0/− ∂ ∂ = +   x x f x F kxμ ν μ ν μ μτ τ , 

which can be put into the matrix form 0= + Ax F kxτ , with 0 1 2 3( , , , )= TF F F F F and 
0 1 2 3( , , , )=     Tx x x x x . The symbol “ T “ denotes transpose operation of a matrix. The explicit 

expression of matrix A is 

0 0 0 1 0 2 0 3
0 0 0 0

1 0 1 1 1 2 1 3
0 0 0 0

2 0 2 1 2 2 2 3
0 0 0 0

3 0 3 1 3 2 3 3
0 0 0 0

1 / / / /
/ 1 / / /
/ / 1 / /
/ / / 1 /

 − ∂ ∂ − ∂ ∂ − ∂ ∂ − ∂ ∂
 − ∂ ∂ − ∂ ∂ − ∂ ∂ − ∂ ∂ 
 − ∂ ∂ − ∂ ∂ − ∂ ∂ − ∂ ∂
 − ∂ ∂ − ∂ ∂ − ∂ ∂ − ∂ ∂  

   
   
   
   

f x f x f x f x
f x f x f x f x
f x f x f x f x
f x f x f x f x

τ τ τ τ
τ τ τ τ
τ τ τ τ
τ τ τ τ

, 

each element of matrix A is the analytical function ofτ , x and x . We define generalized 
four-velocity and four-acceleration vectors as  

0 1 2 3 0 1 2 3( , , , ), ( , , , )Δ Δ Δ Δ Δ Δ Δ Δ= =
Δ Δ Δ Δ Δ Δ Δ Δ

   


x x x x F F F F

X Dμ μ , 

where Δ is the determinant of matrix A , and ΔF
μ and Δ x

μ are determinants of matrices 
obtained by replacing the -thμ column of A with column matrices F and x respectively. So 
four-acceleration can be expressed as 

 0= + x D kXμ μ μτ . (5) 

Because the square of the four-acceleration k is involved, Eq. (5) is still not the explicit 
expression of acceleration. However, k can be expressed as 

 2 2 2 2
0 0 0 0( )( ) 2= + + = + +   k D kX D kX X k kD X Dμ μ μ

μ μ μτ τ τ τ , (6) 

which is a quadratic algebra equation of k . The physical solution of k is 

 
2

2 2 2 2
0 0 0

2
(1 2 ) (1 2 ) 4

=
− + − −  

D
k

D X D X X Dμ μ
μ μτ τ τ

. (7) 

Thus we obtained the expression of acceleration, and the result is 

 
2

0

2 2 2 2
0 0 0

2
(1 2 ) (1 2 ) 4
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− + − −


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  
D X

x D
D X D X X D

μ
μ μ

μ μ
μ μ

τ
τ τ τ

, (8) 
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which is now the explicit function of proper timeτ , spacetime coordinates x and velocity x .  
As a corollary, we can discuss the applicable scope of LDE from the existing condition of the 
solution of k , namely, the quantity under the square root appeared in Eq. (7) must be 
nonnegative. It is often taken for granted that LDE would be invalid at the scale of the 
Compton wavelength of the charge. 
Following the above procedure, we can construct an iterative reduction of order form of 
LDE, which is a more accurate approximation to the original LDE. As the first step, we 
approximately expressed LDE as   

2
0 0( , , ) [ ]= + + ≈ +     x f x x x x x G kxμ μ μ μ μ μτ τ τ , 

where 

0( )∂ ∂ ∂= + + +
∂ ∂ ∂
   

known
x x x

G f x x
x x

μ μ μ
μ μ ν ν

ν ντ
τ

 

is the function ofτ , x and x owing to the four-acceleration knownxν being taken as that given by 
Eq. (8). From its definition, the square of four-acceleration k can be worked out 

2

2 2 2
0 0 0

2
(1 2 ) (1 2 ) 4

=
− ⋅ + − ⋅ − 

G
k

G x G x Gτ τ τ
, 

and the four-acceleration is 

2
0

2 2 2
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2
(1 2 ) (1 2 ) 4

= +
− ⋅ + − ⋅ −


 

G x
x G

G x G x G

μ
μ μ τ

τ τ τ
. 

By repeating this procedure, we can obtain the n-th iterative expression of four-acceleration: 
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2 2 2
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2
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where 

1 1 1 1
0 0 1( )− − − −

−
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
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G f f x x
d x x
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μ μ μ ν ν

ν ντ τ
τ τ

. 

We emphasize again that 0xμ is taken as that given by Eq. (8). Hereto we have obtained the 
iterative self-contained reduction of order form of LDE. 
As an example, we apply the new reduction of order iterative form of LDE to a special case, 
a point charge undergoing one-dimensional uniformly accelerating motion along 1x  
direction acted by a constant electric field E . Assuming that the ratio of charge e to mass m is 
one, the equations of motion are 

0 1 0 2 0 1 1 0
0 0

1 0 1 2 1 0 0 1
0 0

[ ] [ ]

[ ] [ ]

= + + ≈ + +

= + + ≈ + +

       

       

x Ex x x x Ex Ex kx

x Ex x x x Ex Ex kx

τ τ

τ τ
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It is easy to obtain the expressions of 0x and 1x , they are  

1 2 0 0 1
0 0 00

2
0

0 2 1 1 0
0 0 01

2
0

( ) ,
1 ( )

( )
1 ( )

+ + +=
−

+ + +=
−

   

   

Ex E x k x Ex
x

E
Ex E x k x Ex

x
E

τ τ τ
τ

τ τ τ
τ

. 

From its definition 2 0 2 1 2( ) ( )= = −  k x x x ，we obtain 2= −k E . The expression of four-
acceleration is extremely simple, namely 0 1 1 0,= =   x Ex x Ex . It is obvious that further 
iterative procedures will not bring any changes, which completely coincides with LDE for 
this motion. It is astonishing that a point charge undergoing one-dimensional uniformly 
accelerating motion emitting energy and momentum does not suffer radiation reaction force 
at all, which induces a series of puzzling problems lasted for over one hundred years since 
the radiation fields of this motion had been calculated [Born, 1909, as cited in Fulton & 
Rohrlich, 1960; Lyle, 2008]. 
We would like to make a brief remark on Eq. (8). Our approximate procedure contains all 
effects of the second term of radiation reaction force, so our result is more accurate than 
LLD. This conclusion is also embodied by its Taylor series form on 0τ which includes infinite 
terms, while LLE only includes the linear term of 0τ .  
It is easy for one to utilize the method of Landau and Lifshitz to construct a reduction of 
order iterative form of LDE [Aguirregabiria, 1997]. To compare two different reduction of 
order forms of LDE is the main content of the next subsection. 

2.2 Reduction of order form of LDE up to 2
0τ term 

We know that the quantity 0τ characterizing the radiation reaction effect is an extremely 
small time scale 24(10 )− s , so every piece involved in Eq. (8) could be expanded as power 
series of the parameter 0τ . We are just interested in the first three terms of this series form of 
LDE, which is accurate enough to study practical problems and making the comparison 
between two series forms of LDE obtained respectively by Landau and Lifshitz’s method 
and ours meaningful. To get this series form up to 2

0τ  term, we first expand matrix 
A to 2

0τ term, and the result is  

  2
0 01 ( )∂ ∂ ∂ ∂ ∂

Δ ≈ − + − +
∂ ∂ ∂ ∂ ∂


    
f f f f f
x x x x x

μ μ ν μ ν

μ μ ν ν μτ τ . (10) 

For the calculation of the four-vector Dμ ，it is adequate to calculate its zero-th component 
and retain the result to 2

0τ term 

0 0
0 0 2

0 0
∂ ∂ ∂

≈ + + +
∂ ∂ ∂


  
f f f

D F F F
x x x

ν
μ μ

μ μ ντ τ . 

The space component expressions of four-vector Dμ can be obtained from the Lorentz 
covariance, and the result is 

 
μ

μ β μ
μ α α

α α βτ τ∂ ∂ ∂
≈ + + +

∂ ∂ ∂
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2

0 0
f f f
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x x x

. (11) 
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Due to the same footing as μD , the generalized four-velocity vector μX in Eq. (8) can be 
immediately written out by changing μF in Eq. (11) to μx , namely 

 
μ β μ

μ μ α α
α α βτ τ∂ ∂ ∂

= + + +
∂ ∂ ∂
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0 0

f f f
X x x x

x x x
. (12) 

Then we need to calculate the square of four-acceleration k . Eqs. (8) and (9) show that it is 
enough for the expansion of k to retain theτ 0 term,  
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. (13) 

So we obtian the four-acceleration accurate toτ 0 term is 
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which is the same as LLE.  
We need to calculate the result of once iteration to obtain the 2

0τ term of the series form of the  
acceleration. All involved calculation is straightforward but cumbersome. Retaining to 
theτ 2

0 term, the four-vector μG is 
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We then calculate the square of four-acceleration k and the result is 
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At last, we arrive at the targeted expression of xμ , which can be expressed as 

 2
0 0 00 1 2= + = + +    x G kx x x xμ μ μ μ μ μτ τ τ , (17) 
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and the quantities 0xμ , 1xμ and 2xμ  are 

0 =x fμ μ  
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, (18) 

which is quite forbidding on the first face compared with the original LDE!  
As stated before, by repeating the method of Landau and Lifshitz to reduce the order of 
LDE, one can also construct the series form of order reduced approximation of LDE, which 
is quite simple and the result is 
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τ
. (19) 

One needs to iterate two times to get the series expression up to 2
0τ term using Eq. (19), and 

the result is 
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We just point out that Eqs. (17) and (20) obtained through two different ways are completely 
consistent with each other, which shows that the reduction of order form of LDE has unique 
expression so long as the external force is orthogonal to four-velocity and depends only on 
proper time, spacetime coordinate and four-velocity. This fact also supports that LDE is the 
correct equation describing the motion of charged particles. 
The general reduction of order series form of LDE can be expressed as 

 0
0=

= + = +  
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n
n N

n

x x R x Rμ μ μ μ μτ , (21) 

where Rμ is of the order 1
0

+Nτ . Apart from the first term 0xμ , all other single term is not 
orthogonal to xμ as the original LDE does, which can be seen by the calculation 
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which is of order 1
0

+Nτ . To guarantee the orthogonal property between four-velocity and 
four-acceleration, the reduction of order series form of LDE must contain infinite terms. The 
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present method reducing the order of LDE contains infinite terms of 0τ at each iterative 
process indicating that it is more accurate than that of Landau and Lifshitz.  
In subsection 1, we have known that the uniformly accelerating motion of a point charge is 
quite special. According to the Maxwell’s electromagnetic theory, the accelerated charge 
would for certain radiate electromagnetic radiation which would dissipate the charge’s 
energy and momentum. W. Pauli observed that at 0=t  when the charge is instantaneously 
at rest [Pauli, 1920, as cited in Fulton & Rohrlich, 1960], the magnetic field of its radiating 
field is zero everywhere in the corresponding inertial frame shown by Born’s original 
solution which means that the Poynting vector is zero everywhere in the rest frame of the 
charge at that instant of time and came to the conclusion that the uniformly accelerated 
charge does not radiate at all. Whether or not a charge undergoing uniformly accelerating 
motion emits electromagnetic radiation is still an open question. Nowadays, most authors of 
this area think that it does emit radiation. But one is faced another difficult question, namely 
what physical processes taking place near the neighborhood of the charge are able to give 
precise zero radiation reaction force. These problems have been extensively studied for a 
long time, but the situation still remains in a controversial status [Ginzburg, 1970; Boulware, 
1980].  
If one measures the macroscopic external field at the vicinity of the charge performing one-
dimensional motion, what conclusions would he/she obtain? Just as one can not distinguish 
the gravitation field from a uniform acceleration by local experiments done in a tiny box, 
which is called Einstein equivalence principle, any macroscopic external fields felt by the 
charge are almost constant and the radiation reaction force would vanish according to LDE 
for charge’s one-dimensional macroscopic motions! What is the mechanism of radiation 
reaction? There are various points of view for charges’ radiation reaction. Lorentz regarded 
charges as rigid spheres of finite size, and the radiation reaction force comes from the 
interactions of the retarded radiation fields of all parts of the charge; Dirac regarded 
electrons as point charges and regarded the radiation reaction field as half the difference of 
its retarded radiation field minus its advanced field; Teitelboim obtained the radiation 
reaction force just using retarded radiating field of accelerated charges [Teitelboim , 1970; 
Teitelboim & Villarroel, 1980]; while Feynman and Wheeler thought that the radiation 
reaction of accelerated charges comes from the advanced radiating fields of all other charges 
in the Universe coherently superimposed at the location of the radiating charge [Wheeler & 
Feynman, 1945; 1949]. The common point of these different viewpoints is that the radiation 
reaction is represented by the variation of external force field with time, which gives zero 
radiation reaction for one-dimensional uniformly accelerating motion of charges showing 
that the general mechanism of radiation reaction is not complete. It has been proved that the 
electron of a hydrogen atom would never collapse using the nonrelativistic version of LDE 
which is quite contrary to the conventional idea of classical electrodynamics that the atoms 
would fall into the origin within rather a short time interval, which is called the theorem 
[Eliezer, 1947; Carati,2001]. Cole and Zou studied the stability of hydrogen atoms using LLE 
and obtained similar results with that of quantum mechanics [Cole & Zou, 2003]. 
It seems that the problems associated with the radiation reaction have little possibility to be 
resolved without introducing new factors. According to quantum field theory, the vacuum 
is not empty but full of all kinds of fluctuating fields. To investigate how the 
electromagnetic fluctuating fields of the vacuum influence the motion of a charge is the 
main content of this chapter. 
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3. Electromagnetic fluctuating fields of the vacuum 
The development of quantum field theory (QFT) shows that the vacuum is not an empty 
space but an extremely complicated system. All kinds of field quanta are created and then 
annihilated or vice versa. The effects of electromagnetic fluctuating fields of the vacuum 
have been verified by experiments，such as Lamb shift of hydrogen atoms and Casimir 
force etc.. Unruh effect, which has been a very active area of physics and has not been 
verified by experiments as yet, shows that the vacuum state is dependent on the motion of 
observers. The quantized free fields of QFT are operator expressions, which can not be used 
directly in classical calculation. T. W. Marshall proposed a Lorentz invariant random 
classical radiation to model the corresponding fluctuating fields of the vacuum which was 
carried forward by T. H. Boyer [Boyer, 1980]. A number of phenomena associated with the 
vacuum of quantum electrodynamics can be understood in purely classical electrodynamics, 
provided we change the homogeneous boundary conditions on Maxwell’s equations to 
include random classical radiation with a Lorentz invariant spectrum. This section briefly 
introduces this classical model of the vacuum fluctuating fields, which is borrowed heavily 
from T. H. Boyer’s paper. 

3.1 Random classical radiation fields for massless scalar cases 
The introduced random radiation is not connected with temperature radiation but exist in 
the vacuum at the absolute zero of temperature; hence it is termed classical zero-point 
radiation, which is treated just as fluctuations of classical thermal radiation. The only special 
aspect of zero-point radiation is Lorentz invariant indicating there is no preferred frame. 
Thermal radiation involves radiation above the zero-point spectrum and involves a finite 
amount of energy and singles out a preferred frame of reference. 
A spectrum of random classical radiation can be written as a sum over plane waves of 
various frequencies and wave vectors with random phases. For the massless scalar field, the 
spatially homogeneous and isotropic distribution in empty space can be written as an 
expansion in plane waves with random phases  
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where the ( )

kθ is the random phase distributed uniformly on the interval (0, 2 )π  and 

independently for each wave vector

k . The Lorentz invariance of Eq. (23) requires 

that ( )f ω must be proportional to 1 / ω . The average over the random phases are 
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Eqs. (23) and (24) have immediate connection with the counterparts of QFT, which are free 
field 
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and the commutators for creation and annihilation operators †ˆ ( )


a k and ˆ( )


a k satisfying 
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δ . 

Compared with the free field of QFT one can immediately get the Lorentz invariant spectral 
function, that is 

1( )
2

= 
f ω

π ω
. 

These similarities make the quantitative calculations using random classical radiation fields 
comparable to the results given by full quantum theory. 
As an example, we will deduce the Unruh effect using random classical radiation field. For a 
charge undergoing one-dimensional uniformly accelerating motion, the world line is 

 1 1cosh( ), sinh( )= =x a t a
a a

τ τ , (25) 

where a is the constant acceleration seen at charge’s rest frame. The uniform accelerating 
motion of a charge will be investigated in section 4.  
We would like to evaluate the average value  

( , / 2) ( , / 2)< − + >
 
r s t r s tϕ ϕ , 

which characterizes the random classical field. By a Lorentz transformation, the point

r can 

be changed to the origin of another inertial frame, which will be taken as the laboratory 
frame. Thus we just need to calculate 

 (0, / 2) (0, / 2)< − + >ϕ σ τ ϕ σ τ , (26) 

where / 2±σ τ have two different interpretations; the results of Lorentz transformation or 
just two different proper times. The charge undergoes the uniformly accelerating motion 
along the x direction of the laboratory frame, and we calculate Eq. (26) at two positions of 
the charge at proper times / 2±σ τ , namely  
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σ τ σ τϕ σ τ ϕ . (27) 

By the expression of fieldϕ , the correlation function Eq. (26) becomes  
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The stationary character of the correlation function is not exhibited since the free parameter 
σ is included. However, the physical argument that there is no preferred time for uniformly 
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accelerating motions indicates that Eq. (28) must be independent ofσ . In fact, by 
performing the Lorentz transformation 

'

'
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, 

from unprimed laboratory frame to the primed frame in which the charge is instantaneously 
at rest at proper timeσ , the correlation function becomes 
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which is the function of the proper timeτ . 
The result Eq. (29) will be compared with the correlation function  
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for a charge at the origin of an inertial frame where the random thermal radiation is  
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where k is the Boltzmann constant, T the temperature. The calculation of correlation 
function Eq. (30) is straightforward and the result is  
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The time parameter s is automatically counteracted without employing the Lorentz 
transformation.  
If we compare the correlation function of the charge accelerated through the vacuum Eq. 
(29) with the correlation function Eq. (31) for a stationary charge in random classical scalar 
zero point radiation plus a Plank thermal spectrum, we find that they are identical in 
functional form provided that the acceleration and the temperature are related by 
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kπ
. (32) 

It is in this sense that one speaks of an observer accelerated through the inertial vacuum as 
finding himself in a thermal bath which is called the Unruh effect [Unruh, 1976].  

3.2 Random classical radiation fields for electromagnetic fields case 
We just list the expressions used in the following sections of the classical model of the 
vacuum electromagnetic fluctuating fields, which can be written as 
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where λ denotes the polarization degree of freedom and ˆ( , )

kε λ the polarization vector 

which satisfies the sum rule 
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The average over random phases satisfies the rules: 
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The average values of two components of random classical electromagnetic radiation fields 
can be obtained by using Eqs. (33)-(35). For example, the average value of two electric 
components is  
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, (36) 

where cutoffk is the cutoff of wave vector and is usually taken as that corresponding to the 
Compton wavelength of massive charges. The other two average values are 

 4 , 0
6

< >=< >= < >=
i j i j ij cutoff i jb b e e k e bδ

π
. (37) 

The preparation of the vacuum electromagnetic fluctuating fields is finished. However, we 
strongly recommend serious-minded readers to read the original papers of T. H. Boyer. In 
the next section, we will investigate the possible effects of electromagnetic fluctuating fields 
of the vacuum on the radiation reaction of a radiating charge using the reduction of order 
series form of LDE obtained in section 2. 

4. Nonzero contribution of vacuum fluctuations to radiation reaction 

In section 2, we have obtained the reduction of order series form of LDE up to 2
0τ term, and 

here we present it again 
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where 
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In getting this equation, we have assumed that the external fields are electromagnetic fields 
which can be expressed by the functions of the proper time and spacetime coordinates. 
Therefore the external force has the Lorentz-force form: 
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where ( , )

E xτ and ( , )


B xτ are external electromagnetic fields, ( )


e x and ( )


b x the vacuum 

electromagnetic fluctuating fields expressed in Eq. (33). For the sake of simplicity, we have 
these electromagnetic fields absorb the factor /e m . The component expressions of the force 
field are  
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We would like to emphasize again that Eq. (38) is accurate enough for any macroscopic 
motions of a charge due to 0τ 24( 10 )− s  being an extremely small time scale. Because the 
atomic nucleus is of finite size, Eq. (38) could even be used to study the electron’s motion of 
a hydrogen atom.  
It is impossible or meaningless to trace the effects of vacuum electromagnetic fluctuations by 
directly solve the equation of motion of charged particles due to its stochastic property. 
Therefore, we should perform the average calculation for each term of the acceleration over 
the random phases of vacuum fluctuating fields, which is a coarse grained process. The 
nonlinear terms of Eq. (38) will produce nonzero contribution of vacuum electromagnetic 
fluctuating fields to the radiation reaction. According to the rules of average manipulation 
over random phases Eq. (35), The result of the average for the first term of charge’s 
acceleration is just the external force Ef

μ . We will focus on the calculation of the average 
results for the next two terms of the acceleration, which is quite cumbersome. 

4.1 Effects of the vacuum fluctuations on the radiation reaction in the order of 0τ  
The part of acceleration linear with 0τ is  
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Because the average value of the product of odd number vacuum electromagnetic 
fluctuating components is zero, the average results of the first two terms of Eq. (41) are just 
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The third term 
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is possible to produce nonzero contribution to radiation reaction. Firstly, we calculate the 
average value of its zero component 
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Then we calculate the average value of the first space component and the result is 
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Because all three space components are equivalent, the final result is 
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The average value of the fourth term of Eq. (41) can be directly calculated and the result is 
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Therefore the complete expression linear with 0τ of the contribution of vacuum fluctuations 
to the radiation reaction is 

 2 2
0 0 0 1 14 ( , )− < >
   x x x x e eτ . (43) 

4.2 Effects of the vacuum fluctuations on the radiation reaction in the order of 2
0τ  

The part of acceleration that is proportional to 2
0τ is   
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We had better expand it into explicit expression of external electromagnetic fields and 
vacuum fluctuating fields and then collect the same terms together. The expansion of the 
first term of Eq. (44) is 
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The second term of Eq. (44) is 
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The third term of Eq. (44) is 
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and the fourth term is 
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Now we collected all these terms together and found that there are three terms contained 
in 2xμ which are linear with force field: 
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The average of these three terms over the random phases of vacuum fluctuating fields just 
leaves the contribution of the external force field, and the result is    
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There are seven terms contained in 2xμ which are quadratic in force fields. Because the 
vacuum fluctuating field just the function of spacetime coordinates, the derivatives with 
respect to proper timeτ or four-velocity xμ equal to zero. Furthermore, the derivative with 
respect to spacetime coordinates would turn the cosine function into sine function, which 
combining with another cosine function of a vacuum fluctuating field would make the 
average value zero. Therefore, the average value of all quadratic terms of force fields 
contained in 2xμ over the random phases of vacuum fluctuating fields is 
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There are six terms contained in 2xμ which are trinomial of force fields  
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These terms are sequently denoted as ( )a , ( )b , ( )c , ( )d , ( )e and ( )f . We just present the  
calculation process for the first term, only final results of other five terms are given. 
We first expand term ( )a into    
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and last two terms are denoted as ( .2)a an ( .3)a . We will calculate the average values of these 
two terms separately.  
For the average value of term ( .2)a , the result is  
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As for the term ( .3)a , we first calculate its zero-th component and the result is  
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then we calculate its first space component, and the result is   
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The other two space components of term ( .3)a can be obtained by the isotropy of the 
vacuum, and the final average result of term ( .3)a is 
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In the following, we just list the final results for terms ( ) ( )−b f , which would facilitate the 
check processes for serious-minded readers.  
The average result for term ( )b is 
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and the result for term ( )c is  
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which is the result of the facts that external electromagnetic fields are linear function of four-
velocity and vacuum fluctuating fields are the functions of spacetime coordinates. 
The average result of term ( )d is 
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which is closely dependent on the structure of the Lorentz force , and the average result for 
term ( )e is 

2 2 0 2 2 2
0 0 ,0 0 1 1[ (4 1), 4 (5 3 )]∂ ∂

< >= + − + − + < >
∂ ∂

      
 

E
E E E E

f f
x f x f f x x f x f x x e e

x x

μ μ
ν ν

ν ν . 

The last term ( )f vanishes due to the fact that the Lorentz force is orthogonal to four-velocity 
vector. Collecting these pieces together, we arrive at the final expression proportional 
to 2

0τ of the contribution of vacuum fluctuating fields to the radiation reaction of a radiating 
charge: 

 2 2 0 2
0 0 ,0 0 0 0 1 1[( 12 3) , 12 12 (24 3) )]− + + − − < >

   E E Ex f f x x x E x f e eτ . (45) 

It is easy to check that the contribution of vacuum fluctuating fields to the radiation reaction 
is orthogonal to the four-velocity of the radiating charge. The only undetermined quantity 
contained in Eqs. (43) and (45) is the average value of two electric components of vacuum 
fluctuating fields, which can not be determined precisely. However, the cutoff of wave 
vector is often taken as that corresponding to the Compton wavelength of the massive 
charge. For electrons, this quantity is 4 5 2

1 1 /6 9.3378 10−< >= = Ω = × Ce e k Tπ , here “ T “ 
denotes the unit of magnetic field-Tesla. 
It is necessary to illustrate the justification of our procedure, first performing the average 
calculation before solving the equation of motion, used to treat Eq. (38). It seems that the 
opposite procedure is more in line with general ideas. However, if one obtained the solution 
by directly solving Eq. (38) without performing the average calculation over random phases 
beforehand, we are justified to do the Taylor expansion about the vacuum fluctuations and 
then do average calculation for each term of this series. We can expect that two Taylor series 
obtained from two opposite procedures would coincide with each other at least for the first 
several terms.    
In the following two sections, we will study the one-dimensional uniformly accelerating 
motion and the planar motion using the equation obtained in this section, which includes 
the radiation reaction up to 2

0τ term with the contribution of the external field and the 
vacuum fluctuating fields. 

5. One-dimensional motion of a charge acted by a constant electric field  
In section 1, we have obtained the equation of motion of the one-dimensional uniformly 
accelerating motion of a point charge in a constant electric field. Although the radiation is 
emitted out during the charge undergoing this motion, the radiation reaction is 
bewilderingly zero! Much effort has been devoted to this problem, but there is no 
reasonable interpretation of this problem as yet. We propose a viewpoint that the radiation 
reaction of one-dimensional macroscopic motions of charged particles mainly comes from 
vacuum electromagnetic fluctuations expressed by Eqs. (43) and (45). Otherwise, it is very 
hard to understand the zero radiation reaction for the uniformly accelerating motion of a 
charge.  
Assuming the constant electric field E is along x-axis, the radiation reaction of external field 
is zero, and the equation of motion of this case can be easily written out 
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2 2

0 0 0
2 2 0 0 2
0 0 0 0 0

[4 ,4 ]
[(12 3) , 12 12 (24 3) ]

= − Ω
− Ω − − − + −

    
    

E

E E E

x f x x x x

x f x E f x x x f

μ μ τ
τ

, (46) 

where all the derivatives are with respect to proper timeτ , and Ω denotes 1 1< >e e . In this 
case, the Lorentz force is 0( , , 0, 0)=  Ef xE x Eμ . Eq. (46) shows that the magnitude of 
transverse motion exponentially decreases with proper time, namely 2 2

2,3 0 0exp( 8 )− Ω x xτ τ , 
which is reasonable because the mass of the charge increased with its velocity making it 
harder and harder for vacuum fluctuations to jolt it. However, the decay time 2 1

0 0(8 )−Ω  xτ is 
very large showing that transverse motion induced by vacuum fluctuations could remain 
considerable magnitude for a long time and triggers extra radiation which is interpreted as 
Unruh radiation by some authors [Chen & Tajima, 1999; Thirolf et al., 2009; Iso et al., 2010]. 
The transverse motion of the charge is neglected in the following calculation. 
The four-velocity and acceleration are 0 0( , ), ( , )= =     x x x x x xμ μ respectively，and the 
component form of equation of motion can be expressed as 

 
2 2 2

0 0 0 0 0

2 2 2
0 0 0 0 0 0

4 (12 3)

4 (12 3)

= − Ω − Ω −

= − Ω − Ω −

     

     

x xE x x E x x

x x E x x E x x

τ τ

τ τ
. (47) 

Letting 0 cosh ( ), sinh ( )= = x xβ τ β τ , Eq. (47) is transformed into  

 2 2
0 0 0(1 3 ) 2 sinh(2 ) 6 cosh(2 )= − Ω − Ω − Ω E Eβ τ τ β τ β , (48) 

which can be further expressed as 

 

0

0

0

0

2 2
0 0 0

2 2
0 0 0

2 4 2 2 2
0 0 0 0 0

4 2

(1 3 ) 2 sinh(2 ) 6 cosh(2 )

(2 )
(1 3 ) (2 ) [ (4 ) 1] 3 [ (4 ) 1]

( 3 ) (1 3 ) 3

− =
− Ω − Ω − Ω

=
− Ω − Ω − − Ω +

=
− Ω + Ω + − Ω + Ω − Ω

=
− + +









o
d

E E

exp d
E exp exp E exp

ydy
E y E y E

ydy
My Ny L

β

β

β

β

β

β

β

β

βτ τ
τ τ β τ β

β β
τ β τ β τ β

τ τ τ τ τ

, (49) 

where ( ) 1= >y exp β , and 2 2 2
0 0 0 0 03 , (1 3 ), 3= Ω + Ω = − Ω = Ω − ΩM E N E L Eτ τ τ τ τ . The initial 

value of proper time oτ should not be confused with the characteristic time of radiation 
reaction 0τ .  
The time coordinate 0( )x τ can be obtained from 0 cosh=x β , namely 

0 0
0 0

2 2
0 0 00

cosh( ) (0) cosh

cosh
(1 3 ) 2 sinh(2 ) 6 cosh(2 )

− = =

=
− Ω − Ω − Ω

 



x x d d

d
E E

τ τ

τ

βτ β τ β
β

β β
τ τ β τ β
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2 2
0 0 00

2

4 2
0

1 [exp(3 ) exp( )]
2 (1 3 )exp[2 ] [exp(4 ) 1] 3 [exp(4 ) 1]

11
2

+=
− Ω − Ω − − Ω +

+
=

− + +





d
E E

y
dy

My Ny L

τ

τ

β β β
τ β τ β τ β

 (50) 

Similarly, the space coordinate ( )x τ has the expression: 

 
2

4 2
0 0 0

1sinh 1( ) (0) sinh
2

−
− = = =

− + +  
y

x x d d dy
My Ny L

τ τ τβτ β τ β
β

. (51) 

Now all interesting quantities are ascribed to the calculation of three integrals:   

0 0 0

2 2

4 2 4 2 4 2
1 1, ,+ −

− + + − + + − + +  
y y y

y y y

ydy y y
dy dy

My Ny L My Ny L My Ny L
. 

Before we cope with these complicated integrals, let us first see two simple cases: ( )a the 
vacuum fluctuating fields are neglected, namely the conventional uniformly accelerating 
motion, thus 0,= = =M L N E，and Eq. (49) becomes 

0 0

1 1 ln( )− = =
y

o

y

dy y
E y E y

τ τ , 

which leads to the result 0 ( )− = − oEβ β τ τ . The expressions of spacetime coordinates are  

0

0

2

0 0 02

2

1 1 02

11 1( ) (0) [sinh sinh ]
2

11 1( ) (0) [cosh cosh ]
2

+
− = = −

−
− = = −





y

y
y

y

y
x x dy

E y E

y
x x dy

E Ey E

τ β β

τ β β
, 

which are extensively used in the study of Unruh effect. 
Case ( )b : the external field is absent, so 0= = ΩM L τ and 0= =N E . The solutions are  

2

20 0

0 0

0 0

2
1 2 1 2

04 2

2
1 1 1 1

0 0 04 2

2
1

04 2

1 1 1 [tanh ( ) tanh ( )]
2 1 2 1 2

11 1 1 1( ) (0) [tanh ( ) tanh ( )]
2 1 2 1 2

11 1 1 1( ) (0) [tan ( ) tan
2 1 2 1 2

− − − −

− − − −

−

− = = = −
− −

+
− = = = −

− −

− −− = = = −
− +

 

 

 

y y

o

y y

y y

y y
y y

y y

dy dy
y y

M y M y M

y
x x dy dy y y

M y M y M

y
x x dy dy y

M y M y M

τ τ

τ

τ 1( )]− y

, 

in getting these results, we used the integral formula 

1

1 12

tanh ( ) (0 1)1
tanh ( ) ( 1)1

−

− −

 ≤ <=  >− 


x x
dx

x xx
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where functions 1tanh ( )− y and 1tan ( )− y are inverse functions of tanh( )x and tan( )x . From the 
expression of the proper time, we can see that ( ) 0∞ →β as → ∞τ showing that a free charge 
moving in vacuum would exhaust its energy ending up with a quivering state. 
At last we deal with the general case ( )c , namely Eqs. (49)-(51) which are expressed by three 
integrals. We just give the results of these integrals, the calculating process is not difficult. 
The results of these integrals are 

2
1

4 2 2 2

2 2
1

4 2 2 2

2
1

2 2

2
1

4 2 2 2

2

21 tanh [( ) ]
4 4

4 2tanh [( ) ]
2 4 4

4 2tan ( )
2 4 4

1 4 2tan [ ]
2 (4 ) 4

4
2 (4

− ±

− ±

−

−

−
=

− + + + +

+ +=
− + + + + +

+ −−
+ + −

+ +=
− + + + + −

+ −+







ydy My N
My Ny L ML N ML N

y ML N N M
dy y

My Ny L M ML N ML N N

ML N N M
y

M ML N ML N N

ML N N M
dy y

My Ny L L ML N ML N N

ML N N
L ML

1
2 2

2tanh [( ) ]
) 4

− ±

+ + +

M
y

N ML N N

, 

where the symbol “ ± “ is involved. When the argument of function 1tanh ( )− x is larger than 
one, we take minus symbol, otherwise we take plus symbol.  
It is not necessary to write out the expressions of proper time and spacetime coordinates as 
the functions of exp( )=y β . We have already gained some insight into this kind of motion 
from cases ( )a and ( )b . But the general case ( )c could provide further insight into the effects 
of vacuum on the charge’s motion. Let us investigate some information contained in Eq. 
(40). Its explicit expression is 

 
0

0

2
1

2 2

2
01

21 tanh [( ) ]
4 4

21 tanh [( ) ]

− ±

− ±

−
− =

+ +
Ω −

y
o y

y
y

My N

ML N ML N
y E

E E

τ τ

τ
, (52) 

in the second line we have used the approximation 0= ΩM L τ , N E , and we also 
assumed that external field 1

0
−<<E τ (complete expression is 0/<<E mc eτ ). If we choose the 

“ + “ as the superscript of the argument of function 1tanh ( )− x , we tacitly use the 
condition 0/( )< Ωy E τ and arrive at the expression 

2

0
[1 tanh( )]

2
+

Ω
 E

y Eτ
τ

, 

with the initial value 2 2
0 0(0) / 2= = Ωy y E τ , which corresponds to an extremely large energy 

of the charge. when → ∞τ , we have 0/( )→ Ωy E τ and the velocity tanh β  of charge 
observed in laboratory frame approaches to the value 01 2 /− Ω Eτ . All these results and 
conditions are self-consistent.  
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When the initial value 2
0y is small and does not meet the condition 2

0 0/ 2= Ωy E τ , we have 
approximate expression 

2

0

(1 ) 1 tanh( )
2 1 tanh( )

+ +=
Ω +

E Y E
y

Y E
τ

τ τ
, 

where 2
0 0(2 ) /= Ω −Y y E Eτ . As → ∞τ , the value of y increases to 0/( )ΩE τ which is close to 

what happens in linear accelerators. The vacuum fluctuations and the external electric 
field E together put an upper limit to its final energy. 
Similarly we can discuss the opposite situation 0/( )> Ωy E τ , Eq. (52) becomes  

0
1

2
0

( ) tanh [ ]
2

−−
Ω −

 y
o y

E
E

y E
τ τ

τ
. 

For initial value 0 (0)= = ∞y y , the solution can be expressed as 

2

0

1[ 1]
2 tanh( )

= +
Ω

E
y

Eτ τ
. 

whenτ → ∞ , 2y decreases to 0/( )E τ Ω .  

If the initial value 0 0/( )y E τ> Ω is finite, the solution becomes  

2

0

(1 ) 1 tanh( )
2 tanh( )

E Y E
y

Y E
τ

τ τ
+ +=
Ω +

, 

where 2
0 0/(2 ) 1Y E y Eτ= Ω − < . Asτ → ∞ , 2y also decreases to 0/( )E τ Ω . This situation can 

be used to estimate the energy of charged cosmic rays and the electric field of the universe. 
In fact the limit value 0/( )E τ Ω of 2y can be obtained directly from Eq. (47) by using the 
condition that the total force of the charge equals to zero.  
We would like to briefly discuss about what we obtian in this section. If our starting point 
Eq. (38) is right, then the existence of the limit value of 2y shows that the conventional 
uniformly accelerating motion can not be strictly realized in the real world, and the 
radiation reaction originated from the vacuum fluctuations could solve the puzzles 
associated with this motion, such as whether or not charges uniformly accelerated radiate 
with respect to inertial observers and the problems associated with a freely falling charge in 
a gravitation field etc. [Dewitt & Brehme, 1960; Singal, 1995, 1997; Lyle, 2008; Spallicci, 2010]. 
As seen in section 3, uniformly accelerating motion has an intimate relationship with the 
Unruh effect. Although B. L. Hu based on the model for a spinless charge interacting with a 
scalar field objects to relating the radiation reaction to vacuum fluctuation [Johnson, & Hu, 
2005], we still insist on the viewpoint that the radiation reaction of the charge’s one-
dimensional macroscopic motions mainly comes from the vacuum electromagnetic 
fluctuating fields, which is another source besides external fields responsible for the 
radiation reaction of charges. As expressed by Eqs. (34) and (36), the radiation reaction 
produced by vacuum fluctuations exists in all motions of charges, but only for macroscopic 
linear motions it preponderates over that of external fields.    
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6. Planar motion of a charge in a constant magnetic field  
Since the LDE is nonlinear, it is hard to solve it even in simple external field configurations. 
The planar motion of a charge in a constant magnetic field is another extremely important 
case except for the uniformly accelerating motion. D. J. Endres has proved that in this 
situation LDE admits a unique physical solution [Endres, 1993; Wang, 2010]. Many authors 
studied this problem and obtained various approximate solutions under certain conditions 
[Lubart, 1974]. To our knowledge no precise solution of LDE for this case has been found 
yet. J. S. Bell and J. M. Leinaas suggested that the residue polarization of electrons in storage 
rings could be served as a measure of Unruh temperature [Bell, & Leinaas, 1983, 1987; 
Unruh, 1998]. 
Classically electrons are regarded as scalar point charges, and all effects associated with spin 
are neglected [Jackson, 1976]. A charge moving in the plane with a constant magnetic field 
along its normal direction should execute an inward spiral motion radiating away energy 
and momentum according to Larmor law. Using the equation obtained in section 3, which 
contains radiation reaction effects produced by external field and vacuum fluctuations up 
to 2

0τ term and is accurate enough for any macroscopic motions of charges. The solution of 
electrons’ planar motion also means a way to experimentally detect the contribution of 
vacuum electromagnetic fluctuating fields to the radiation reaction. 
The component form of the equation of motion is 

 

2 2
0 0 0 0

2 2 2 3 2
1 2 0 0 1 0 0 2

2 2 2 3 2
2 1 0 0 2 0 0 1

( 4 )( 1)
( 4 ) ( )(26 3)

( 4 ) ( )(26 3)

= − + Ω −
= − + Ω − + Ω −
= − − + Ω + + Ω −

  
     
     

x B x x
x x B B x x B B x x
x x B B x x B B x x

τ
τ τ

τ τ
, (53) 

which contains the radiation reaction up to 2
0τ term. The external magnetic field


B is along z-

axis, and the electron moves in x-y plane.  
The first expresion of Eq. (53) describes the time component of four-velocity changing with 
the proper time, which can be written as  

2
0 2

02 2
0 0

2 ( 4 )
( 1)

= − + Ω
− 


 
dx

B d
x x

τ τ . 

This expression can be integrated out immediately, and the result is 

 
2
02

0 2 2 2
0 0 0

(0)( )
(0) [ (0) 1] [ 2 ( 4 ) ]

=
− − − + Ω


 

x
x

x x exp B
τ

τ τ
. (54) 

When → ∞τ , we can see that 2
0 ( ) 1→x τ indicating that the electron’s kinetic energy was 

exhausted by radiation reaction force after some time. The total energy of the electron 
changing with proper timeτ is described by  

0
0

2 2 2
0 0 0

(0)
(0) [ (0) 1] [ 2 ( 4 ) ]

=
− − − + Ω


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mx
mx

x x exp Bτ τ
. 

To solve the equations of 1x and 2x , we introduce the complex variable 1 2= +  Z x ix , which 
satisfies the equation: 
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 2 2 2 3 2
0 0 0 0[ ( 4 ) ( )(26 3)]= − + + Ω − + Ω −  Z iB B x i B B x Zτ τ . (55) 

This equation can be easily solved and the result is  
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0
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Using Eq. (54), the integral of 2
0 ( )x τ can be carried out  
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Now, the expression of Z becomes  

2 3 2 2 3
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, (56) 

where 

3

0 2
1 13
2 4

+ Ω= − +
+ Ω

B B
i

B
α τ , 

and
22

0 0(0) 1= + x Z . It is very hard to find the exact expressions for 1,2( )x τ , or they do not 
exist at all. However, Eq. (56) is the product of two parts; the first part is 

2 3 2
0 0 0[ 3 ( ) 2 ( 4 ) ]− − + Ω + + ΩZ exp iB i B B Bτ τ τ ατ τ , 

which varies quickly with the proper time compared with the second part 

22 2
0 0 0[ (0) [ 2 ( 4 ) ]]− − + Ωx Z exp B ατ τ . 

Therefore, ( )Z τ can be expressed as the series in the quantity 
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By the method of integration by parts, ( )Z τ can be expressed as 
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, (57) 

where only the first term is presented. This expression is of high accuracy for any proper 
time and any initial value of velocity. It is easy to prove that the complete series of Eq. (57) is 
absolutely convergent. 
For the inward spiral motion of electrons, the magnitude r of the radius vector 

1 2( ) ( ) ( )= +
  

x yr x e x eτ τ τ  changing with proper time is an interested quantity. Due to 
2 2
1 2= + =dr dx dx dZ  and with Eq. (56), we have 
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which can be further expressed as 
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where (0)r is the initial distance of the electron away from the origin. 
Using the integral formulas 

1 1
2 2

1sin ( ), cos ( )
1 1

− −−= =
− − 

dx
x dx x

x x
, 

the calculation of Eq. (59) can be carried out and the result is 
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Thus we obtain the expression of ( )r τ :  
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which shows that the electron’s distance away from the origin slowly decreases with the 
proper time. The electron really undergoes an inward spiral motion.  



  
Behaviour of Electromagnetic Waves in Different Media and Structures 

 

378 

We prefer to express physical quantities by laboratory time 0x rather than proper timeτ . To 
do so, we first calculate 
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2
0 0

22 2
0 0 0
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+ Ω −









dt x
d x Z exp B

x exp B

x exp B Z

τ τ τ

τ τ

τ τ

 (61) 

from Eq. (54). Using integral formula 2 1/2 1( 1) cosh ( )− −− = x dx x ,we obtain 

 

2
0 0

22 20 0 0 0

0 0 01 2 1
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t
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B Z Z Z

τ τ τ τ

τ τ

τ τ
τ

, (62) 

in getting this result, we have assumed that initial laboratory time 0=t corresponds to initial 
proper time 0=τ . 
The distance of electron away from the origin varies with the laboratory time t can be 
written out according to Eqs. (54) and (58) and the result is 

 
0 2

0
0

/ [ ( 4 ) ]
/ (0)

− = − = − + Ω



Zdr dr d

exp B
dt dt d x

τ τ τ
τ

. (63) 

If we can express the right hand side of this equation by the expression of t , then we get the 
equation describing r changing with laboratory time t . From Eq. (62), after some calculation 
we can obtain a quadratic equation of 2

0[ ( 4 ) ]+ Ωexp Bτ τ , which is 

2 2 2
0 0 0

2
0 2 2

02 2
0 0

[2 ( 4 ) ] 2 [ ( 4 ) ]cosh[ ( 4 ) ]

1 cosh [ ( 4 ) ] 0
(0) (0)

+ Ω − + Ω + Ω

+ + + Ω =


 

exp B exp B B t

Z
B t

x x

τ τ τ τ τ

τ
. 

It is easy to solve this equation and the result is  

 2 2 2
0 0 0

0

1[ ( 4 ) ] cosh[ ( 4 ) ] sinh[ ( 4 ) ]
(0)

+ Ω = + Ω ± + Ω


exp B B t B t
x

τ τ τ τ . (64) 

We know that when the electron is stationary, 0(0) 1=x and =t τ . So we should take the “ + “ 
in Eq. (64), and Eq. (63) becomes 

0

2 2
0 0 0(0)cosh[ ( 4 ) ] sinh[ ( 4 ) ]

− =
+ Ω + + Ω




Zdr

dt x B t B tτ τ
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This equation can be easily solved and the result is 
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So the final expression of the electron’s distance away from the origin expressed by the 
laboratory time is 

 0 01 2 1
02

0 0 0

2 (0) 1 (0) 1( ) (0) {tan [ [ ( 4 ) ]] tan ( )}
( 4 ) (0) 1 (0) 1

− −+ += − + Ω −
+ Ω − −

 
 
x x

r t r exp B t
B x x

τ
τ

, (65) 

which explicitly shows the inward spiral characteristic of the electron’s planar motion with a 
constant magnetic field along its normal direction. Classically the final destiny of electrons 
performing such a motion is falling into the origin. 
For ultrarelativistic electrons, 0(0)x is very large and 1

0 0tan [ ( (0) 1) /( (0) 1)] / 4− + −  x x π . 
Using Eq. (65), We can estimate the laboratory time needed for an ultrarelativistic electron to 
decrease its the distance from (0)r to (0) / 2r , and the result is 

2
0

2 2
0 0

1 1 tan[ ( 4 ) (0) / 4]ln
( 4 ) 1 tan[ ( 4 ) (0) / 4]

+ + Ω=
+ Ω − + Ω

half
B r

t
B B r

τ
τ τ

. 

The initial value (0)r can be approximated by that of the situation without considering the 
radiation reaction effects, namely 0(0) /≈ r x B，so hafft can be written as  

 
2

0 0
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However, due to 0τ being a very small quantity, we are justified to further simplify this 
expression and the result is 

0 03(0) (0)10
2

− 
 half

x mc x
t

eB B
 

seconds for electrons which shows that halft has little relationship with vacuum fluctuations. 
For ultrarelativistic electrons, according to Eq. (64), we have approximate expression 

2 2
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so the energy of electrons can be simplified as   
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The ratio of two 0 0( ) / (0) x xτ ’s respectively with and without the considerations of vacuum 
fluctuations is  

 0 0 2

0 0

[ ( ) / (0)] 1 4
[ ( ) / (0)]

− Ω
 


 

with

without

x x
/B

x x
τ

τ
, (67) 

which shows that the effect of the vacuum fluctuations. We look forward to seeing that this 
result would be tested in future experiments. The nonzero effects of vacuum fluctuations 
had been recognized in microscopic world long time ago, such as the Lamb shift and the 
Casmir effect etc. However, whether or not the vacuum fluctuations has a relationship with 
the radiation reaction for the motion of charges is still an open question. The planar motion 
of high energy electrons with a constant magnetic field perpendicular to its moving plane 
provides a possible experimental scheme to test this viewpoint. 

7. Conclusion 

In this chapter, we presented a new reduction of order form of LDE, which coincides with 
that obtained by the method of Landau and Lifshitz in its Taylor series form. Using the 
classical version of zero-point electromagnetic fluctuating fields of the vacuum, we obtained 
the contributions of vacuum fluctuations to radiation reaction of a radiating charge up to 
the 2

0τ term. Then we use the obtained reduction of order equation of LDE including the 
radiation reaction induced by external force and vacuum fluctuations up to the 2

0τ term, 
which is accurate enough for any macroscopic motions of charges and even applicable to the 
electron’s motion of a hydrogen atom due to 0τ being extremely small, to study the one-
dimensional uniformly accelerating motion produced by a constant electric field and the 
planar motion produced by a constant magnetic field. Our calculations show that for any 
one-dimensional uniformly accelerating motion the velocity of charges has a limit value and 
almost all puzzles associated with this special motion disappear; while the planar motion of 
electrons provides an experimental scheme to test the conjecture that the interaction 
between charged particles and the vacuum electromagnetic fluctuations is anther 
mechnisim for the charge’s radiation reaction, which plays a dominant role only for one-
dimensional macroscopic motions of charged particles.  
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1. Introduction 
 One of the recent topics of optical measurement techniques is the generation and utilization 
of the “Terahertz wave (THz wave)”. In the long history of the research on electromagnetic 
waves, it remains as the last unrevealed area because its generation and detection 
techniques have not been sufficiently developed. In recent years, some useful and 
convenient devices have become commercially available, and much related research is being 
carried out. One important feature of THz wave is the high transmission probability 
through some opaque materials, many of which are dielectric materials through which a 
visible light beam cannot pass. Solid insulating materials are usually opaque dielectric 
materials, and it is difficult to measure their interior by conventional optical measurement 
techniques. If THz wave can pass through an insulating material sufficiently, the same 
measurement technique as with a visible light beam, already developed and practically 
applied, such as the technique of utilizing polarization, will become applicable. In this 
chapter, the research work on the introduction of THz wave techniques to the internal 
measurement of solid insulating materials is reviewed [1,2]. 

2. Applicability of THz wave to internal measurement of solid insulating 
materials 
The dielectric strength of insulating materials generally increases in the order of gas < liquid 
< solid, but from the viewpoints of the selfrecovery of insulation after discharge, the cooling 
method and so on, SF6 gas and insulating oil are generally adopted in high voltage electric 
power equipment. On the other hand, polyethylene is successfully utilized in high voltage 
XLPE cables with well controlled manufacturing techniques. In the research work on the 
“All Solid Insulated Substation” [3], high voltage moulded transformer, compact connector 
and bus system are being developed. Such equipment is expected to show high insulation 
performance, if there is no fault in the manufacturing process and it is operated with the 
monitoring of aging. Cost reduction will be realized by compactification and long time use, 
if solid insulating materials can be sufficiently utilized. Practical problems of solid insulating 
materials are, internal cavities (voids) occurrence, electrical and mechanical distortions and 
so on. In order to utilize solid insulating materials effectively, these faults should be 
monitored during production and operation, but there is no established non-destructive 
measurement method for opaque insulating materials. 
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In order to obtain internal information from the outside, the detecting “probe” must be 
inserted. For a solid material, it is not possible to insert some objects, but sonic or 
electromagnetic waves can be utilized. These waves should have high transmission 
probability and sufficient interaction with the target to detect physical quantities. An 
example of the classifications of an electromagnetic waves is shown in Fig. 1. 
 

 
Fig. 1. Names and wave lengths of electromagnetic waves 

“THz wave” means an electromagnetic wave with a “terahertz” frequency band. Generally, 
research work on electromagnetic waves of several100 GHz – several10 THz in frequency is 
being carried out recently. This frequency band has remained an “unrevealed area”, but 
because of the recent development of several related techniques, such as the femtosecond 
laser, the generation and detection techniques of THz wave have been developed (Table 1 
and Table 2), and several related applications are being examined. THz wave techniques are 
expected to be applied in a wide range of areas in the future. 

2.1 Transmission probability of THz wave for solid insulating materials 
Most solid insulating materials are opaque dielectric materials. “Opaque” means, visible 
light of about 400 nm – 750 nm in wavelength and electro magnetic waves of around this 
band cannot be sufficiently transmitted. It is said that electromagnetic waves of longer 
wavelengths (far red) can be transmitted, and it is known that microwaves and millimeter 
waves, which have much longer wave lengths, can also be transmitted. In order to utilize 
THz waves for transmission measurement of solid insulating materials, it should be 
clarified, which frequency is suitable for target materials. But there is not yet a systematic 
database of such data. 
Examples of measurement results of transmission probability for PE (polyethylene), Epoxy, 
silicone rubber, and EPDM (ethylene propylene diene Monomer) rubber, which are typical 
insulating materials, are shown in Fig. 2, 3, 4 and 5. Except for PE, there are large and almost 
flat absorptions for the indicated frequency range. 
Other transmission probability measurements for several kinds of solid materials have been 
made, as shown in Fig. 6 as an example1. It was obtained with the BWO2 spectroscope (Fig. 
7), which is commercially available. In Fig. 6, adjacent points have been averaged, but there 
                                                 
1  These characteristics are those of author’s samples. There is a possibility the same material with other 
filler and manufacturing process will show other characteristics. 
2   Back-ward Wave Oscillator Tube; it generates single frequency electromagnetic waves, which can be 
adjusted in the range of millimeter wave to sub-millimeter waves by changing the applied voltage. The 
changeable range depends on the model number of the tube. 
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still remains oscillation, which is called the “etalon effect”, which is decided by the thickness 
of samples (5mm) and frequency. According to this data, the transmission probability of 
THz waves is not high for many solid materials. From the next section, actual measurement 
made for polyethylene, through which THz waves can transmit well, are described, but the 
same measurement can be applied for other materials with lower frequency waves (, in such 
a case, the spatial resolution of measurement should be worse). 
 

Method frequency power source material 

optical mixing [4,5] 
--3THz 
1.5--7THz 
1—10THz 

several 
10nW(CW) 
11mW(PW) 
0.1μW(PW) 

GaAs 
organic DAST crystal 
InGaP/InGaAs/GaAs 

Parametric oscillation [6,7] 0.65--2.6THz 200mW(PW) LiNbO3 
LiTaO3 

photo conduction switch [8] --3THz 1μW(PW) GaAs 

super conductive optical 
switch [9,10] --2THz 0.5μW(PW) YBCO 

semiconductor  
(by surface electric field) 
[11,12] 

--37THz (PW) InP, GaAs 

semiconductor  
(by coherent phonon) [13] --4THz (PW) Te, PbTe, CdTe 

semiconductor in high 
magnetic field [14] --2THz 100mW(PW) InAs, GaAs 

single quantum well [13,15] 1.4—2.6THz (PW) 

GaAs/ 
Al0.3Ga0.7As 
(quantum well 
structure) 

fe
m

to
 s

ec
on

d 
pl

us
 

+ 

double quantum well 
[13,16] 1.5THz (PW) Al0.2Ga0.8As 

gas laser 0.3--7THz 50mW(CW) CH3OH, CH2F2, CH3Cl 

quantum cascade laser [17] 1.5--THz 数10mW(PW) GaAs/AlGaAs, 
InGaAs/InAlAs 

millimeter wave + frequency 
multiplier [18] 2.7THz (CW) GaAs schottky diode 

backward wave oscillation from 
electron beam in high magnetic 
field [19] 

--1.4THz --several 
mW(CW) 

backward wave 
oscillator tube 

Table 1. Generation methods of THz wave (CW: continuous wave, PW: pulsed wave) 
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method notes 

photo conduction switch 
[13,16] 

The same switch as in the generation method is utilized. 
Frequency spectrum is obtained from a waveform in the time 
domain by Fourier transform. 

thermal absorbtion Temperature change of materials (gas cell) absorbing THz 
wave is detected (, applicable for wide frequency range). 

EO sampling [13,16] THz wave intensity is converted to visible light beam 
intensity by the Pockels effect. Imaging with a CCD camera is 
realized. 

photon counting [20] Single electron transistor of quantum dot structure is utilized. 
Intensity is measured directly as numbers of photons. 

Superconductive tunnel 
junction device [21] 

Photon-assisted tunneling effect is detected. There is the 
possibility of being arrayed. 

Table 2. Detection methods of THz wave 

 

 
Fig. 2. Transmission probability measurement for PE (thickness: 2.7mm; dot colours 
represent measurement ID numbers) 
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Fig. 3. Transmission probability measurement for Epoxy (thickness: 1.5mm) 

 

 
Fig. 4. Transmission probability measurement for silicone rubber (thickness: 1mm) 
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Fig. 5. Transmission probability measurement for EPDM rubber (thickness: 3mm) 

 

 
Fig. 6. Transmission probability of solid materials 
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Fig. 7. Schematic of BWO experimental setup 

2.2 Possibility of internal physical quantity measurement of solid insulating materials 
<Cavity> For an internal cavity of solid materials, such as a void or a crack, all transmittable 
electromagnetic waves can be applied3. The key point is spatial resolution, which is decided 
by the wave length. By considering both its spatial resolution and transmission probability, 
a suitable wave length should be selected. Other than electromagnetic waves, ultra sonic 
waves are also applicable for elastic interfaces. It is said that the spatial resolution of ultra 
sonic methods reaches about 10 μm. 
<Electric field> When electric field is applied to a material, an electron cloud of the 
constituent atoms is deformed, and as a consequence, its polarization, that is, dielectric 
constant (, or refractive index), changes. Among such phenomenon, the electro-optical Kerr 
effect (quadratic electro-optical effect) exists in all materials (, its quantity depends on the 
material)4. Therefore, there is a possibility that the applied electric field can be detected 
through a change in the refractive index. Moreover, Maxwell stress is expected to occur with 
the application of electric field, and the refractive index also changes through the 
photoelastic effect. If a light beam is transmitted to the material, such a change of the 
refractive index is converted to a detectable polarization change of the incident light beam. 
The electric field in a solid material is expected to be detected by utilizing the polarized light 
beam (electromagnetic wave) as the detecting “probe”. Its wave length (frequency) should 
be selected considering its transmission probability. 
<Mechanical stress> When mechanical stress is applied to a material, its dielectric constant 
(refractive index) changes owing to the photoelastic effect. Therefore, similarly to the electric 
field, it is expected to be detected by utilizing a polarized light beam (electro magnetic 
wave). Such measurement is already practically utilized for transparent plastic material, 
such as poly methyl methacrylate, using a visible laser beam. 
<Thermal strain> When there is thermal strain in a material, such as an abnormal localized 
temperature rise in a solid insulating material, the distribution of the dielectric constant 

                                                 
3 Electromagnetic waves of very short wave length (high energy), such as X-rays, should be handled 
with care as they may influence the target materials. 
4 Pockels effect (linear electro-optical effect) exists in only crystalline materials without centrosymmetry. 
Generally, cubic and higher electro-optical effects are said to be very small. 
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changes because of the photoelastic effect, similarly to mechanical stress above mentioned. 
Therefore, a polarized light beam (electro magnetic wave) is expected to function as a 
detecting “probe”, as for electric field and mechanical stress. 
From the viewpoints of transmission probability and the possibility of an internal physical 
quantity in solid materials, as described, THz wave is expected to be a suitable detecting 
“probe” for insulating materials, when a suitable frequency is selected. The internal 
measurement technique using a visible light beam has already been utilized for transparent 
materials. This technique tends to be regarded for only transparent materials, but here, 
“transparent” means the “probe” light beam can be transmitted with sufficient probability. 
Therefore, by selecting a suitable frequency, the applicable areas of the internal 
measurement technique can be widely expanded. 

3. Study of internal measurement for a solid insulating material 
By utilizing the measurement system in Fig. 7, internal measurement for polyethylene has 
been examined. 

3.1 Detection of cavity interface 
One of the most frequent abnormal features is a cavity, such as a void or a crack. It is 
expected that the transmission intensity of the “probe” light beam differs between the 
normal part and the cavity, but there is a possibility the difference is insufficient from the 
viewpoint of the S/N ratio. On the other hand, if there is a cavity, there must be an 
interface at which refraction occurs and light beam intensity changes. As a simple 
example, a polyethylene plate (5 mm thick) with holes (10 mm and 8 mm in diameter) has 
been measured (2-dimensional scanning) with THz wave (1.3 THz). The results are shown 
in Fig. 8. The light beam intensity at the hole is the highest, and a decrease in the light 
beam intensity is also prominent. This decrease is caused by refraction at the interface5. 
This result suggests that even if the transmission probability difference is not sufficiently 
large between the solid material and the cavity (normally, air), its interface should be 
clearly distinguishable. Another measurement example with a smaller hole (1.5 mm) is 
shown in Fig. 9. There is an area of light beam intensity decrease, which should depend 
on the thickness of the sample; therefore there is no area of light intensity increase in this 
case. 
 In these results, detected shapes of the cavity interface are deformed. This means that the 
measurement does not have high spatial resolution. From the viewpoint of cavity (void and 
crack) detection in a solid insulating material (detection of abnormal condition), there 
should be sufficient worth in establishing its existence or nonexistence, without an accurate 
shape measurement.  

3.2 Detection of mechanical stress 
In order to examine the measurement technique for mechanical stress in a solid material, a 
polyethylene sample (5 mm thick) pinched by a metal clamp has been measured using a 1.0 
                                                 
5 The light beam is condensed by lens. The refraction occurs according to relation between cavity 
interface angle and light beam direction. It is supposed, decreases of the light beam intensity at right 
and left side of holes in Fig. 4 differs according to the this relation. 



 
Observation of Cavity Interface and Mechanical Stress in Opaque Material by THz Wave 

 

391 

THz light beam. One measurement example is shown in Fig. 10. Fig. 10(a) is a simple 
scanned image of the transmission light beam intensity, and Fig. 10(b) was obtained with 
a polarizer and an analyzer placed form a cross-Nicol system. Fig. 10(a) shows the 
difference in the transmission probabilities of each part. In Fig. 10(b), the incident THz 
wave is linearly polarized by a polarizer with a tilted angle 45 degrees to the vertical 
direction, and the output THz wave transmitted from the sample is passed through an 
analyzer with a transmission direction tilted at an angle of 90 degrees to the polarizer. 
Therefore, Fig. 10(b) shows the polarization change of the transmitting THz wave in the 
sample. At the region of air and the polyethylene part with no mechanical stress, there is 
no polarization change and the detected signal intensity is very low. On the other hand, at 
the mechanically stressed polyethylene part, there occurs anisotropy of the dielectric 
constant because of the photoelastic effect, and the polarization of the transmitting THz 
wave changes from linear to elliptic. The elliptically polarized THz wave can be partially 
transmitted through the analyzer. Therefore, only the mechanically stressed polyethylene 
part is detected6.  
 

 
Fig. 8. Result of scanning perforated PE panel 
 (scanning step: 0.54mm, scanning area: 37.3×28.2mm) 

                                                 
6 With this cross-Nicol configuration, mechanical stress along horizontal direction in Fig.6(b) is detected. 
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Fig. 9. Scanning image of PE panel with 1.5mm hole 
 (scanning step: 0.54mm, scanning area: 22.1×21.1mm) 

When two orthogonally crossed coordinates and their normal stresses σ1 and σ2 are 
considered, the photoelestic effect is expressed by phase difference θ between two electric 
field components of the incident light beam along those coordinates as 

 ( )21
2 σσ

λ
πθ −⋅⋅= C
h  (1) 

where λ is the wave length of the incident light beam, h is the thickness of the sample, C is 
the photoelastic constant. A phase difference such as that in Eq. (1) appears in materials with 
dielectric anisotropy. It can be detected by the “probe” light beam, as shown in Fig. 11. The 
dielectric anisotropy (refractive index anisotropy) affects the linearly polarized incident light 
beam, and the polarization of the output light beam becomes elliptical, the ellipticity of 
which is governed by the phase difference θ. Generally a polarizer is utilized to make the 
polarization of the incident light beam linear, and an analyzer (, which is the same optical 
parts as a polarizer) is utilized to detect the ellipticity of the output light beam. As in the 



 
Observation of Cavity Interface and Mechanical Stress in Opaque Material by THz Wave 

 

393 

experiment corresponding to Fig. 10, when a mechanically stressed sample is set in a cross-
Nicol system and the direction of normal stresses are set to the angle of 45 degrees to the 
transmitting direction of the polarizer and analyzer, the output light beam intensity from 
the analyzer I is expressed as 

 ( ){ }0
0 cos1

2
θθ +Δ+= II  (2) 

where I0 is the incident light intensity, and θ0 is the phase difference cased by the natural 
birefringence (, birefringence when σ1=σ2). The relationship between I and θ is shown in 
Fig.12. 
 

 
Fig. 10. Scanning result of stressed PE panel 
(detected stress direction: horizontal, scanning step: 0.54mm, scanning area: 23.2×33.1mm) 

In order to confirm the positive relationship between applied mechanical stress and the 
difference in the refractive index, and to estimate the photoelastic constant of PE in the 
THz frequency range, the output THz wave strength from the analyzer has been 
measured by changing the applied mechanical stress. The stress was applied with a 
hydraulic jack, which was replaced with the sample stage in Fig. 7. The transmitted THz 
wave was 1.0 THz in frequency, and the dimensions of the measured PE sample block 
were 70.4 mm in width, 30.5 mm in thickness (direction of mechanical stress application) 
and 30.9 mm in length (direction of THz wave transmission). The area of applying 
mechanical stress with the hydraulic jack was 70.4mm x 30.9mm. Under these conditions, 

without polarizer/analyzer
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the relationship between the applied mechanical stress and the phase difference θ in Eq. 
(1) was obtained, as shown in Fig. 13. In this measurement, very large stress was applied 
to the PE sample; therefore, some distortion was observed7. By measuring the sample size 
during this experiment, the relationship between applied mechanical stress and distortion 
was obtained, as shown in Fig. 14. The range in which mechanical stress is almost 
proportional to distortion can be regarded as the elastic region, and when stress is larger 
than the compressive yield strength of PE, it can be said to be the plastic region and the 
distortion increases rapidly8. In Fig. 13, a linear approximation was made in the elastic 
region, and the photoelastic constant under these experimental conditions was 
estimated.  

 11104 −×=C  (3) 

The estimation of the photoelastic constant in this frequency range seems to be unique. 
 
 
 

 
Fig. 11. Polarization change of “probe” light beam in material with dielectric anisotropy 

                                                 
7 The distortion of PE changed gradually after mechanical stress was applied. In this experiment, values 
of applied mechanical stress were recorded after the change was almost saturated (, about 30 – 60 
minutes after), from the stress value indicator of the hydraulic jack. 
8 In this experiment, the compressive yield strength was obtained to be about 18 – 23 MPa, which is in 
agreement with some references (e.g., The Society of Polymer Science Japan, “Polymer Data Handbook” 
(1986)).  
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Fig. 12. Relationship between output light intensity from analyzer and phase difference θ 

 

 
Fig. 13. Relationship between phase difference θ and applied mechanical stress 
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Fig. 14. Relationship between distortion of PE sample block and applied mechanical stress 

4. Conclusion  
THz wave technology is outstanding in recent optical engineering. Much development 
and application research is being carried out. In this chapter, one such research, the study 
of its application in the internal measurement of insulating materials, has been reviewed. 
Some measurements have been carried out with polyethylene, in which THz waves show 
high transmission probability, and the internal cavity interface and mechanical stress 
were detected. The applicability of such internal measurement in polyethylene was 
presented. A calibration (and estimation) method should be investigated for it. 
Other internal problems, such as locally high electric field and temperature rise, are also 
expected to be detected by the same transmitting measurement of THz wave in the future. 
Moreover, surface (and near surface) conditions of materials are expected to be detected by 
the measurement of reflected THz wave. 
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1. Introduction 
In any wave propagation, the wave can go through various scattering processes through 
interaction with target in the environment from a source to a detector. In such a process, 
reciprocity refers to the equality in the signal received when the source and the detector are 
reversed, that is; their respective positions switched (Potton, 2004). We can find many 
interesting applications which based on either its validity or its breakdown, in the large 
number of areas involving transmission of signals ranging of classical optical problems. In 
classical optics, reciprocity is a powerful result which finds applications in many problems 
in optics (Potton, 2004) and spectroscopy (Hill et al., 1997). For example, we can establish 
relations between far fields and near fields from different sources as well as spectroscopic 
analysis of surface enhanced Raman scattering (SERS) at metallic structure (Kahl & Voges 
2000; Ru & Etchegoin, 2006). However, in the previous literature, the optical reciprocity 
always has been discussed under local optics (Potton, 2004). Now we try to describe the 
optical reciprocity from electrostatics to electrodynamics under nonlocal optics in order to 
consider some quantum effects of the particles. Our goal is that the general conditions to 
determine that the optical reciprocity remains or breaks down will be constructed under 
nonlocal optics. Some examples and applications will also be discussed. 

2. Reciprocity in electrostatics (Green reciprocity) 
If we consider an object whose size is much smaller than the wavelength of the incident 
light, then the effect of retardation can be neglected. Hence we can simply use electrostatics 
to discuss the interaction between the light and the material. In mathematics, we usually use 
two popular forms to describe optical reciprocity. One is the Lorentz lemma in electrostatics 
and the other is the symmetry of the scalar Green function. 

2.1 Lorentz lemma in electrostatics 
Lorentz lemma in electrostatics form is well-known with local optical response of the 
medium in the literature. We will extend to consider nonlocal optical response of the 
medium, since it is known that such response is rather significant with metallic nano 
structures due to the large surface-to-volume ratio of these systems. First we write the 
mathematical form of the Lorentz lemma in electrostatics as follows (Griffiths 1999; Jackson, 
1999): 
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 ( ) ( ) ( ) ( )3 3
1 2 2 1r r d r r r d rρ ρΦ = Φ 
      , (1) 

where 1Φ ( 2Φ ) is the electric potential resulting from the total charge density 1ρ ( 2ρ ). Here 
we will derive this lemma in two different kinds of circumstances. 

2.1.1 Anisotropic local response 
In the beginning, we start from the Poisson equations with two different distributions of 
charge density 1ρ  and 2ρ : 

 
( )
( )

1 1

2 2

4

4

r

r

ε πρ

ε πρ

 ∇ ⋅ ⋅∇Φ = −  


 ∇ ⋅ ⋅∇Φ = −   

  
   , (2) 

where ( )rε   is a dielectric tenser. Next we use Eq. (A1) and put the tensor λ ε=
  , the value 

1Φ = Φ  and 2Ψ = Φ . Thus we have the following equality: 

 ( ) ( ) 3
1 2 2 1 1 2 2 1ˆ

S
d r n daε ε ε ε   Φ ∇ ⋅ ⋅∇Φ − Φ ∇ ⋅ ⋅∇Φ = ⋅ Φ ⋅∇Φ − Φ ⋅∇Φ   

          , (3) 

under the symmetric condition of a dielectric tensor ij jiε ε= . Combining with Eq. (2) and 
extending the finite volume to all space ( 3 ), we can remove the surface integral in Eq. (3) 
and obtain Eq. (1). Hence we prove the Lorentz lemma in electrostatics under the symmetry 
condition of the dielectric tensor, that is; the optical reciprocity does not break down under 
the symmetry condition of the dielectric tensor ( ij jiε ε= ) in the case of anisotropic local 
response of the medium. 

2.1.2 Anisotropic nonlocal response 
In this case, we will extend to consider the nonlocal response. Here we write the Poisson 
equations with two different charge densities 1ρ  and 2ρ : 

 
( ) ( ) ( )
( ) ( ) ( )

3
1 1

3
2 2

, 4

, 4

r r r d r r

r r r d r r

ε πρ

ε πρ

 ′ ′ ′ ′∇ ⋅ ⋅∇ Φ = −  


 ′ ′ ′ ′∇ ⋅ ⋅∇ Φ = −   




      

       , (4) 

and we use Eq. (A5) with ( ) ( )1 1, ,r r r rλ ε=
     , the value 1Φ = Φ  and 2Ψ = Φ . Thus we get the 

following identity: 

 
( ) ( ) ( ) ( ) ( ) ( ){ }

( ) ( ) ( ) ( ) ( ) ( ){ }
3 3

1 1 1 1 2 1 2 1 1 1 1

3
1 1 1 1 2 1 2 1 1 1 1

, ,

ˆ , ,
S

d r d r r r r r r r r r

da d r n r r r r r r r r

ε ε

ε ε

   Φ ∇ ⋅ ⋅ ∇ Φ − Φ ∇ ⋅ ⋅∇ Φ   

 = ⋅ Φ ⋅∇ Φ − Φ ⋅∇ Φ 

 
 

             

          
, (5) 

under the condition ( ) ( ), ,ij jir r r rε ε′ ′=    . Next we combine Eq. (4) and extend the finite 
volume to 3 ; thus we can remove the surface integral in Eq. (5) and get Eq. (1) again. 
Hence we prove the Lorentz lemma in electrostatics under the symmetry condition of the 
dielectric tensor ( ) ( ), ,ij jir r r rε ε′ ′=    . Thus the optical reciprocity does not break down under 
the symmetry condition of the dielectric tensor in the case of anisotropic nonlocal response 
of the medium. 
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2.2 Scalar Green function 
Another method to describe the optical reciprocity is the symmetry of the scalar Green 
function. The mathematical form is (Jackson, 1999): 

 ( ) ( ), ,G r r G r r′′ ′ ′ ′′=    . (6) 

We divide into two cases, and consider two kinds of boundary conditions to discuss the 
symmetry of the scalar Green function. One is the Dirichlet boundary condition and the 
other is the Neumann boundary condition. 

2.2.1 Anisotropic local response 
Referring to Eq. (2), the corresponding two equations of scalar Green function are in the 
following forms: 

 
( ) ( ) ( )
( ) ( ) ( )

, 4

, 4

r G r r r r

r G r r r r

ε πδ
ε πδ

′ ′ ∇ ⋅ ⋅∇ = − −  
′′ ′′ ∇ ⋅ ⋅∇ = − −   

      
       , (7) 

where r  and r′ ( r′′ ) are the positions of the field and source, respectively. δ  denotes the 
Dirac delta function. Let us apply Eq. (A1) and put ( )rλ ε=

   , ( ),G r r′Φ =    and ( ),G r r′′Ψ =   . 
Hence we have the following equality: 

 
( ) ( ) ( ) ( ) ( ) ( ){ }

( ) ( ) ( ) ( ) ( ) ( )

3, , , ,

ˆ , , , ,
S

G r r r G r r G r r r G r r d r

n G r r r G r r G r r r G r r da

ε ε

ε ε

′ ′′ ′′ ′   ∇ ⋅ ⋅∇ − ∇ ⋅ ⋅∇   

′ ′′ ′′ ′ = ⋅ ⋅∇ − ⋅∇ 




              

           
, (8) 

under the condition ( ) ( )ij jir rε ε=   and we also combine Eq. (6) to get the following result: 

 
( ) ( )

( ) ( ) ( ) ( ) ( ) ( )
4 , 4 ,

ˆ , , , ,
S

G r r G r r

n G r r r G r r G r r r G r r da

π π

ε ε

′′ ′ ′ ′′− +

′ ′′ ′′ ′ = ⋅ ⋅∇ − ⋅∇ 

   
           

. (9) 

Next we will divide into two different boundary conditions to discuss. In the case of the 
Dirichlet boundary condition, we have: 

 ( ) ( ), , 0G r r G r r′ ′′= =    , (10) 

with r S∈ . Substitute this into Eq. (9) and we obtain Eq. (6), establishing the symmetry of 
the scalar Green function with the Dirichlet boundary condition under the symmetry 
condition of the dielectric tensor. 
In the case of the Neumann boundary condition, let us generalize the results in Kim et al 
(Kim, 1993) to introduce the following Neumann boundary conditions (Xie, 2010): 

 
( ) ( )
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4ˆ ,

4ˆ ,

N r S

N r S

n r G r r
A

n r G r r
A

πε
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∈

∈

′ ⋅ ⋅∇ = − 

′′ ⋅ ⋅∇ = − 





   

   
, (11) 

where A  is the area of the closed boundary S . Eq. (9) then becomes: 
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 ( ) ( ) ( ) ( )4 44 , 4 , , ,N N N NS S
G r r G r r G r r da G r r da

A A
π ππ π′′ ′ ′ ′′ ′ ′′− + = − + 

         . (12) 

We can then follow our pervious work (Xie, 2010) to define the following symmetrized 
Green function: 

 ( ) ( ) ( )1, , ,S
N N NS

G r r G r r G r r da
A

′′ ′ ′′ ′ ′= − 
      , (13) 

which can be shown explicitly to lead to the same solution for the potential with no 
contributions from the additional surface term. 

2.2.2 Anisotropic nonlocal response 
In this case, we will consider the anisotropic nonlocal response in the material. The Poisson 
equations with two different distributions of charge density as given in Eq. (4) will have the 
corresponding scalar Green functions satisfying: 
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′ ′ ∇ ⋅ ⋅ ∇ = − −  
′′ ′′ ∇ ⋅ ⋅∇ = − −   




       
        . (14) 

Next we use Eq. (A5) and let λ ε=
  , ( ) ( ),r G r r′Φ =    and ( ) ( ),r G r r′′Ψ =   , leading to: 
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, (15) 

under the condition ( ) ( ), ,ij jir r r rε ε′ ′=    , combining Eqs. (14) and (15) leads to: 
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. (16) 

Now we will divide into two different kinds of the boundary conditions. First we consider 
the Dirichlet boundary condition (Eq. (10)). The RHS of Eq. (16) becomes zero and thus we 
obtain the optical reciprocity under the symmetry of the dielectric tensor. Next we consider 
the Neumann boundary condition NG . Again, introducing the following generalized 
Neumann conditions (Xie, 2010) : 
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, (17) 

the Green function can be symmetrized in the form as in Eq. (13) under the following 
symmetric condition for the dielectric tensor: ( ) ( ), ,ij jir r r rε ε′ ′=    . Note further that just like 
the local case, this symmetrized Green function can be shown to lead to the same solution 
for the potential. Now we demonstrate explicitly that the newly-constructed symmeterized 
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Green functions in Eq. (13) yield the same solution for the potential with no contribution 
from the additional surface term. To achieve this, we start with Eq. (A5) and set ( )rΦ = Φ  , 

( ) ( ),S
Nr G r r′Ψ =   , and ( ) ( )1 1, ,r r r rλ ε=

      to obtain 

 
( ) ( ) ( ) ( ) ( ) ( ){ }

( ) ( ) ( ) ( ) ( ) ( ){ }
3

1 1 1 1 1 1 1

3 3
1 1 1 1 1 1 1

ˆ , , , ,

, , , ,

S S
N NS

S S
N N

da d r n r r r G r r G r r r r r

d r d r r r r G r r G r r r r r

ε ε

ε ε

′ ′ ⋅ Φ ⋅ ∇ − ⋅ ∇ Φ 

′ ′   = Φ ∇ ⋅ ⋅ ∇ − ∇ ⋅ ⋅ ∇ Φ  

 
 

            

               
 .  (18) 

With Eq. (13) into the S
NG  of Eq. (18) and using Eq. (14) together with the Poisson equation 

for Φ , we obtain the following result: 

 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

3
1 1 1 1

3 3 3
1 1 1 1

3
1 1 1 1

1 1 ˆ, ,
4

1 ˆ, ,
4

1 1 ˆ, ,
4

NS S

N S

N NS S

r r da da d r G r r n r r r
A

r G r r d r F r r d r da d r n r r r

r da da d r G r r n r r r r G r
A

ε
π

ρ ρ ε
π

ε ρ
π

′ ′  Φ = Φ + ⋅ ⋅∇ Φ 

 ′ ′  + + + ⋅ ⋅∇ Φ   

′  = Φ + ⋅ ⋅∇ Φ + 

  

   

  

       

          

        

 



  ( ) 3,r d r′
 

, (19) 

where the surface term ( )F r′  has no contribution since the term { }....  in Eq. (18) vanishes 
based on the nonlocal version of the Gauss law for Φ  [See Eq. (4)]. Thus the symmetrized 

S
NG  leads to the same potential as the one obtained from using NG . 

2.3 Some examples for scalar Green functions 
We will give some examples to display the explicit forms of the Green function in both 
Dirichlet and Neumann boundary conditions (Chang 2008; Xie, 2010). Consider a metal 
sphere (radius a ) with an isotropic (for simplicity) but nonlocal dielectric response ( ),kε ω . 
For the case of Dirichlet condition, we have previously applied the model of the nonlocal 
polarizability by Fuchs and Claro (Fuchs & Claro, 1987) to obtain the following symmetric 
Green function: 

 ( )
( )

( ) ( )*
11

0

1, 4 , ,
2 1

NL

m m
m

r
G r r Y Y

r rr

απ θ ϕ θ ϕ
∞

<
++

= =− >

 
′ ′ ′= − 

+ ′  
 




 
 

 


, (20) 

where ( ),r r< >  denote the smaller or greater of ( ),r r′ , and 

 2 11
1

NL a
ξα

ξ

+−=
+ +  

 








, (21) 

with the “effective dielectric function” given by: 

 ( ) ( ) ( )
( )

12

0

2 2 1
,

a j ka
dk

k
ξ ω

π ε ω

−
∞ +

=  
  

 



. (22) 

For the same problem under the Neumann condition, first we get the following Green 
function by solving the corresponding boundary value problem: 
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 ( )
( )

( ) ( )*
11

1

1 1 1, 4 , ,
2 1 1

NL

N m m
m

r
G r r Y Y

r r r rr

απ θ ϕ θ ϕ
∞

<
++

= =−> >

 
′ ′ ′= − + + 

+ + ′  
 




 
 

 
 

, (23) 

which does not satisfy Eq. (6). However, we can use the pervious methods to symmetrize 
the above asymmetric Green function. Applying Eq. (13) to calculate the surface term using 
only the first two terms in Eq. (23) and obtain the following: 

 ( )1 1 1,NS
G r r da

A r a
′ = −

′
  . (24) 

We thus obtain the final symmetrized Neumann Green function for the region outside a 
nonlocal metal sphere in the following form: 

 

( )

( )
( ) ( )*

11
1

1 1 1 1,

1               4 , ,
2 1 1

S
N

NL

m m
m

G r r
r r r a

r
Y Y

r rr

απ θ ϕ θ ϕ

>

∞
<

++
= =− >

  ′ = − + +  ′  

 
′ ′+ + 

+ + ′  
 




 
 

 


 

. (25) 

In our examples, we can find that the optical reciprocity does not break down since the 
dielectric function satisfies ( ) ( ),r r r rε ε′ ′= −    . 

3. Reciprocity in electrodynamics 
In the pervious discussion, we have restricted our problem to the “long wavelength 
approximation” in which electrostatics has been applied (Chang, 2008). In problems with 
very high frequency source (e.g. scattering between X-rays and a nanoparticle (Ruppin, 
1975)) in which electrostatics breaks down and nonlocal effects can become even more 
significant due to the large value of the wavevector, the previous formulation (Chang, 2008) 
becomes inadequate. Here we use the method of exact electrodynamics to study the optical 
reciprocity. Again, we shall refer to both the Lorentz lemma in electrodynamics and the 
symmetry of dyadic Green function. 

3.1 Lorentz lemma in electrodynamics 
The mathematical form of the Lorentz lemma in electrodynamics is as follows (Landau et al., 
1984): 

 ( ) ( ) ( ) ( )3 3
1 2 2 1J r E r d r J r E r d r⋅ = ⋅ 
         , (26) 

where 1E


( 2E


) is the electric field resulting from the current density 1J


( 2J


). Next we will 
derive this formula in two different cases. 

3.1.1 Anisotropic local response 
In the beginning, let us consider time harmonic Maxwell’s equations ( i te ω− ): 



 
Reciprocity in Nonlocal Optics and Spectroscopy 

 

405 

 
4      

40          

i
D E B

c
i

B H J D
c c

ωπρ

π ω

∇ ⋅ = ∇ × = 

∇ ⋅ = ∇ × = −


   

     . (27) 

Now we consider two different sources 1J


 and 2J


 which correspond to two electric fields 
1E


 and 2E


 and two magnetic fields 1H


 and 2H


, respectively. We obtain from Eq. (27) the 
following result: 

 ( ) ( ) ( )
2 1 1 2 2 1 1 2

1 2 1 2 1 2 1 2 1 2 2 1
4

H E E H E H H E
i

B H H B E D D E J E J E
c c
ω π
⋅∇ × − ⋅∇ × + ⋅∇ × − ⋅∇ ×

 = ⋅ − ⋅ + ⋅ − ⋅ + ⋅ − ⋅ 

          

            , (28) 

which can be simplified to the following form: 

 ( ) ( )1 2 1 2 1 2 2 1
4

H E E H J E J E
c
π∇ ⋅ × − × = ⋅ − ⋅

       
, (29) 

if the dielectric tensor satisfies the symmetry condition ij jiε ε=  and the permeability satisfies 
the symmetry condition ij jiμ μ= . Furthermore, let us integrate over 3  in Eq. (29) and use 
the divergence theorem to convert the left side of Eq. (29) into a surface integral which can 
be removed. Hence we obtain the Lorentz lemma in electrodynamics (i.e. Eq. (26)). 

3.1.2 Anisotropic nonlocal response 
Next we will extend the local response to the nonlocal response where the relation between 
the auxiliary field and the magnetic field is described by 

 ( ) ( ) ( )3 1 ,H r d r r r B rμ −′ ′ ′= ⋅
      . (30) 

Thus Eq. (28) will become: 

 

( )
( ) ( ) ( ) ( ) ( ) ( ){ }

( ) ( ) ( ) ( ) ( ) ( ){ } ( )

1 2 1 2

3 1 1
1 2 1 2

3
1 2 1 2 1 2 2 1

, ,

4, ,

H E E H

i
d r B r r r B r r r B r B r

c
i

d r E r r r E r r r E r E r J E J E
c c

ω μ μ

ω πε ε

− −

∇ ⋅ × − ×

′ ′ ′ ′ ′= ⋅ ⋅ − ⋅ ⋅

′ ′ ′ ′ ′+ ⋅ ⋅ − ⋅ ⋅ + ⋅ − ⋅





   

            

                

. (31) 

We integrate over 3  and use the divergence theorem to remove the surface term again. 
Thus Eq. (31) becomes: 

 

( )

( ) ( ) ( ) ( ) ( ) ( ){ }

( ) ( ) ( ) ( ) ( ) ( ){ }

3
1 2 2 1

3 3 1 1
1 2 1 2

3 3
1 2 1 2

4

, ,

, ,

J E J E d r
c
i

d r d r B r r r B r r r B r B r
c

i
d r d r E r r r E r r r E r E r

c

π

ω μ μ

ω ε ε

− −

⋅ − ⋅

′ ′ ′ ′ ′= ⋅ ⋅ − ⋅ ⋅

′ ′ ′ ′ ′+ ⋅ ⋅ − ⋅ ⋅



 

 

    

             

             

, (32) 
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which can be simplified to get the Lorentz lemma in electrodynamics under the symmetry 
condition of the dielectric tensor ( ) ( ), ,ij jir r r rε ε′ ′=     and the permeability tensor 

( ) ( ), ,ij jir r r rμ μ′ ′=    . 

3.2 Dyadic Green function 
The other method to describe the optical reciprocity is the symmetry of dyadic Green 
function and the mathematical form is the following form (Tai, 1993; Xie, 2009a, 2009b): 

 ( ) ( ), ,
T

e eG r r G r r ′ ′′ ′′ ′= 
     , (33) 

where T  is the transport. We shall establish our results in two steps and restrict ourselves to 
the case of boundary conditions for the dyadic Green function. 

3.2.1 Anisotropic local response 
First we consider only local response which is simpler and sets the framework for the 
treatment of the more complicated nonlocal case. Thus we assume the following constitutive 
relations: ( ) ( ) ( )D r r E rε= ⋅

     and ( ) ( ) ( )B r r H rμ= ⋅
    . For fields with time harmonic 

dependence, we have the following vector identity: 

 ( ) ( ) ( ) ( ) ( )
2

1
2 2

4
r E r r E r i J r

c c
ω πμ ε ω−∇ × ⋅ ∇ × − ⋅ =

          , (34) 

which implies the following differential equation for the electric dyadic Green function of 
the problem: 

 ( ) ( ) ( ) ( ) ( )
2

1
2

4, ,e er G r r r G r r I r r
c c
ω πμ ε δ− ′ ′ ′∇ × ⋅ ∇ × − ⋅ = −

             . (35) 

Using Eq. (A9), we set ( ),eA G r r′=
    , ( ),eB G r r′′=

    and ( )1 rλ μ −=
    to obtain the following 

identity: 

 
( ) ( ) ( ) ( ){ }

( ) ( )( ) ( ) ( ){ }
1 1 3

1 1

, , , ,

ˆ ˆ, , , ,

T T

e e e e

T T

e e e eS

G r r G r r G r r G r r d r

n G r r G r r G r r n G r r da

μ μ

μ μ

− −

− −

   ′′ ′ ′′ ′∇ × ⋅∇ × ⋅ − ⋅∇ × ⋅∇ ×   

   ′′ ′ ′′ ′= × ⋅ ⋅ ∇ × − ⋅∇ × ⋅ ×   





               

            
. (36) 

Hence from either the dyadic Dirichlet condition: 

 ( )ˆ , 0en G r r′× =
   , (37) 

or the dyadic Neumann condition1: 

 ( )1ˆ , 0en G r rμ − ′× ⋅∇ × = 
   , (38) 

                                                 
1 Note that the condition introduced in Eq. (38) is a generalization of ( )ˆ , 0n G r re ′× ∇ × =  

     with the 

explicit inclusion of the magnetic permeability tensor. 
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Eq. (36) leads to: 

 ( ) ( ) ( ) ( ){ }1 1 3, , , , 0
T T

e e e eG r r G r r G r r G r r d rμ μ− −   ′′ ′ ′′ ′∇ × ⋅∇ × ⋅ − ⋅∇ × ⋅ ∇ × =   
                . (39) 

Substituting Eq. (35) into Eq. (39), we have: 

 
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

2
3

2

2
3

2

4, ,

4, , 0

T

e e

T

e e

r G r r I r r G r r d r
c c

G r r r G r r I r r d r
c c

ω πε δ

ω πε δ

  ′′ ′′ ′⋅ + − ⋅   
  ′′ ′ ′− ⋅ ⋅ + − =    





         

         
, (40) 

which implies the symmetry of the dyadic Green function. Eq. (39) provides that the 
dielectric tensor is symmetric: ( ) ( )ij jir rε ε=  . We remark that the validity of Eq. (36) has 
already required ( ) ( )ij jir rμ μ=   as explained before. 

3.2.2 Anisotropic nonlocal response 
Now we consider both electric and magnetic nonlocal responses and thus generalize the 
dyadic differential equation in Eq. (35) to: 

 ( ) ( ) ( ) ( ) ( )
2

1 3 3
1 1 1 1 1 1 12

4, , , ,e er r G r r d r r r G r r d r I r r
c c
ω πμ ε δ− ′ ′ ′∇ × ⋅∇ × − ⋅ = − 

                . (41) 

Using Eq. (A15), we set 
( ) ( )
( ) ( )1 1

,

,
e

e

A r G r r

A r G r r

 ′=


′=

   
    , 

( ) ( )
( ) ( )1 1

,

,
e

e

B r G r r

B r G r r

 ′′=


′′=

   
     and 1λ μ −=

   and obtain the 

following form: 

 

( ) ( ) ( ){ }
( ) ( ) ( ){ }

( ) ( ) ( ){ }
( )

3 3 1
1 1 1 1

3 3 1
1 1 1 1

3 1
1 1 1 1

3 1
1 1 1

, , ,

, , ,

ˆ , , ,

,

T

e e

T

e e

T

e eS

e

d r d r r r G r r G r r

d r d r G r r r r G r r

da d r n G r r r r G r r

da d r r r G r

μ

μ

μ

μ

−

−

−

−

 ′′ ′∇ × ⋅∇ × ⋅ 

 ′′ ′− ⋅∇ × ⋅∇ × 

   ′′ ′= × ⋅ ⋅ ∇ ×   

− ⋅ ∇ ×

 

 

 



         

         

       

   


( ) ( ){ }1 ˆ, ,
T

eS
r n G r r ′′ ′⋅ × 

  

. (42) 

Again, with either Dirichlet or Neumann conditions2, we obtain from Eq. (42): 

 
( ) ( ) ( ){ }

( ) ( ) ( ){ }
3 3 1

1 1 1 1

3 3 1
1 1 1 1

, , ,

, , , 0

T

e e

T

e e

d r d r r r G r r G r r

d r d r G r r r r G r r

μ

μ

−

−

 ′′ ′∇ × ⋅∇ × ⋅ 

 ′′ ′− ⋅∇ × ⋅∇ × = 

 

 

         

         
. (43) 

                                                 
2 The Neumann condition in Eq. (38) in the nonlocal case has also to be generalized to the following 

form: ( ) ( )1 3ˆ , , 01 1 1n r r G r r d reμ− ′′× ⋅ ∇ × =  
 

       
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Substituting Eq. (41) into Eq. (43), we have the following identity: 
 

 
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

2
3 3

1 1 12

2
3 3

1 1 12

4, , ,

4, , ,

T

e e

T

e e

r r G r r d r I r r G r r d r
c c

G r r r r G r r d r I r r d r
c c

ω πε δ

ω πε δ

 ′′ ′′ ′⋅ + − ⋅ 
 

  ′′ ′ ′= ⋅ ⋅ + −    

 

 

           

           
, (44) 

which again implies Eq. (33) in a way that is similar to the above case for local response. 

4. The equivalence of Lorentz lemma and Green function formulation 
So far, we have shown two different mathematical formulations for discussing the optical 
reciprocity. Now the question is: are these two statements equivalent? Now we give a proof. 

4.1 Electrostatics 
First we demonstrate the equivalence between Lorentz lemma and the symmetry of the 
scalar Green function in electrostatics, by starting with a slightly more general form of Eq. 
(1) with the surface terms retained: 
 

 ( ) ( )3
1 2 1 2 1 2 2 1

1 ˆ
4 S

d r n daρ ρ ε ε
π

Φ − Φ = ⋅ Φ ⋅∇Φ − Φ ⋅ ∇Φ 
    . (45) 

Note that the above can be applied to the finite boundary region. To demonstrate the 
equivalence between Eq. (1) and Eq. (6), let us consider two unit point charge distribution as 
follows: 

 ( )1 r rρ δ ′′= −  , ( )2 r rρ δ ′= −  , (46) 

and the potentials at each of their locations are then given by the scalar Green function: 
 

 ( )1 ,G r r′′Φ =   , ( )2 ,G r r′Φ =   . (47) 

Substituting Eqs. (46) and (47) into Eq. (45) leads to the following result3: 

 
( ) ( )

( ) ( ) ( ) ( )

, ,

1 ˆ , , , ,
4 S

G r r G r r

n G r r G r r G r r G r r daε ε
π

′′ ′ ′ ′′−

′′ ′ ′ ′′ = ⋅ ⋅ ∇ − ⋅∇ 

   

         
. (48) 

                                                 
3 Note that the proof of the equivalence between the two versions of the reciprocity principle in the 
previous section remains valid for the case with nonlocal response, with Eq. (48) generalized to the 
following form: 

( ) ( )

( ) ( ) ( ) ( ) ( ) ( ){ }3
1 1 1 1 1 1 1

, ,
1 ˆ , , , , , ,

4 S

G r r G r r

da d r n G r r r r G r r G r r r r G r rε ε
π

′′ ′ ′ ′′−

 ′′ ′ ′ ′′= ⋅ ⋅∇ − ⋅∇  

   

               . 
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Here we separate into two different kinds of the boundary conditions to discuss: 
First, with the Dirichlet boundary condition given in Eq. (10) substituted into Eq. (48), we 
obtain Eq. (6). Thus we have demonstrated the equivalence between the Lorentz lemma in 
electrostatics and the scalar Green function under the Dirichlet boundary condition. 
Second, the Neumann boundary condition is given by Eq. (11) and thus Eq. (48) becomes the 
following form: 

 ( ) ( ) ( ) ( )1 1, , , ,N N N NS S
G r r G r r G r r da G r r da

A A
′′ ′ ′ ′′ ′′ ′− = − + 
         . (49) 

By the pervious method, we can establish the symmetry of the scalar Green function as 
shown in Eq. (6). 

4.2 Electrodynamics 
Next we will show that the equivalence between these two statements which are the optical 
reciprocity in the form of Lorentz lemma in electrodynamics and of the symmetry of the 
dyadic Green function. To demonstrate this equivalence, first we start from Lorentz lemma 
in electrodynamics by retaining the surface terms (Xie, 2009b): 

 ( ) ( )3
1 2 2 1 1 2 2 1

4 ˆ
S

J E J E d r n E H E H da
c
π ⋅ − ⋅ = ⋅ ⋅ − ⋅ 

         . (50) 

Note that Eq. (50) is a direct consequence from Maxwell’s equations and the surface terms 
are kept to allow for the presence of finite boundaries and nontrivial material with both 
permittivity and permeability. Although these surface terms are usually discarded (Kahl & 
Voges, 2000; Ru & Etchegoin, 2006; Landau et al., 1984; Iwanaga et al., 2007), they have also 
been considered in some studies in the literatures (Xie et al., 2009; Porto et al., 2000; Joe et al., 
2008). Hence we must keep them to demonstrate the exact equivalence between the two 
versions of optical reciprocity. 
In the beginning, let us consider two unit point current sources due to electric dipole (with 
moment p ) as follows: 

 
( )
( )

1

2

ˆ
ˆ

i

j

J i p r r e

J i p r r e

ω δ
ω δ

′′= − −
′= − −

  
   , (51) 

and the electric fields at each of their locations are given in terms of the column component 
of the dyad as follows: 

 ( )
2

1 ,ei

p
E G r r

c
ω ′′=

   ,  ( )
2

2 ,ej

p
E G r r

c
ω ′=

   . (52) 

Substituting Eqs. (51) and (52) into Eq. (50) leads to the following result: 

 
( ) ( )

( ) ( ) ( ) ( )2 1

4 ˆ ˆ, ,

ˆ , ,

i ej j ei

ei ejS

i p
e G r r e G r r

c
n G r r H r G r r H r da

π ω  ′′ ′ ′ ′′− ⋅ − ⋅ 

 ′′ ′= ⋅ × − × 

    

       
. (53) 
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Hence using Maxwell’s equations and the vector triple product, we obtain4: 

 

( ) ( ){ }
( ) ( ) ( ) ( ){ }

( )( ) ( ) ( )( ) ( ){ }

( )( )

2 1

1 1
2 1

1

4 , ,

ˆ ˆ, ,

ˆ ˆ, ,

ˆ,

e eij ji

ei ejS

ei ejS

ej ei

i p
G r r G r r

c

H r n G r r H r n G r r da

E r n G r r E r n G r r da
i

p
G r r n G r

i

π ω

ω μ μ

ω μ

− −

−

   ′′ ′ ′ ′′− −   

  ′′ ′= ⋅ × − ⋅ ×   

  ′′ ′= ⋅∇ × ⋅ × − ⋅∇ × ⋅ ×   

′= ⋅∇ × ⋅ ×





    

       

         

    





( ) ( )( ) ( ){ }1 ˆ, , ,ei ejS
r G r r n G r r daμ −   ′′ ′′ ′− ⋅ ∇ × ⋅ ×   

     

. (54) 

Hence we have: 

 
( ) ( ){ }

( ) ( )( ) ( ) ( ){ }1 1

4 ˆ ˆ, ,

ˆ ˆ, , , ,

e i e iij ji

T T

e ej e ejS

G r r e G r r e
c

n G r r G r r G r r n G r r da

π

μ μ− −

   ′′ ′ ′ ′′−   

     ′′ ′ ′′ ′= × ⋅ ⋅∇ × − ⋅ ∇ × ⋅ ×    

    

           
. (55) 

We can rewrite Eq. (55) in dyadic form as follows: 

 
( ) ( ){ }

( ) ( )( ) ( ) ( ){ }1 1

4 , ,

ˆ ˆ, , , ,

T

e e

T T

e e e eS

G r r G r r
c

n G r r G r r G r r n G r r da

π

μ μ− −

 ′′ ′ ′ ′′−  

     ′′ ′ ′′ ′= × ⋅ ⋅ ∇ × − ⋅ ∇ × ⋅ ×     

    

            
. (56) 

By imposing on S  either the dyadic Dirichlet condition (Eq. (37)) or the dyadic Neumann 
condition (Eq. (38)), the surface integral in Eq. (56) can be made vanished by applying the 
dyadic triple product in the Neumann case. Hence under either one of these boundary 
conditions, Eq. (56) will lead to the symmetric property of the dyadic Green function in Eq. 
(33). 

5. Some examples 
We have established the general conditions for optical reciprocity to hold in nonlocal optics 
from the method of electrostatics to electrodynamics. The general conditions are: 

                                                 
4 Note that the proof of the equivalence between the two versions of the reciprocity principle in the 
previous section remains valid for the case with nonlocal response, with Eq. (54) generalized to the 
following form: 

( ) ( )

( ) ( )( ) ( )

( ) ( )( ) ( )

3 1
1 1 1 1

3 1
1 1 1 1

4
, ,

ˆ, , ,

ˆ, , ,

e eij ji

ej ei
S

ei ej
S

i p
G r r G r r

c
p

da d r r r G r r n G r r
i
p

da d r r r G r r n G r r
i

π ω

ω μ

ω μ

−

−

    ′′ ′ ′ ′′− −     

 ′ ′′= ⋅∇ × ⋅ × 

 ′′ ′− ⋅∇ × ⋅ × 

 
 

    

       

       

 . 
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( ) ( )
( ) ( )

, ,

, ,
ij ji

ij ji

r r r r

r r r r

ε ε
μ μ

′ ′=

′ ′=

   

    , (57) 

which are the extension conditions of local optics. This reduces to the well-known local limit 
which requires only a symmetric local dielectric tensor for the validity of reciprocity 
(Chang, 2008; Iwanaga, 2007). It also reduces to the isotropic nonlocal case which is 
known to be valid for most of the well-known nonlocal quantum mechanical models for a 
homogeneous electron gas, such as the Linhard-Mermin function in which 

( ) ( ),r r r rε ε′ ′= −    (Chang, 2008). Moreover, we also give two interesting examples that 
may lead to the breakdown of the reciprocity in linear optics. One example is that the 
following dielectric tensor: 

 
0
0

0 0

x

x

z

ig
ig
ε

ε ε
ε

− 
 =  
 
 

 , (58) 

which is hermitian but not symmetric (Vlokh & Adamenko, 2008). Another example is to 
refer to the case studied in the literature (Malinowski et al., 1996) which involved the 
propagation of light along a cubic axis in a crystal of 23 point group. In this case, the 
nonlocality tensor ijkγ  may be asymmetric in the sense that ijk jikγ γ≠ , which can be shown to 
imply an asymmetric dielectric tensor ij jiε ε≠ . Here we give a proof. With the dielectric 
function becoming a tensor, we have: 

 ( ) ( ) ( ) 3,i ij jD r r r E r d rε ′ ′ ′= ⋅
     . (59) 

Next we change the variable r r a′ = +    and use a Taylor series for the electric field to obtain 
the following form: 

 

( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

3

2

3 3

,

,
2

i ij j

ij j j j

D r r r a E r a d a

a
r r a E r a E r E r O a d a

ε

ε

= + +

 ⋅∇
 = + + ⋅∇ + +
 
 





      

        . (60) 

For case of weak nonlocality, where ( ), 0ij r r aε + ≠    only for a  within a small neighborhood 
of r , higher order terms in Eq. (60) can be neglected, and we recover the identity which has 
occurred in Eq. (1) of the literature (Malinowski et al., 1996): 

 
( ) ( ) ( ) ( ) ( )

( )

3 3, ,

         
i j ij k j ij k

ij j ijk k j

D r E r r r a d a E r r r a a d a

E E r

ε ε

β γ

= + + ∂ +

≡ + ∂
 

          

 , (61) 

where the first term and second term of the above equation denote the contribution of 
locality and nonlocality, respectively. Since the nonlocality tensor ijkγ  satisfies the relation 

ijk jikγ γ≠ , we conclude that the electric tensor ijε  satisfies the relation ij jiε ε≠ . However, this 
is the same with what was studied in the literature (Malinowski et al., 1996), where 
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nonlocality through the field gradient dependent response is required to break reciprocity 
symmetry for the rotation of the polarization plane of the transmitted wave. In their 
statement, if the nonlicality ijkγ  satisfies the relation ijk jikγ γ= , optical reciprocity breaks 
down. In our viewpoint, From Eq. (61), the relation ijk jikγ γ=  implies the relation 

( ) ( ), ,ij jir r a r r aε ε+ = +       where violates Eq. (57). Thus the reciprocity may break down. 
Hence our mathematical formulations provide a general examination to determine if the 
optical reciprocity remain or break down initially. 

6. Application to spectroscopic analysis 
In this secton, we demonstrate the application of the reciprocity symmetry in the form of the 
Lorentz lemma for two dipolar sources (in obvious notations): 

 1 2 2 1p E p E⋅ = ⋅
   , (62) 

 

 
Fig. 1. Spectrum of the local field and radiation enhancement factors, with the latter plotted 
for both radial and tangential molecular dipoles, according to both the local (dashed lines) 
and nonlocal (solid lines) SERS models. The molecular dipole is located at a distance of 1 nm 
from a silver nanosphere of 5 nm radius 

to the calculation of the various surface-enhanced Raman scattering (SERS) enhancement 
factors from a molecule adsorbed on a metallic nanoparticle following the recent work of Le 
Ru and Etchegoin. As pointed out by Le Ru and Etchegoin (Ru & Etchegoin, 2006), in any 
SERS analysis, one must distinguish carefully between the local field and the radiation 
enhancement since ‘. . . the induced molecular Raman dipole is not necessarily aligned 
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parallel to the electric field of the pump beam . . .’. Based on this distinction, it was proposed 
in the literature (Ru & Etchegoin, 2006) that the more correct SERS enhancement ratio 
should be a product of these two enhancement factors: SERS Loc RadM M M= ⋅

  
 with the latter 

enhancement calculable from an application of Eq. (62). This formulation has then corrected 
a conventional misconception in the literature of SERS theory with models exclusively based 
on the fourth power dependence of the local field.  
In Fig. 1, we have essentially reproduced the key features in the corresponding Fig. 1 of the 
literature (Ru & Etchegoin, 2006), but for a much smaller metal sphere (radius = 5 nm) so 
that nonlocal effects are more pronounced. Note that in this figure, Eq. (21) has been used to 
calculate the various quantities represented by solid lines and we note that, with the 
nonlocal response of the metal particle, the sharp differences between LocM


 and RadM


 

remain for the tangentially oriented dipoles, as was first observed in the literature (Ru & 
Etchegoin, 2006). The radially oriented dipole, however, gives very similar results for both 
the enhancement factors in both our nonlocal calculation and the local one as reported in the 
literature (Ru & Etchegoin, 2006). Note that the nonlocal effects are most significant in the 
vicinity of the plasmon resonance frequency, with the peaks slightly blueshifted due mainly 
to the semiclassical infinite barrier (SCIB) approximation adopted in this model (Fuchs & 
Claro, 1987). 

7. Conclusion 

glass glass glass

water ink

incidence wave

transmission wave

glass

chiral media

(a) (d)(c)(b)  
Fig. 2. The description of optical reciprocity in four different distributions of the material 
media 

We have constructed the conditions for optical reciprocity in the case with a nonlocal 
anisotropic magnetic permeability and electric permittivity, motivated by the recent 
explosion in the research with metamaterials according to two different mathematical 
viewpoints (Lorentz lemma and Green function formulation) furthermore that are 
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equivalent. These results reduce to the well-known conditions in the case of local response. 
Note that while the symmetry in r  and r′  will be valid for must materials on a macroscopic 
scale (Jenkins & Hunt, 2003), that in the tensorial indices will not be valid in general for 
complex materials such as bianisotropic or chiral materials (Kong, 2003). Importantly, our 
mathematical formulations provide a general examination to determine if the optical 
reciprocity remain or break down initially. However, it will be of interest to design some 
optical experiment to observe the breakdown of reciprocity symmetry with these systems in 
the study of metamaterials. One possible way is to observe transmission asymmetry in the 
light propagating through these materials as shown in Fig. 2 which shows this interesting 
process and lists four different distributions of the material media. According to our 
pervious mathematical prediction, we will have optical reciprocity still remains valid in (a), 
(b) and (c); but it may break down in (d). 

8. Appendix Give a proof of some useful mathematical identities (Chang, 
2008; Xie, 2009a, 2009b) 

[1] ( ) ( ) ( )3 ˆ
V S

d r n daλ λ λ λ Φ∇ ⋅ ⋅∇Ψ − Ψ∇ ⋅ ⋅∇Φ = ⋅ Φ ⋅∇Ψ − Ψ ⋅∇Φ  
    , (A1) 

under the condition ij jiλ λ= . 
To prove Eq. (A1), we will first prove the following identity: 

 ( ) ( ) ( )λ λ λ ∇ ⋅ ⋅ Φ∇Ψ − Ψ∇Φ = Φ∇ ⋅ ⋅∇Ψ − Ψ∇ ⋅ ⋅ ∇Φ 
        

, (A2) 

under the condition ij jiλ λ= . Using the Einstein notation to express Eq. (A2), we have for the 
LHS: 

 
( )

( )( ) ( )( )                                         

i ij j i ij j

ij i j i j

λ λ λ

λ

 ∇ ⋅ ⋅ Φ∇Ψ − Ψ∇Φ = Φ∂ ∂ Ψ − Ψ∂ ∂ Φ 
 + ∂ Φ ∂ Ψ − ∂ Ψ ∂ Φ 

  

, (A3) 

and for the RHS of Eq. (A2): 

 ( ) ( )= i ij j i ij jλ λ λ λΦ∇ ⋅ ⋅∇Ψ − Ψ∇ ⋅ ⋅∇Φ Φ∂ ∂ Ψ − Ψ∂ ∂ Φ
    

. (A4) 

Thus Eqs. (A3) and (A4) are equal under the condition ij jiλ λ=  and hence we prove Eq. (A1). 

[2] 
( ) ( ) ( ) ( ) ( ) ( ){ }

( ) ( ) ( ) ( ) ( ) ( ){ }
3 3

1 1 1 1 1 1 1

3
1 1 1 1 1 1 1

, ,

ˆ , ,
S

d r d r r r r r r r r r

da d r n r r r r r r r r

λ λ

λ λ

   Φ ∇ ⋅ ⋅∇ Ψ − Ψ ∇ ⋅ ⋅ ∇ Φ   

 = ⋅ Φ ⋅∇ Ψ − Ψ ⋅∇ Φ 

 
 

          

          , (A5) 

under the condition ( ) ( ), ,ij jir r r rλ λ′ ′=    . 
First we prove the following identity: 

 
( ) ( ) ( ) ( ) ( ) ( ){ }

( ) ( ) ( ) ( ) ( ) ( ){ }
3 3

1 1 1 1 1 1 1

3 3
1 1 1 1 1 1 1

, ,

, ,

d r d r r r r r r r r r

d r d r r r r r r r r r

λ λ

λ λ

   Φ ∇ ⋅ ⋅∇ Ψ − Ψ ∇ ⋅ ⋅ ∇ Φ   

 = ∇ ⋅ Φ ⋅∇ Ψ − Ψ ⋅∇ Φ 

 
 

             

             , (A6) 
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under the condition ( ) ( ), ,ij jir r r rλ λ′ ′=    . Again we express the left side as:  

 
( ) ( ) ( ) ( ) ( ) ( ){ }

( ) ( ) ( ) ( ) ( ) ( ){ }1 1

3 3
1 1 1 1 1 1 1

3 3
1 1 1 1 1

, ,

, ,r rr r
i ij j i ij j

d r d r r r r r r r r r

d r d r r r r r r r r r

λ λ

λ λ

   Φ ∇ ⋅ ⋅∇ Ψ − Ψ ∇ ⋅ ⋅ ∇ Φ   

= Φ ∂ ∂ Ψ − Ψ ∂ ∂ Φ

 
 

  

             

          , (A7) 

and the right side as: 

 

( ) ( ) ( ) ( ) ( ) ( ){ }
( ) ( ) ( ) ( ) ( ) ( ){ }
( ) ( ) ( ) ( ) ( ){ }

1 1

1 1

3 3
1 1 1 1 1 1 1

3 3
1 1 1 1 1

3 3
1 1 1 1

, ,

, ,

,

r rr r
i ij j i ij j

r rr r
ij i j i j

d r d r r r r r r r r r

d r d r r r r r r r r r

d r d r r r r r r r

λ λ

λ λ

λ

 ∇ ⋅ Φ ⋅∇ Ψ − Ψ ⋅∇ Φ 

= Φ ∂ ∂ Ψ − Ψ ∂ ∂ Φ

       + ∂ Φ ∂ Ψ − ∂ Ψ ∂ Φ       

 
 

 

  

  

            

         
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Thus Eqs. (A7) and (A8) are equal under the condition ( ) ( ), ,ij jir r r rλ λ′ ′=     and hence Eq. 
(A6) is established. We can again use the divergence theorem to establish Eq. (A5). 
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, (A9) 

under the condition ij jiλ λ= . 
Let us first establish the following simpler vector identity: 

 B A A B A B B Aλ λ λ λ ∇ ⋅ × ⋅ ∇ × − × ⋅∇ × = ⋅ ∇ × ⋅ ∇ × − ⋅ ∇ × ⋅ ∇ × 
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, (A10) 

under the condition ij jiλ λ= . In explicit Einstein’s summation convention, we have for the 
LHS of Eq. (A10): 
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, (A11) 

and the RHS of Eq. (A10): 

 ( )ijk lmn i j kl m n i j kl m nA B B A A B B Aλ λ ε ε λ λ⋅∇ × ⋅∇ × − ⋅ ∇ × ⋅∇ × = ∂ ∂ − ∂ ∂
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. (A12) 

Thus Eqs. (A11) and (A12) are equal under the condition ij jiλ λ=  and hence Eq. (A10) is 
established. 
From Eq. (A10) application of the divergence theorem leads to: 
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, (A13) 

and thus we get the following form by generalizing B


 to a second rank tensor B


: 
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. (A14) 

Hence we repeat this step for A


 leads to the result in Eq. (A9). 
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, (A15) 

under the condition ( ) ( ), ,ij jir r r rλ λ′ ′=    . 
Let us first establish the following identity: 
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Again we express the left side as:  
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and the right side as: 
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Hence Eq. (A17) is equal to Eq. (A18) by imposing ( ) ( ), ,ij jir r r rλ λ′ ′=     and the result in Eq. 
(A15) can again be obtained by the same method as that in proving Eq. (A9). 
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1. Introduction  
Over the past two decades many articles devoted to the antenna systems focused in it’s 
near-field zone (NFZ) or intermediate-field zone (IFZ) and their application in medical 
engineering, geology, materials and environment sensing, RFID, energy transfer 
technologies were published. The development of this theory allows to improve the quality 
level of technique and to expand applicability of the focused antenna systems, for example, 
in the telecommunications engineering. 
Development of the focused antennas theory began in the late 1950’s. The first collection of 
papers that describe the properties of the focused antenna, edited by Hansen, was printed in 
1964 (Hansen, 1964). Further development of this theory was not so active until the 1990’s. 
Recent works in this area relates only to the practical application and realization of the 
focusing effect (Herben, 1999; Hristov, 2004; Karimkashi & Kishik, 2008; Rudolph & Grbic, 
2008; etc.) and finding of the methods of improving the focused antennas performance 
(Hussain, 2004, 2008; Karimkashi & Kishik, 2009; etc.). 
Reference materials for this paper are based on a current technical level, accordingly to URSI 
and IEEE papers, within the limits of knowledge of the near-field and the intermediate field 
diffraction theory, focal areas forming on the plane apertures radiation axis and signal 
processing methods of the focused arrays for various environments scanning. 
The authors decided that the reference materials are insufficiently exploring the problem for 
wider and more flexible usage of the three-dimensionally directional signal transmission 
phenomenon due to an incompleteness of the focused antenna arrays (FAA) theory. The 
given incompleteness is revealing as a high level of calculations for obtaining the exact 
aperture phase distribution, inaccuracy and deficiency of theoretical models, that does not 
allow to use qualitatively the focused energy transmission to a certain area of space at a 
wide range of angles in azimuth and elevation planes.  
The basis of this chapter is the results of research led for the purpose of improving FAA 
theory for its further usage in the telecommunication engineering that cannot be done 
without increasing of FAA performance. The research materials are devoted to a wide range 
of FAA structures with different types of radiator and to the methods of FAA directivity 
improving with a purpose to increase the 3-dimensional gain performance of antenna arrays 
at a wide range of angles in azimuth and elevation planes. 
This chapter is organized as follows. Section 2 is devoted to a new approach that better 
reveals the principles of FAA radiation pattern forming, including FAA beamforming with 
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various radiators types and allocation. FAA directivity improving methods are considered 
in Section 3. FAA possible applications for a short distance wireless communication are 
described in Section 4. Concluding remarks and future activities are collected in Section 5. 

2. Focused Antenna Arrays radiation patterns 
When writing this section the authors did not attempt to create a new huge  mathematical 
model that would describe the distribution of field or power radiated by different types of 
antennas, but instead of it to find new approaches for better describing the characteristics of 
focused antennas. If the reader wants to see the detailed, but approximated by Fresnel 
description of a field radiated by focused aperture or its focusing properties, he can refer to 
an existing theory (Chu, 1971; Fenn, 2007; Graham, 1983; Hansen, 1964, 1985, 2009; Laybros 
et al., 2005; Malyuskin & Fusco, 2009; Narasimhan & Philips, 1987a, 1987b; Polk, 1956).  
Generally consider the antenna arrays of linear structure as that is sufficient to study 
properties of FAA. Thus all tasks of study of FAA radiation pattern synthesis are sufficient 
to be done in its azimuth plane, while considering the linear antenna array. 

2.1 Geometric models 
In this subsection we present geometric models of different structures of arrays. In the next 
subsections we will describe radiation patterns of arrays based on this models. 
For a start, consider the problem of finding an expression for a linear array with equivalent 
spaced radiators (LAESR) without any mathematical approximation (Fraunhofer or Fresnel), 
where phase shifts between array elements and the array phase center are determined by 
two exact components: the phase shift by angle and the phase shift by distance. The 
geometry model of LAESR is shown in Fig.1, where d – array element spacing between 
2N+1 radiators with number n, normal vector to the array is polar axis or the starting point 
of polar coordinates in which the problem is solved. An important factor is the location of 
the phase center, which contains the polar axis. Let phase center be located in the LAESR 
center element with n = 0. Then location of observation point is described by azimuth θ and 
distance R relatively to the array phase center. Thereby all equations related to the right side 
elements (RSE) with nRSE = 1…N = n and the left side elements (LSE) with nLSE = -1…-N = -n 
from the phase center differ by indexes and content. Then Δ(nLSE), Δ(nRSE) are spatial shifts 
between phase center and LSE, RSE respectively; υ(nLSE), υ(nRSE) are angles between phase 
center and LSE, RSE with number n respectively in observation point; θ(nLSE), θ(nRSE) are 
azimuths of observation point from LSE, RSE respectively. 
Obtain the two equation systems using elementary trigonometry for LAESR (fig.1): 
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From equations (1), (2), difference between the expressions for the RSE and LSE is due to 
using the number sign of array element. 
 

 
Fig. 1. The geometric model of LAESR 

Expression (2) is regular for the spatial shift Δ (Fenn, 2007; Hansen, 1964), then using (1) to 
solve the problem mentioned before. 
Obtain the equation systems for Δ(nLSE), Δ(nRSE) and υ(nLSE), υ(nRSE) from (1): 
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Then equation (4) can be written as: 
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Another important parameter for radiation pattern calculating is the observation point 
azimuth ( )nθ . The expressions for θ(nLSE), θ(nRSE) are: 
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From expressions (5), (6), (7) for left side and right side antenna elements, the phase center 
location affects the spatial shifts distribution in NFZ and IFZ can be concluded. General 
equation for Δ(n), υ(n) and θ(n), where n∈ [-N; N], n∈ Z, using (5), (6), (7) can be written as: 
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Expressions (8), (9), (10) are necessary in calculating LAESR radiation pattern. 
Equation (8) of spatial shift obtained in the form of expression Δ = ΔR + Δθ is useful for FAA 
with separate phase steering by distance and by angular coordinates synthesis, it also helps 
to reduce the level of computational operations to calculate required phase distribution.  
In elevation plane of spherical coordinates spatial shifts of LAESR mentioned before are 
equal at different elevation angles. 
The linear structure is most often used in the construction of antenna arrays. However, there 
are other structures that as the best create the Rayleigh or the Fresnel diffraction field. There 
are polygonal structures where all elements are radiating inside the polygon. It should be 
noted that antenna arrays of polygonal structures have their own natural focus. 
Next step is finding an expression for spatial shifts between phase center and elements of 
polygonal antenna array (PAA) using vector analysis theory. Place phase center of PAA in 
its natural focus to solve this task since the problem of obtaining equations between the 
PAA parameters is complex. 
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The geometric model of PAA is shown in Fig.2, where 1...n-th antenna location points, dij – 
distance between i-th and j-th antenna element of PAA, 0 – centre of the polygon and phase 
center of PAA, 0’ – observation point, L - polar axis of PAA in polar coordinate, where the 
problem is being solved; Rn(|Rn|; θRn) - vector of n–th antenna signal in phase center and its 
polar axis, where |Rn| - spatial shift between n–th antenna and phase center; Δ(|Δ|; θΔ) - 
vector from phase center to observation point, where |Δ| - spatial shift between phase 
center and observation point, θn – azimuth of observation point in n–th antenna. Then the 
spatial shift between n–th antenna and observation point: 

 ( )2 2 cosn n n Rn nΔΔ = + + θ − θ −R Δ R Δ R .   (11) 

 

 
Fig. 2. Geometry model of PAA 

Equations (11) can be written in form of Δ = ΔR + Δθ, as follows: 

 ( ) ( ) ( ) ( )sin tan 0.5arccot cot cos ;
sin

n
n Rn Rn Rn

Rn
Δ Δ Δ

Δ

   
 Δ = θ − θ + θ − θ + θ − θ     θ − θ   

R
Δ

Δ
 (12) 

azimuth of observation point in n–th antenna: 

 ( ) ( )
( ) ( )

sin sin
arctan

cos cos
n Rn

n
n Rn

Δ

Δ

θ + θ
θ =

θ + θ
R Δ
R Δ

.     (13) 

Search of θn, Δn expressions is possible with precise definition of the PAA polygon 
parameters Rn(|Rn|; θRn). In case of irregular polygonal structure, obtaining of its 
parameters which depend on dij, antenna and phase center positions is a hard analytical 
task. This task can be solved by empirical methods. Another way is predetermination of 
these parameters in the condition of preserving polygonal structure. 
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For regular polygonal structure with a side d, the task of obtaining of its parameters is much 
easier, because Rn is the bisecting line of each polygon corner and |Rn| is the radius of 
polygon escribed circle, where n∈ [1; N], n∈ Z, N – polygon sides quantity. Then: 

 
( )2sin /n
d

N
=

π
R ;   (14)   

  ( )2 1Rn n
N
πθ = − .    (15) 

Expression for spatial shifts between elements of antenna array with nonlinear structures, 
for example, parabola, hyperbola, can be obtained in the same way as for PAA.  

2.2 Focused arrays radiation pattern 
Radiation pattern of the near-field or the intermediate-field of FAA has the following 
features compared with common antenna arrays focused at the far-field zone (FFZ): 
• signal attenuation by propagation ( ) 2 24 ( ) /L n,R R n= π λ is different from each FAA n-th 

antenna element due to different distance to observation point R(n);  
• each n-th element of FAA radiates signals to observation point at different angles; 
• each element of FAA has the radiation pattern ( )( ),nf n Rθ  that depends on the distance; 
• assumed that the near field of FAA doesn’t include its elements reactive field; 
• main lobe, side lobes, grating lobes that are expressed in angular values are being 

transformed to main, side and grating focal areas that are expressed in values of width, 
length and height, that causes the problem of transforming from polar (spherical) to 
Cartesian coordinates. 

Then the radiation patterns of FAA which consist of phase shifters and delay lines according 
to a common theory (Hansen, 2009) are defined respectively as: 

 ( ) ( )
( )( )( ) ( )

( ( ), )
, j k n n

n

f n RnF R e
L n,R

ω Δ −ΔΦ
θ

θ =


 ;    (16a) 

 ( ) ( )
( )( )( )/ ( )

( ( ), )
, j n c T n

n

f n RnF R e
L n,R

ω Δ −Δ
θ

θ =


 ;    (16b) 

where I (n) - n-th antenna element excitation amplitude; 
Δφ(n) = kΔ(n) - the phase shift between phase center and the n-th antenna element; 
Δt(n) = Δ(n)/c - time delay between the phase center and the n-th antenna element;  
ΔΦ(n), ΔT(n) - the phase and time distribution of n-th antenna element excitation;  
ω - circular frequency;  
k = 2π/λ = ω/c - coefficient of propagation;  
λ – signal wavelength;  
c – signal propagation speed in the environment. 

If FAA is excited by wideband signal with multicomponent spectrum, for example, pulse 
signals, definition of its radiation pattern cannot be completed without taking into account 
the spectral structure of the signal ( )А jω , ω∈ [ωmin; ωmax] – signal circular frequency band. 
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Therefore, this expression can be described in form of inverse Fourier transformation of 
radiation patterns at each spectrum component with their amplitude and phase as follows: 

  ( ) ( ) ( )
( )( )( ) ( , )

( ( ), )
, j k n n

n

f n RnF R А j e
L n,R

ω Δ −ΔΦ ω

ω

θ
θ = ω 


 ;   (17а) 

    ( ) ( ) ( )
( )( )( )/ ( )

( ( ), )
, j n v T n

n

f n RnF R А j e
L n,R

ω Δ −Δ

ω

θ
θ = ω 


 ;   (17b) 

The concept of FAA excitation by wideband signal is introduced in papers (Wu, 1985; 
Kremer, 1984) and was used by several authors (Ishimaru et al.,2007 ; Hussain, 2004; 
Malyuskin & Fusco, 2009) to improve FAA performance, but they had not disclosed the 
nature of this method. Expression (17a) is used for a broadband signal in the time sense and 
(17b) in the space-time sense (Kremer, 1984). 
For example, the expression for radiation pattern of focused LAESR can be written as: 

 ( ) ( ) ( )
( ) ( ) ( ) ( )cos tan 0.5 arccot tan sin ( , )

cos( ( ), )
,

FR
j k nd n

dn

n

f n RnF R А j e
L n,R

       ω θ − θ − θ −ΔΦ ω     θ    

ω

θ
θ = ω 


 , (18) 

where ( ) ( ) ( ) ( )( , ) cos tan 0.5arccot tan sin
cos

F
F F F

F

R
n k nd

dn

   
 ΔΦ ω = ω θ − θ − θ     θ   

; 

            RF, θF – coordinates of focus point.  
Radiation patterns intersection in the azimuth plane of LAESR of nine omnidirectional in 
azimuth plane elements with d = λ/2 and octagonal structure PAA of patch antenna 
elements with radiation pattern in a form of cardioid which are radiating in the center of 
polygon with d = 2λ without taking into account signal attenuation by the propagation are 
shown in Fig. 3(a) and Fig. 3(b) respectively, where the signal level is in dB. 
 

di
st

an
ce

, λ
 

di
st

an
ce

, λ
 

 
 distance, λ 

(a) 
 distance, λ 

(b) 

Fig. 3. Radiation patterns intersection in the azimuth plane of NFZ and IFZ of LAESR, PAA 
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According to Fig.3 and sources (Fenn, 2007; Hansen, 1964; Graham, 1983), the features of 
radiation patterns by distance are the same as by angle coordinates. That is the level and the 
amount of mainlobe and sidelobes proportionally to the level and the amount of main focal 
area and side focal areas. Thus the methods of radiation pattern synthesis (Hansen,2009) in 
NFZ, IFZ and FFZ are similar.  

2.3 Focusing properties of antenna arrays 
According to a common theory (Hansen, 1964), focusing - the process of compensation of 
components of phase shifts between antenna elements and phase center of FAA, that 
depends on the distance in focus coordinates RF, θF. Otherwise focusing is the process of 
inversion of the Fresnel and the Fraunhofer diffraction fields. Thereby FAA achieves a high 
directivity in its NFZ or IFZ and loses directivity in its FFZ.  
The important factor is that the focus takes place exclusively in NFZ or IFZ (Hansen, 1964) 
limited for LAESR by the hyperfocal distance from its phase centre RHF < D2cos2(θ)/λ, where 
D - the largest FAA dimensions in the plane where NFZ or IFZ is considered. Depth of focus 
and directivity are important parameters of FAA that describe its focusing or directional 
signal transmission properties. 
According to (Hansen, 1964), depth of focus - the size of focal area in the dimension of 
distance R∈ [Rnear, Rfar]. Expressions for Rnear and Rfar (Hansen, 1964), where the level of 
focused LAESR radiation patterns by distance becomes -0,1 dB are obtained by methods of 
theory of geometrical optics and are defined as: 
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2
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/
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F F

D
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D R
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+ λ θ
  (19a)  
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R R

D R
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R R
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   (19b) 

Graham (Graham, 1983) had studied the axial field radiation pattern synthesis for apertures 
focused in the Fresnel region with Fresnel approximation, and had obtained the equations 
for depth of focus ΔR, minima Rmin and maxima Rmax of field location. These equations can 
be used for focused LAESR and can be written for different angles of focus point in azimuth 
plane, respectively as: 
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Equations (20), (21), (22) are exact only in IFZ. 
The exact equations for LAESR parameters ΔR, Rmin and Rmax in NFZ can be obtained when 
the problem of finding an exact expression for its radiation pattern is solved. Equation for 
LAESR radiation pattern in azimuth plane can be written as follows: 

  ( )
( )

( )
cos

cos, d
RSE

LSE

j R
j RF R e e

 θυ β   υ−θ− β  

υ

θ = υ ,     (23) 

where 
( ) ( )arccot tan

cosLSE
R

dN

 
υ = + θ  − θ 

, 
( ) ( )arccot tan

cosRSE
R

dN

 
υ = − θ  θ 

, 

For further description the parameters of FAA radiation patterns equations (20), (21), (22) 
are used since the expression (23) has no solution in the form of simple function. 
Radiation patterns intersection in the azimuth plane of LAESR of twenty one patch antenna 
elements focused in polar coordinates at RF = 50λ, θF = 0° with d = λ and phase centre in 
eleventh element with and without taking into account signal attenuation by the 
propagation are shown in Fig.5(a) and Fig.5(b) respectively, where the signal level is in dB. 
Axial radiation patterns on azimuth θF = 0° of this LAESR focused at RF = 50λ with and 
without taking into account signal attenuation by the propagation are shown in Fig.6. 
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Fig. 5. Radiation patterns intersection in the azimuth plane of LAESR 

Fig.5, Fig.6 and source (Hansen, 1964) shows that the focal area or a certain segment of 
distance R∈ [0, RF] where radiated power distribution is uniform can be the result of 
focusing process. 
The level of radiation pattern in FFZ becomes the level of radiation pattern in point of NFZ 
or IFZ of LAESR focused on FFZ as the result of focusing on this point according to the fact 
that focusing is the process of inversion of the Fresnel and the Fraunhofer diffraction fields, 
as shown on Fig.7. 
From Fig.7 and the materials (Hansen, 1964) it can be concluded that the minimum signal 
level in FFZ of FAA can be obtained since FAA is focused in points of minimum signal level 
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when it is focused in FFZ. These focus points are calculated from (21). The closer the focus 
point is placed then the weaker the level of signal in the FFZ is. 
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Fig. 6. Axial radiation patterns on azimuth θF = 0° of focused LAESR 

Radiation patterns intersection in the azimuth plane of octagonal PAA of patch antenna 
elements which are radiating inside the structure and focused in the center of polygon with 
d = 3λ, λ = 2 m with and without taking into account signal attenuation by the propagation 
are shown in Fig.8(a) and Fig.8(b) respectively, where the signal level is in dB. 
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Fig. 7. Axial radiation patterns of LAESR focused in NFZ and FFZ 

For antenna array of polygonal structures where all elements are radiating inside the polygon, 
radiation pattern is described as field in NFZ or IFZ of LAESR. Therefore, according to Fig.8 
and the paper (Mazurenko & Yakornov, 2010) generally focal area has the form of ellipse, and 
for regular polygon array structures the form of circle with depth of focus ΔR ≈ λ/3.  
The focus point of antenna array of regular polygonal structure with N < 7, d < λ where 
|Rn|< λ is located in its reactive field zone that can be avoided by increasing the number of 
antenna elements N in the condition |Rn|> λ or increasing the element spacing d >> λ. 
Radiation of wideband signals by array or using the directional antennas is required for 
grating focal areas suppression since d >> λ. The method of radiation of wideband signals 
for grating focal areas suppression will be reviewed in the next section. The preliminary 
simulation result of this method in form of radiation pattern intersection in the azimuth 
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plane of octagonal PAA of patch antenna elements which are radiating inside the structure 
periodic pulse signal with bandwidth Δf = 300 MHz, central frequency fC = 150 MHz, period 
T = 33.3 ns, pulse duration τp = 6.6 ns and focused in the center of polygon with d = 4λ, λ = 2 
m with taking into account signal attenuation by the propagation is shown in Fig. 9. 
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Fig. 8. Radiation patterns intersection in the azimuth plane of octagonal PAA 
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Fig. 9. Radiation patterns intersection in the azimuth plane of octagonal PAA 
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According to study results presented in the papers (Hansen, 1964; Polk, 1956), the directivity 
of focused linear antenna array in NFZ or IFZ cannot exceed directivity in its FFZ since 
assumed that the focusing is the process of inversion of Fresnel and Fraunhofer diffraction 
fields. Thus the methods of calculating the angular directivity of FAA are equal to methods 
of calculating the directivity of common antenna arrays in the FFZ (Hansen, 2009). 
The polygonal structure array directivity is defined by degree of radiation inside it. 
In common sense antenna directivity is relative to angular selectivity. For selectivity by 
distance the determination of antenna directivity is a complex task due to infinity of values 
of coordinate by distance. Thereby the directivity by distance can be determined only as 
angular directivity in focused point to angular directivity in FFZ ratio. The angular 
directivity as a function of distance with Fresnel approximation for focused apertures can be 
obtained from paper (Polk, 1956). 
The overall FAA directivity as a multiplication of directivity by distance and angle 
coordinates can be obtained. 
The overall antenna gain, obtained by focusing process cannot be calculated without taking 
into account signal attenuation by the propagation. 
Thereby appliance of FAA is limited by distance RMD due to signal attenuation by 
propagation that can be described as: 

 RMD → L (RMD) ≤ GASGAESINR,   (24) 

where GAS - gain of FAA;  
            GAE – gain of FAA antenna element; 
            SINR - necessary signal to interference and noise ratio at the appropriate detector. 
The FAA ability to separate signals by distance as by angular coordinates can be concluded 
according to the materials of this section. 

3. Focused Antenna Arrays directivity improving methods  
Improving of FAA directivity is increasing its spatial resolution by distance and angular 
coordinates and increasing the hyperfocal distance. The first attempts of FAA directivity 
improvements are made in the papers (Karimkashi & Kishk, 2009; Hussain & Al-Zayed, 
2008), but the authors used common methods of radiation pattern synthesis in the FFZ and 
in a case of array excitation by wideband signal (Hussain, 2004, 2008) the nature of 
improvement had not been disclosed. 
According to the materials of previous section and the papers mentioned before in this 
section, FAA directivity can be improved by increasing element spacing jointly with using 
directed array elements (Hansen, 2009) or exciting wideband signal jointly with increasing 
array elements sparsity (Hussain & Al-Zayed, 2008). Also this task can be solved by using 
common methods of optimal radiation pattern synthesis for FFZ (Hansen, 2009). 
Application of common methods of pattern synthesis by special amplitude-phase 
distributions (APD) of excited signal or spatial distributions of array elements despite the 
papers (Karimkashi & Kishk, 2009; Hussain & Al-Zayed, 2008) is not so effective for FAA as 
for conventional antenna arrays. Low efficiency of these methods may be linked to the fact 
that they are created for linear distribution of phase shifts between elements of array and the 
process of focusing in NFZ or IFZ based on creation of non-linear distribution. Thus 
application of specific APD (Hansen, 2009) created for far-field pattern synthesis, wideband 
signal radiation with linear distribution of spectrum components, for example, pulse signals 
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(Hussain & Al-Zayed, 2008) for FAA is leading to its partial defocusing in NFZ or IFZ. This 
defocusing occurs due to ignoring of phase shifts components that depend on distance 
when common APD and amplitude-frequency characteristic (AFC) of radiated signal had 
been created. Modification of specific antenna array APD or AFC of wideband signals, 
which is radiated by arrays is the solution for defocusing problem.  
Use the concept of spectrum of spatial frequencies (SSF) for finding a solution of this 
defocusing problem. The SSF concept is presented from different sides in the books 
(Korostelev, 1987; Kremer, 1984). Also the SSF concept helps to reveal the nature of 
wideband signal excitation of FAA to improve its directivity. 
The essence of SSF concept is the similarity of use of the inverse Fourier transformation for 
the synthesis signal in time domain with a limited frequency spectrum and radiation pattern 
in the spatial region using spatial frequency spectrum which is essentially the APD of array 
excitation.  
Radiation patterns of antenna array of two elements excited by the wideband signal with m-
components frequency spectrum and m-elements antenna array excited by the narrowband 
signal are equivalent that can be concluded from the use of the SSF concept, where space 
frequency ωS = 2πd0n/λm = 2πd0nfm/c = 2πd0nf0m/c, d0 = lλ0, l – normalized array spacing in 
wavelength, f0 = c/d0, fm= f0m, c – signal propagation speed in the environment. Thereby each 
frequency spectrum component fm except f0 of excited signal creates a SSF component or a 
virtual antenna array element located from its phase centre at distance dm = d0m that can be 
assumed. So SSF can be linked with AFC of radiated signal. 
When array is excited by the signal with spectrum components fm < f0, m = fm/f0 < 1, the 
grating lobes and the side lobes are suppressing, the main lobe becomes wider. When array 
is excited by the signal with spectrum components fm > f0, m = fm/f0 > 1, the grating lobes and 
the side lobes are not suppressing, the main lobe becomes narrower. Similar result is 
obtained in the paper (Hussain & Al-Zayed, 2008). 
Thus for increasing the directivity of antenna array by the method of increasing array 
elements sparsity jointly with wideband signal excitation is necessary to enhance the 
array element spacing d0 = lλ0 with l > 1 and to excite array by the signal with spectrum 
components fm < f0, m = fm/f0 < 1. The directivity increasing is much effective when created 
SSF components are located from its phase centre at distance dm = pλ0/2, p∈ Z or fm = pf0/2l, 
p/2l < 2. So this method is effective when radio impulse signal is radiated by FAA. For 
example, excitation LAESR with element spacing d0 = 4λ0 by the periodic pulse signal with 
bandwidth Δf = 300 MHz, central frequency fC = f0 = 150 MHz, period T = 33.3 ns, pulse 
duration τp = 6.6 ns 4 times increases directivity and 16 times increases hyperfocal distance 
in comparison to the array with element spacing d0 = λ0  and narrowband signal excitation. 
Radiation patterns intersection in the azimuth plane of LAESR of 11 patch antennas focused 
in polar coordinates at RF = 50 m, θF = 0° with d0 = 4λ0, λ0 = 0.5 m excited by narrowband and 
by wideband signal are shown in Fig.10(a) and Fig.10(b) respectively. 
For increasing the hyperfocal distance by the method of wideband signal excitation is 
necessary to excite array by the wideband or ultrawideband pulse signal with spectrum 
components fm > f0, m = fm/f0 > 1. The hyperfocal distance is linearly dependent on frequency 
band, so RHFm = mRHF0. Using of this method causes the grating focal area generating and the 
side focal area rising, so directivity by angular coordinate is decreased, but directivity by 
distance is increased, that are dependent on AFC of radiated signal as in previous method. 
For increasing the directivity of antenna array by the method of using special APD or AFC 
is necessary to modify APD or AFC created for FFZ beamforming (original AFC can be 
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taken from previous methods) by the way of transformation of SSF distributions from the 
linear A(nωs) to nonlinear form with Fresnel approximation A([n - n2/2RF]ωS), where n - 
number of array elements; RF - focusing distance. This transformation is performed by 
transferring the amplitude distribution of SSF with nonlinear distribution to SSF with linear 
distribution of its components, when the FAA elements are uniformly spaced, because SSF 
components distribution is equal to FAA elements spatial location distribution or AFD of 
signal radiated by the FAA. 
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Fig. 10. Radiation patterns intersection in the azimuth plane of focused LAESR 

For example, the modification of Dolph-Chebyshev APD leads to APD of the same type, but 
for radiation pattern with higher side lobe level and narrower main lobe (Fig. 11), which 
essentially gives the best result. So, using Dolph-Chebyshev APD causes the defocusing 
versus side focal area suppressing in all cases as for FFZ beamforming.  
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Fig. 11. Modification of Dolph-Chebyshev APD for LAESR of 21 antenna elements  

Modification of AFC of wideband pulse signal emitted by FAA is done in same way and 
causes transformation of all parameters of radiated signal. This fact allows to consider the 
problem of optimal signals for high directivity of antenna arrays achieving. A comparison of 
radiation patterns by distance of LAESR which radiating wideband periodic radio impulse 
with modified and common AFC is shown in Fig.12(a) and comparison of radiation patterns 
by distance of LAESR with modified and common Dolph-Chebyshev APD which radiating 
wideband periodic radio impulse is shown in Fig.12(b). Fig.12 shows that this modification 
is effective, thus the defocusing is present indeed. 
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These modifications are effective only in NFZ. This method can be used only for linear FAA. 
The using of the methods of radiation pattern synthesis which are developed using SSF 
concept and studied by the authors of this chapter in this section is necessary for improve 
FAA performance according to materials mentioned before. 
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Fig.12. Axial radiation patterns of LAESR of 21 antenna elements excited by special signals  

4. Focused Antenna Arrays in telecommunications engineering 
Radio-frequency resource utilization efficiency in the spatial area is not enough because 
the spatial selectivity is limited by two dimensions: the azimuth and the elevation. This 
problem can be solved by use of antenna systems with controlled 3-dimensional, 
including distance, signal spatial division or FAA, which form operational area in their 
NFZ and IFZ. 
Modern technics of focused antennas are presented by arrays (Buffi et al., 2009; Fenn, 
2007; Malyuskin & Fusco, 2009), Fresnel zone plate and lens antennas (Garret & Wiltse, 
1990; Herben, 1999; Hristov, 2004; Karimkashi & Kishik, 2008; Reid & Smith, 2009; Wang 
et al., 2007) and other (Rudolph & Grbic, 2008; Molotkov et al., 2009). The arrays and 
single radiators of these focused antennas can be used for 3-dimensional directional signal 
transmission. 
Applicability of the antennas mentioned before for short range fixed or mobile 
communication is provided by its capability to perform the controlled 3-dimensional 
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spatial signal division in necessary operational area of wireless telecommunication 
system. 
According to the paper (Mazurenko & Yakornov, 2010), realization of the given FAA for 
achieving operation zone dimensions ROA = 0.1…1 km and focal area with depth of focus ΔR 
= 10…100m are limited by the hyperfocal distance. For FAA element spacing d0 = lλ0 the 
operation area dimension ROA and array parameters are related by expression 
 

 ROA < (N - 1)2 l2 λ0,   (25) 

According to eq. (25) and materials of previous sections, FAA structures for some frequency 
ranges are: 
• f < 30 MHz – element quantity N < 10, rarefied antenna array of polygonal structure 

with electrically small antenna elements. 
• f ∈ [30 MHz; 30 GHz] – element quantity N∈ [10; 100], rarefied antenna array of 

polygonal or linear structure with directional array elements and grating focal areas 
suppression methods application. 

• f > 30 GHz – linear or planar antenna array with element quantity N > 100 or equivalent 
length continuous radiator, aperture, reflector. 

Considering all achievements in FAA directivity improving and real condition of signal 
propagation the following antenna systems can be created: 
• PAA with operation zone in the area inside structure of polygon. Radiation pattern of 

PAA is characterized by one focal area of circular form with power gain < 10 dB if 
maximum operational zone dimension not exceed 100 m, as shown on Fig.13. 

• LAESR with operation zone in the area of its NFZ and IFZ. Radiation pattern of LAESR 
is characterized by one focal area of elliptical form with power gain 10-20 dB if 
maximum operational zone dimension not exceed 100 m, as shown on Fig.14, and by 
almost uniformly distributed power over the area with width equal to array maximum 
dimensions and length equal to focus point distance with power fluctuations < 5 dB if 
maximum operational zone dimension within the limits ROA∈ [100m; 1000m], as shown 
on Fig.15. 

Radiation patterns intersection in the azimuth plane of octagonal PAA of patch antennas 
with d = 10λ, λ = 4 m which are radiating inside the structure periodic radio impulse signal 
with Δf = 150 MHz, fC = 75 MHz, T = 173.3 ns and τp = 13.3 ns with taking into account 
signal attenuation by the propagation, where array focused in point with coordinates RF = 0 
m, θF = 0°, RF = 15 m, θF = 45° relatively to the center of polygon are shown in Fig.13(a) and 
Fig.13(b) respectively, where the signal level is in dB. 
Radiation patterns intersection in the azimuth plane of LAESR of 401 patch antennas with d 
= λ and λ = 5 mm or equivalent reflector with linear dimension D = 2 m with taking into 
account signal attenuation by the propagation, where array radiated narrowband signal in 
focal points with coordinates  RF = 100 m, θF = 0° and RF = 100 m, θF = 30° are shown in 
Fig.14(a) and Fig.14(b) respectively, where the signal level is in dB. 
Radiation patterns intersection in the azimuth plane of LAESR of 401 patch antennas with d 
= λ and λ = 5 mm or equivalent reflector with linear dimension D = 2 m with taking into 
account signal attenuation by the propagation, where array radiated narrowband signal in 
focal points with coordinates  RF = 800 m, θF = 0° and RF = 800 m, θF = 30° are shown in 
Fig.15(a) and Fig.15(b) respectively, where the signal level is in dB. 
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Fig. 13. Radiation patterns intersection in the azimuth plane of octagonal PAA 
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Fig. 14. Radiation patterns intersection in the azimuth plane of focused LAESR 
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Fig. 15. Radiation patterns intersection in the azimuth plane of focused LAESR 
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5. Conclusion  
In this chapter, beamforming of antenna arrays focused in NFZ or IFZ is studied and the 
new principles of this process are revealed with a purpose to increase the 3-dimensional 
gain performance of antenna arrays at a wide range of angles and to improve the quality 
level of this technique for expanding applicability of the focused antenna. 
The antenna arrays of linear and polygonal structure with different location and types of 
array elements have been considered in this paper, so all tasks of study of FAA radiation 
pattern synthesis have done in its azimuth plane or in polar coordinates. 
Expressions of spatial shifts between elements and phase center of arrays where spatial 
shifts by distance and spatial shifts by angular coordinate are obtained as two separate 
parts of one equation without any approximation (Fresnel or Fraunhofer) are introduced. 
These equations had been obtained first time and they can be useful for FAA with 
separate phase steering by distance and by angular coordinate synthesis, it also helps to 
reduce the level of computational operations to calculate required phase distribution in 
array elements. 
Radiation pattern synthesis and focusing properties of focused arrays are considered in this 
work, which are based on obtained geometrical models of arrays of different structures. 
Location of array phase center, different signal attenuations by propagation from array 
elements to observation point, different angles of radiation from array elements to 
observation point and array elements radiation patterns dependence on the distance must 
be taken to account for precise beamforming of arrays focused in NFZ or IFZ. The principles 
of radiation pattern synthesis of arrays focused in NFZ or IFZ and arrays focused in FFZ are 
equal. The properties of radiation pattern by distance and angular coordinate are equal too. 
The main focusing properties of antenna array are based on principle of inversion of the 
Fresnel and the Fraunhofer diffraction fields which is the result of focusing process. The 
applicability of arrays is limited by hyperfocal distance and signal attenuation by 
propagation. The focal area or a certain segment of distance R∈ [0, RF] where radiated 
power distribution is uniform can be the result of focusing process. 
FAA directivity by distance as angular directivity in focused point to angular directivity in 
FFZ ratio is introduced in this chapter. 
FAA directivity can be improved by increasing array elements spacing jointly with grating 
focal area supressing or by excitation of array elements by wideband signals or by using of 
modified APD in array elements and modified AFC of excited wideband signal which are 
introduced in this chapter. The spectrum of spatial frequencies concept was used for FAA 
directivity improvement. 
Investigation results of possible structures of FAA which capable to three-dimensional 
spatial division multiplexing in all frequency ranges used by a modern radio-technique are 
presented in this work. These results have shown the given FAA applicability in a radio and 
short range telecommunication engineering. 
The task of obtaining a exact expression for radiation pattern of antenna array without any 
approximation still remain unsolved due to lack of solution in the form of a simple or a 
special function. Beamforming of planar array using study results achieved in this chapter 
have not considered. Methods of FAA directivity improving are considered more 
qualitatively than quantitatively. Mutual coupling effect among the array elements and its 
real dimensions is not assumed. These facts reveal the possibility of further research.  
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