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PREFACE

This second edition of the textbook has the following modifications compared to the first
edition:

o Twelve experiments have been added. The experiments require building of electronic
interface circuits between the microcontroller and the electromechanical system,
writing of real-time control code in C language, and testing and debugging the
complete system to make it work.

e All of the chapters have been edited and more examples have been added where
appropriate.
e A brief tutorial on MATLAB®/Simulink®/Stateflow is included.

I would like to thank Paul Petralia, Tom Carter and Anne Hunt [Acquisitions Editor,
Project Editor and Associate Commissioning Editor, respectively] at John Wiley and Sons
for their patience and kind guidance throughout the process of writing this edition of
the book.

Sabri Cetinkunt

Chicago, Illinois, USA
March 19, 2014
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CHAPTER 1

INTRODUCTION

THE MECHATRONICS field consists of the synergistic integration of three distinct
traditional engineering fields for system level design processes. These three fields are

1. mechanical engineering where the word “mecha” is taken from,
2. electrical or electronics engineering, where “tronics” is taken from,

3. computer science.

The file of mechatronics is not simply the sum of these three major areas, but can be defined
as the intersection of these areas when taken in the context of systems design (Figure 1.1).
It is the current state of evolutionary change of the engineering fields that deal with the
design of controlled electromechanical systems. A mechatronic system is a computer
controlled mechanical system. Quite often, it is an embedded computer, not a general
purpose computer, that is used for control decisions. The word mechatronics was first coined
by engineers at Yaskawa Electric Company [1,2]. Virtually every modern electromechanical
system has an embedded computer controller. Therefore, computer hardware and software
issues (in terms of their application to the control of electromechanical systems) are part
of the field of mechatronics. Had it not been for the widespread availability of low cost
microcontrollers for the mass market, the field of mechatronics as we know it today
would not exist. The availability of embedded microprocessors for the mass market at ever
reducing cost and increasing performance makes the use of computer control in thousands
of consumer products possible.
The old model for an electromechanical product design team included

1. engineer(s) who design the mechanical components of a product,

2. engineer(s) who design the electrical components, such as actuators, sensors, ampli-
fiers and so on, as well as the control logic and algorithms,

3. engineer(s) who design the computer hardware and software implementation to con-
trol the product in real-time.

A mechatronics engineer is trained to do all of these three functions. In addition, the design
process is not sequential with mechanical design followed by electrical and computer con-
trol system design, but rather all aspects (mechanical, electrical, and computer control)
of design are carried out simultaneously for optimal product design. Clearly, mechatron-
ics is not a new engineering discipline, but the current state of the evolutionary process
of the engineering disciplines needed for design of electromechanical systems. The end
product of a mechatronics engineer’s work is a working prototype of an embedded com-
puter controlled electromechanical device or system. This book covers the fundamental

Mechatronics with Experiments, Second Edition. Sabri Cetinkunt.
© 2015 John Wiley & Sons, Ltd. Published 2015 by John Wiley & Sons, Ltd.
Companion Website: www.wiley.com/go/cetinkunt/mechatronics
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2 MECHATRONICS
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Mechanical
software

FIGURE 1.1: The field of
mechatronics: intersection of
mechanical engineering,
electrical engineering, and
computer science.

Computer
technology

technical topics required to enable an engineer to accomplish such designs. We define the
word device as a stand-alone product that serves a function, such as a microwave oven,
whereas a system may be a collection of multiple devices, such as an automated robotic
assembly line.

As a result, this book has sections on mechanical design of various mechanisms
used in automated machines and robotic applications. Such mechanisms are designs over
a century old and these basic designs are still used in modern applications. Mechanical
design forms the “skeleton” of the electromechanical product, upon which the rest of
the functionalities are built (such as “eyes,” “muscles,” “brains”). These mechanisms are
discussed in terms of their functionality and common design parameters. Detailed stress
or force analysis of them is omitted as these are covered in traditional stress analysis and
machine design courses.

The analogy between a human controlled system and computer control system is
shown in Figure 1.2. If a process is controlled and powered by a human operator, the
operator observes the behavior of the system (i.e., using visual observation), then makes
a decision regarding what action to take, then using his muscular power takes a partic-
ular control action. One could view the outcome of the decision making process as a
low power control or decision signal, and the action of the muscles as the actuator signal
which is the amplified version of the control (or decision) signal. The same functionali-
ties of a control system can be automated by use of a digital computer as shown in the
same figure.

The sensors replace the eyes, the actuators replace the muscles, and the computer
replaces the human brain. Every computer controlled system has these four basic functional
blocks:

1. process to be controlled,
2. actuators,
3. sensors,

4. controller (i.e., digital computer).
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FIGURE 1.2: Manual and automatic control system analogy: (a) human controlled,
(b) computer controlled.

The microprocessor (LLP) and digital signal processing (DSP) technology had two impacts
on control world,

1. it replaced the existing analog controllers,

2. prompted new products and designs such as fuel injection systems, active suspension,
home temperature control, microwave ovens, and auto-focus cameras, just to name
a few.

Every mechatronic system has some sensors to measure the status of the process vari-
ables. The sensors are the “eyes” of a computer controlled system. We study most common
types of sensors used in electromechanical systems for the measurement of temperature,
pressure, force, stress, position, speed, acceleration, flow, and so on (Figure 1.3). This list
does not attempt to cover every conceivable sensor available in the current state of the art,
but rather makes an attempt to cover all major sensor categories, their working principles
and typical applications in design.

Actuators are the “muscles” of a computer controlled system. We focus in depth
on the actuation devices that provide high performance control as opposed to simple
ON/OFF actuation devices. In particular, we discuss hydraulic and electric power actuators
in detail. Pneumatic power (compressed air power) actuation systems are not discussed.
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FIGURE 1.3: Main components of any mechatronic system: mechanical structure, sensors,
actuators, decision making component (microcontroller), power source, human/supervisory
interfaces.

They are typically used in low performance, ON/OFF type control applications (although,
with advanced computer control algorithms, even they are starting to be used in high
performance systems). The component functionalities of pneumatic systems are similar to
those of hydraulic systems. However, the construction detail of each is quite different. For
instance, both hydraulic and pneumatic systems need a component to pressurize the fluid
(pump or compressor), a valve to control the direction, amount, and pressure of the fluid
flow in the pipes, and translation cylinders to convert the pressurized fluid flow to motion.
The pumps, valves, and cylinders used in hydraulic systems are quite different to those
used in pneumatic systems.

Hardware and software fundamentals for embedded computers, microprocessors, and
digital signal processors (DSP), are covered with applications to the control of electrome-
chanical devices in mind. Hardware I/O interfaces, microprocessor hardware architectures,
and software concepts are discussed. The basic electronic circuit components are discussed
since they form the foundation of the interface between the digital world of computers
and the analog real world. It is important to note that the hardware interfaces and embed-
ded controller hardware aspects are largely standard and do not vary greatly from one
application to another. On the other hand, the software aspects of mechatronics designs
are different for every product. The development tools used may be same, but the final
software created for the product (also called the application software) is different for each
product. It is not uncommon that over 80% of engineering effort in the development of a
mechatronic product is spent on the software aspects alone. Therefore, the importance of
software, especially as it applies to embedded systems, cannot be over emphasized.

Mechatronic devices and systems are the natural evolution of automated systems. We
can view this evolution as having three major phases:

1. completely mechanical automatic systems (before and early 1900s),

2. automatic devices with electronic components such as relays, transistors, op-amps
(early 1900s to 1970s),

3. computer controlled automatic systems (1970s—present)

Early automatic control systems performed their automated function solely through
mechanical means. For instance, a water level regulator for a water tank uses a float
connected to a valve via a linkage (Figure 1.4). The desired water level in the tank is set
by the adjustment of the float height or the linkage arm length connecting it to the valve.
The float opens and closes the valve in order to maintain the desired water level. All the
functionalities of a closed loop control system (“sensing-comparison-corrective actuation”
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FIGURE 1.4: A completely mechanical closed loop control system for liquid level regulation.

or “sensor-logic-actuation””) may be embedded in one component by design, as is the case
in this example.

Another classic automatic control system that is made of completely mechanical
components (no electronics) is Watt’s flyball governor, which is used to regulate the speed
of an engine (Figure 1.5). The same concept is still used in some engines today. The engine
speed is regulated by controlling the fuel control valve on the fuel supply line. The valve
is controlled by a mechanism that has a desired speed setting using the bias in the spring
in the flywheel mechanism. The actual speed is measured by the flyball mechanism. The
higher the speed of the engine is, the more the flyballs move out due to centrifugal force.
The difference between the desired speed and actual speed is turned into control action by
the movement of the valve, which controls a small cylinder which is then used to control the
fuel control valve. In today’s engines, the fuel rate is controlled directly by an electrically
actuated injector. The actual speed of the engine is sensed by an electrical sensor (i.e.,
tachometer, pulse counter, encoder) and an embedded computer controller decides on how
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FIGURE 1.5: Mechanical “governor” concept for automatic engine speed control using all
mechanical components.



6 MECHATRONICS

e 1| Valve

®
Cylinder ' Xt N N \ “‘:,:’I X @
Weng ‘ 0]

FIGURE 1.6: Closed loop cylinder position control system with mechanical feedback used in
the actuation of the main valve.

much fuel to inject based on the difference between the desired and actual engine speed
(Figure 1.9).

Figure 1.6 shows a closed loop cylinder position control system where the position
feedback is mechanical. The command signal is the desired cylinder position and is gener-
ated by the motion of the lever moved by the pilot, and converted to the actuation power
to the valve spool displacement through the mechanical linkage. The position feedback is
provided by the mechanical linkage connection between the cylinder rod and the lever arm.
When the operator moves the lever to a new position, it is the desired cylinder position
(position 1 to position 2 in the figure). Initially, that opens the valve, and the fluid flow to the
cylinder makes the piston move. As the piston moves, it also moves the linkage connected to
the lever. This in turn moves the valve spool (position 2 to position 3 in the figure) to neutral
position where the flow through the valve stops when the cylinder position is proportional
to the lever displacement. In steady-state, when the cylinder reaches the desired position, it
will push the lever such that the valve will be closed again (i.e., when the error is zero, the
actuation signal is zero). The proportional control decision based on error is implemented
hydro-mechanically without any electronic components.

1 1
xvalve(t) = 5 : xcmd(t) - E : xactual(t) (L.

Analog servo controllers using operational amplifiers led to the second major change
in mechatronic systems. As a result, automated systems no longer had to be all mechanical.
An operational amplifier is used to compare a desired response (presented as an analog
voltage) and a measured response by an electrical sensor (also presented as an analog
voltage) and send a command signal to actuate an electrical device (solenoid or electric
motor) based on the difference. This brought about many electromechanical servo control
systems (Figures 1.7, 1.8). Figure 1.7 shows a web handling machine with tension control.
The wind-off roll runs at a speed that may vary. The wind-up roll is to run such that no
matter what the speed of the web motion is, a certain tension is maintained on the web.
Therefore, a displacement sensor on the web is used to indirectly sense the web tension
since the sensor measures the displacement of a spring. The measured tension is then
compared to the desired tension (command signal in the figure) by an operational amplifier.
The operational amplifier sends a speed or current command to the amplifier of the motor
based on the tension error. Modern tension control systems use a digital computer controller
in place of the analog operational amplifier controller. In addition, the digital controller may
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FIGURE 1.7: A web handling motion control system. The web is moved at high speed while
maintaining the desired tension. The tension control system can be considered a mechatronic
system, where the control decision is made by an analog op-amp, not a digital computer.

use a speed sensor from the wind-off roll or from the web on the incoming side in order to
react to tension changes faster and improve the dynamic performance of the system.
Figure 1.8 shows a temperature control system that can be used to heat a room or oven.
The heat is generated by the electric heater. Heat is lost to the outside through the walls.
A thermometer is used to measure the temperature. An analog controller has the desired
temperature setting. Based on the difference between the set and measured temperature, the
op-amp turns ON or OFF the relay which turns the heater ON/OFF. In order to make sure
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FIGURE 1.8: A furnace or room temperature control system and its components using analog
op-amp as the controller. Notice that a fan driven by an electric motor is used to force the air
circulation from the heater to the room. A timer is used to delay the turn ON and turn OFF time
of the fan motor by a specified amount of time after the heater is turned ON or OFF A
microcontroller-based digital controller can replace the op-amp and timer components.
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the relay does not turn ON and OFF due to small variations around the set temperature, the
op-amp would normally have a hysteresis functionality implemented on its circuit. More
details on the relay control with hysteresis will be discussed in later chapters.

Finally, with the introduction of microprocessors into the control world in the late
1970s, programmable control and intelligent decision making were introduced to auto-
matic devices and systems. Digital computers not only duplicated the automatic control
functionality of previous mechanical and electromechanical devices, but also brought about
new possibilities for device designs that were not possible before. The control functions
incorporated into the designs included not only the servo control capabilities but also many
operational logic, fault diagnostics, component health monitoring, network communica-
tion, nonlinear, optimal, and adaptive control strategies (Figure 1.3). Many such functions
were practically impossible to implement using analog op-amp circuits. With digital con-
trollers, such functions are rather easy to implement. It is only a matter of coding these
functionalities in software. The difficulty is in knowing what to code that works.

The automotive industry, the largest industry in the world, has transformed itself both
in terms of its products (the content of the cars) and the production methods of its products
since the introduction of microprocessors. Use of microprocessor-based embedded con-
trollers significantly increased the robotics-based programmable manufacturing processes,
such as assembly lines, CNC machine tools, and material handling. This changed the way
the cars are made, reducing the necessary labor and increasing the productivity. The prod-
uct itself, cars, has also changed significantly. Before the widespread introduction of 8-bit
and 16-bit microcontrollers into the embedded control mass market, the only electrical
components in a car were the radio, starter, alternator, and battery charging system. Engine,
transmission, and brake subsystems were all controlled by mechanical or hydro-mechanical
means. Today, the engine in a modern car has a dedicated embedded microcontroller that
controls the timing and amount of fuel injection in an optimized manner based on the
load, speed, temperaturem and pressure sensors in real time. Thus, it improves the fuel
efficiency, reduces emissions, and increases performance (Figure 1.9). Similarly, auto-
matic transmission is controlled by an embedded controller. The braking system includes
ABS (anti-lock braking system), TCS (traction-control system), DVSC (dynamic vehicle
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FIGURE 1.9: Electronic “governor” concept for engine control using embedded
microcontrollers. The electronic control unit decides on fuel injection timing and amount in real
time based on sensor information.
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stability control) systems which use dedicated microcontrollers to modulate the control of
brake, transmission and engine in order to maintain better control of the vehicle. It is esti-
mated that an average car today has over 30 embedded microprocessor-based controllers
on board. This number continues to increase as more intelligent functions are added to
cars, such as the autonomous self driving cars by Google Inc and others. It is clear that the
traditionally all-mechanical devices in cars have now become computer controlled elec-
tromechanical devices, which we call mechatronic devices. Therefore, the new generation
of engineers must be well versed in the technologies that are needed in the design of
modern electromechanical devices and systems. The field of mechatronics is defined as the
integration of these areas to serve this type of modern design process.

Robotic manipulator is a good example of a mechatronic system. The low-cost,
high computational power, and wide availability of digital signal processors (DSP) and
microprocessors energized the robotics industry in late 1970s and early 1980s. The robotic
manipulators, the reconfigurable, programmable, multi degrees of freedom motion mech-
anisms, have been applied in many manufacturing processes and many more applications
are being developed, including robotic assisted surgery. The main sub-systems of a robotic
manipulator serve as a good example of mechatronic system. A robotic manipulator has
four major sub-systems (Figure 1.3), and every modern mechatronic system has the same
sub-system functionalities:

1. a mechanism to transmit motion from actuator to tool,

2. an actuator (i.e., a motor and power amplifier, a hydraulic cylinder and valve) and
power source (i.e., DC power supply, internal combustion engine and pump),

3. sensors to measure the motion variables,

4. a controller (DSP or microprocessor) along with operator user interface devices and
communication capabilities to other intelligent devices.

Let us consider an electric servo motor-driven robotic manipulator with three axes. The
robot would have a predefined mechanical structure, for example Cartesian, cylindrical,
spherical, SCARA type robot (Figures 1.10, 1.11, 1.12). Each of the three electric servo
motors (i.e., brush-type DC motor with integrally mounted position sensor such as an
encoder or stepper motor with position sensor) drives one of the axes. There is a separate
power amplifier for each motor which controls the current (hence torque) of the motor. A
DC power supply provides a DC bus at a constant voltage and derives it from a standard
AC line. The DC power supply is sized to support all three motor-amplifiers.

The power supply, amplifier, and motor combination forms the actuator sub-system
of a motion system. The sensors in this case are used to measure the position and velocity

FIGURE 1.10: Three major robotic manipulator mechanisms: Cartesian, cylindrical, spherical
coordinate axes.
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FIGURE 1.11: Gantry, SCARA, and parallel linkage drive robotic manipulators.

of each motor so that this information is used by the axis controller to control the motor
through the power amplifier in a closed loop configuration. Other external sensors not
directly linked to the actuator motions, such as a vision sensors or a force sensors or
various proximity sensors, are used by the supervisory controller to coordinate the robot
motion with other events. While each axis has a dedicated closed loop control algorithm,
there has to be a supervisory controller that coordinates the motion of the three motors in
order to generate a coordinated motion by the robot, that is straight line motion, and so on
circular motion etc. The hardware platform to implement the coordinated and axis level
controls can be based on a single DSP/microprocessor or it may be distributed over multiple
processors as shown. Figure 1.12 shows the components of a robotic manipulator in block
diagram form. The control functions can be implemented on a single DSP hardware or a
distributed DSP hardware. Finally, just as no man is an island, no robotic manipulator is an
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FIGURE 1.12: Block diagram of the components of a computer controlled robotic manipulator.
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island. A robotic manipulator must communicate with a user and other intelligent devices
to coordinate its motion with the rest of the manufacturing cell. Therefore, it has one or
more other communication interfaces, typically over a common fieldbus (i.e., DeviceNET,
CAN, ProfiBus, Ethernet). The capabilities of a robotic manipulator are quantified by the
following;

1. workspace: volume and envelope that the manipulator end effector can reach,
2

number of degrees of freedom that determines the positioning and orientation capa-
bilities of the manipulator,

3. maximum load capacity, determined by the actuator, transmission components, and
structural component sizing,

4. maximum speed (top speed) and small motion bandwidth,
5. repeatability and accuracy of end effector positioning,
6. manipulator’s physical size (weight and volume it takes).

Figure 1.13 shows a computer numeric controlled (CNC) machine tool. A multi
axis vertical milling machine is shown in this figure. There are three axes of motion
controlled precisely (i.e., within 1/1000 in or 25 micron = 25/1000 mm accuracy) in x,
y and z directions by closed loop controlled servo motors. The rotary motion of each of
the servo motors is converted to linear motion of the table by the ball-screw or lead-screw

CNC Controller

Operator interface Z-axis motor/encoders

controller, DC PS,
amps

Y-axis motor/
encoders

X-axis motor/encoders

II Table

DCPS Coupling

),—+ < Lead/ball ‘s/crew %
CNC —»{AMP E|l M

] XI -

Linear encoder

FIGURE 1.13: Computer numeric controlled (CNC) machine tool: (a) picture of a vertical CNC
machine tools, reproduced with permission from Yamazaki Mazak Corporation, (b) x-y-z axes of
motion, actuated by servo motors, (c) closed loop control system block diagram for one of the
axis motion control system, where two position sensors per axis (motor-connected and
load-connected) are shown (also known as dual position feedback).
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mechanism in each axis. The fourth motion axis is the spindle rotation which typically
runs at a constant speed. Each axis has its own servo motor (i.e., brushless DC motor with
position feedback), amplifier and DC power supply. In high precision machine tools, in
addition to the position sensors integral to the servo motor, there are also linear position
sensors (i.e., linear encoders) attached to the moving part of the table on each axis in order
to measure the translational position of the table directly. Using this measurement, the
controller can compensate for position errors due to backlash and mechanical transmission
errors in the lead-screw/ball-screw. The CNC controller implements the desired motion
commands for each axis in order to generate the desired cut-shape, as well as the closed
loop position control algorithm such as a PID controller. When two position sensors are
used for one degree of motion (one located at the actuator point (on the motor shaft) and
one located at the actuated-tool point (table)), it is referred to as dual position feedback
control system. A typical control logic in dual-position feedback system is to use the motor-
based encoder feedback in velocity loop, and load-based encoder feedback in position loop
control. Current state of the art technology in CAD/CAM and CNC control is such that a
desired part is designed in CAD software, then the motion control software to run on the
CNC controller (i.e., G-code or similar code which defines the sequence of desired motion
profiles for each axis) is automatically generated from the CAD file of the part, downloaded
to the CNC controller, which then controls each motion axis of the machine in closed loop
to cut the desired shape.

Figure 1.14 shows the power flow in a modern construction equipment. The power
source in most mobile equipment is an internal combustion engine, which is a diesel engine
in large power applications. The power is hydro-mechanically transmitted from engine
to transmission, brake, steering, implement, and cooling fan. All sub-systems get their
power in hydraulic form from a group of pumps mechanically connected to the engine.
These pumps convert mechanical power to hydraulic power. In automotive type designs,
the power from engine to transmission gear mechanism is linked via a torque converter. In
other designs, the transmission may be a hydrostatic design where the mechanical power is
converted to hydraulic power by a pump and then back to mechanical power by hydraulic
motors. This is the case in most excavator designs. Notice that each major sub-system has its
own electronic control module (ECM). Each ECM deals with the control of the sub-system
and possibly communicates with a machine level master controller. For instance, ECM for
engines deals with maintaining an engine speed commanded by the operator pedal. As
the load increases and the engine needs more power, the ECM automatically commands
more fuel to the engine to regulate the desired speed. The transmission ECM deals with
the control of a set of solenoid actuated pressure valves which then controls a set of clutch
and brakes in order to select the desired gear ratio. Steering ECM controls a valve which
controls the flow rate to a steering cylinder. Similarly, other sub-system ECMs controls
electrically controlled valves and other actuation devices to modulate the power used in
that sub-system.

The agricultural industry uses harvesting equipment where the equipment technology
has the same basic components used in the automotive and construction equipment industry.
Therefore, automotive technology feeds and benefits agricultural technology. Using global
positioning systems (GPS) and land mapping for optimal utilization, large scale farming has
started to be done by autonomous harvesters where the machine is automatically guided
and steered by GPS systems. Farm lands are fertilized in an optimal manner based on
previously collected satellite maps. For instance, the planning and execution of an earth
moving job, such as road building or a construction site preparation or farming, can be
done completely under the control of GPSs and autonomously driven machines without
any human operators on the machine. However, safety concerns have so far delayed the
introduction of such autonomous machine operations. The underlying technologies are
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FIGURE 1.14: Block diagram controlled power flow in a construction equipment. Power flow
in automotive applications is similar. Notice that modern construction equipment has
electronic control modules (ECMs) for most major sub-systems such as engine, transmission,
brake, steering, implement sub-systems.

relatively mature for autonomous construction equipment and farm equipment operation
(Figure 1.15).

The chemical process industry involves many large scale computer controlled plants.
The early application of computer controlled plants was based on a large central computer
controlling most of the activities. This is called the centralized control model. In recent
years, as microcontrollers became more powerful and low cost, the control systems for large
plants have been designed using many layers of hierarchy of controllers. In other words,
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FIGURE 1.15: Semi-autonomous construction equipment operation using global positioning
system (GPS), local sensors and on-vehicle sensors for closed loop sub-system control.

the control logic is distributed physically to many microcomputers. Each microcomputer
is physically closer to the sensors and actuators it is responsible for. Distributed controllers
communicate with each other and higher level controllers over a standard communication
network. There may be a separate communication network at each layer of the hierarchical
control system. The typical variables of control in process industry are fluid flow rate,
temperature, pressure, mixture ratio, fluid level in tank, and humidity.

Energy management and control of large buildings is a growing field of application
of optimized computer control. Home appliances are more and more microprocessor con-
trolled, instead of being just an electromechanical appliances. For instance, old ovens used
relays and analog temperature controllers to control the electric heater in the oven. The new
ovens use a microcontroller to control the temperature and timing of the oven operation.
Similar changes have occurred in many other appliances used in homes, such as washers
and driers.
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Micro electromechanical systems (MEMS) and MEMS devices incorporate all of the
computer control, electrical and mechanical aspects of the design directly on the silicon
substrate in such a way that it is impossible to discretely identify each functional component.
Finally, the application of mechatronic design in medical devices, such as surgery assistive
devices, robotic surgery, and intelligent drills, is perhaps one of the most promising field in
this century.

Computer controlled medical devices (implant and external assistive, rehabilitation
equipment) have been experiencing exponential growth as the physical size of sensing and
computing devices becomes very tiny such that they can be integrated with small actuators
as implant devices for human body. The basic principle of the sensing-decision-actuation
is being put to many uses in embedded computer controlled medical devices (also called
bio-mechatronic devices, Figure 1.16). In time these devices will be able to integrate a
growing set of tiny sensors, and make more sophisticated real-time decisions about what (if
any) intervention action to take to assist the functioning of the human body. For instance,
implant defibrillators and pace-makers for heart patients are examples of such devices. A
pace-maker is a heart implant device that provides electrical pulses to the heart muscules
to regulate its rate when it senses that the heart rate has fallen below a critical level. The
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FIGURE 1.16: Example of an embedded computer controlled medical device: a
bio-mechatronic device. The pulse generator houses the battery (electrical power source) and a
tiny embedded computer. The electrical wires between the heart and the pulse generator
(pace-maker) are for both sensing the heart condition (sensor cables) and actuating the heart
beat by electrical pulse signal shocks to the heart muscle. The sensing-decision-actuation
functions are integrated via the pulse generator and electrical signal leads. Wapcaplet, Yaddah
[GFDL (www.gnu.org/copyleft/fdl.html) or CC-BY-SA-3.0
(http://creativecommons.org/licenses/by-sa/3.0/)], via Wikimedia.
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pace-maker senses the heart rate, and if the heart rate is below a critical rate, it sends
electrical pulses to the heart in order to increase the heart rate. The sensing and actuation
components are interfaced to the heart through electrical wires. The embedded computer,
battery (electrical power source for the pulse power) and pulse generator circuit is one
integrated unit which is implanted under the skin somewhere close to the heart.

In addition, many computer controlled orthopeadic devices are in the process of
development as implanted aid devices as well as rehabilitative devices. For example, in
artificial hand devices, the embedded computer senses the desired motion signals in the
remaining muscles which are sent from the brain, then interprets them to actuate the
mechanical hand like it would function in a natural hand. The compact electromechanical
design of the hand mechanism, its integrated actuation and sensing (position and force
sensors) devices are electromechanical design problems. Measurement and interpretation
of the desired motion signals from human brain to the residual muscles and, based on that
information, determining the desired motion of the hand is an intelligent signal processing
and control problem (see National Geographic Magazine, .... issue).

1.1 CASE STUDY: MODELING AND CONTROL
OF COMBUSTION ENGINES

The internal combustion engine is the power source for most of the mobile equipment
applications including automotive, construction, and agricultural machinery. As a result,
it is an essential component in most mobile equipment applications. Here, we discuss the
modeling and basic control concepts of internal combustion engines from a mechatronics
engineering point of view. This case study may serve as an example of how a dynamic model
and a control system should be developed for a computer controlled electromechanical
system. Basic modeling and control of any dynamic system invariably involves use of
Laplace transforms. As a result, detailed analysis using Laplace transforms is minimized
here in this introductory chapter.

We will discuss the basic characteristics of a diesel engine from a mechatronics
engineer’s point of view. Any modeling and control study should start with a good physical
understanding of how a system works. We identify the main components and sub-systems.
Then each component is considered in terms of its input and output relationship in modeling.
For control system design purposes, we identify the necessary sensors and controlled
actuators. With this guidance, we study

1. engine components — basic mechanical components of the engine,

2. operating principles and performance — how energy is produced (converted from
chemical energy to mechanical energy) through the combustion process,

3. electronic control system components: actuators, sensors, and electronic control mod-
ule (ECM),

4. dynamic models of the engine from a mechatronics engineer’s point of view,

5. control algorithms — basic control algorithms and various extensions in order to meet
fuel efficiency and emission requirements.

An engine converts the chemical energy of fuel to mechanical energy through the
combustion process. In a mobile equipment, sub-systems derive their power from the
engine. There are two major categories of internal combustion engines: (i) Clerk (two-
stroke) cycle engine; (ii) Otto (four-stroke) cycle engine. In a two-stroke cycle engine,
there is a combustion in each cylinder once per revolution of the crankshaft. In a four-
stroke cycle engine, there is a combustion in each cylinder once every two revolutions of
the crankshaft. Only four-stroke cycle engines are discussed below.
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Four-stroke cycle internal combustion engines are also divided into two major cate-
gories: (i) gasoline engines; (ii) diesel engines. The fundamental difference between them
is in the way the combustion is ignited every cycle in each cylinder. Gasoline engines use a
spark plug to start the combustion, whereas the combustion is self-ignited in diesel engines
as a result of the high temperature rise (typical temperature levels in the cylinder towards
the end of the compression cylce is around 700-900 °C range) due to the large compression
ratio. If the ambient air temperature is very low (i.e., extremely cold conditions), the tem-
perature rise in the cylinder of a diesel engine due to the compression of air—fuel mixture
may not be high enough for self-ignition. Therefore, diesel engines have electric heaters to
pre-heat the engine block before starting the engine in a very cold environment.

The basic mechanical design and size of the engine defines an envelope of maximum
performance (speed, torque, power, and fuel consumption). The specific performance of
an engine within the envelope of maximum performance is customized by the engine con-
troller. The decision block between the sensory data and fuel injection defines a particular
performance within the bounds defined by the mechanical size of the engine. This decision
block includes considerations of speed regulation, fuel efficiency, and emission control.

1.1.1 Diesel Engine Components

The main mechanical components of a diesel engine are located on the engine block
(Figure 1.17). The engine block provides the frame for the combustion chambers where
each combustion chamber is made of a cylinder, a piston, one or more intake valves and

Intake and exhaust
Camshaft valves

Engine block
Fuel injector

Connecting
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FIGURE 1.17: Mechanical components of an engine block: 1. engine block, 2. cylinder, 3.
piston, 4. connecting rod, 5. crankshaft, 6. cam-shaft, 7. intake valve, 8. exhaust valve, 9. fuel
injector.
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FIGURE 1.18: Engine and its surrounding sub-systems: intake manifold, exhaust manifold,
turbo charger with waste-gate valve, charge (inter) cooler, exhaust gas recirculation (EGR), trap
or catalytic converter.

exhaust valves, and a fuel injector. The power obtained from the combustion process is
converted to the reciprocating linear motion of the piston. The linear motion of the piston is
converted to a unidirectional continuous rotation of the crankshaft through the connecting
rod. In the case of a spark ignited engine (gasoline engine), there would also be a spark
plug to generate ignition. The compression ratio of diesel engines is in the range of 1:14 to
1:24, while gasoline engine compression ratio range is about half of that.

Normally, there are multiple cylinders (i.e., 4, 6, 8, 12) where each cylinder operates
with a different crankshaft phase angle from each other in order to provide non-pulsating
power. An engine’s power capacity is determined primarily by the number of cylinders,
volume of each cylinder (piston diameter and stroke length), and compression ratio. Fig-
ure 1.18 shows the engine block and its surrounding sub-systems: throttle, intake manifold,
exhaust manifold, turbo charger, charge cooler. In most diesel engines there is not a physical
throttle valve. A typical diesel engine does not control the inlet air, it takes the available air
and controls the injected fuel rate, while some diesel engines control both the inlet air (via
the throttle valve) and the injected fuel rate.

The surrounding sub-systems support the preparation of the air and fuel mixture
before the combustion and exhausting of it. Timing of the intake valve, exhaust valve, and
injector is controlled either by mechanical means or by electrical means. In completely
mechanically controlled engines, a mechanical camshaft coupled to the crankshaft by
a timing belt with a 2:1 gear ratio is used to control the timing of these components
which is periodic with two revolutions of the crankshaft. Variable valve control systems
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incorporate a mechanically controlled lever which adjusts the phase of the camshaft sections
in order to vary the timing of the valves. Similar phase adjustment mechanisms are designed
into individual fuel injectors as well. In electronically controlled engines some or all
of these components (fuel injectors, intake and exhaust valves) are each controlled by
electrical actuators (i.e. solenoid actuated valves). In today’s diesel engines, the injectors
are electronically controlled, while the intake valves and exhaust valves are controlled by
the mechanical camshaft. In fully electronically controlled engines, also called camless
engines, the intake and exhaust valves are also electronically controlled.

Turbo chargers (also called super chargers) and charge coolers (also called inter
coolers, or after coolers) are passive mechanical devices that assist in the efficiency and
maximum power output of the engine. The turbo charger increases the amount of air
pumped (“charged”) into the cylinders. It gets the necessary energy to perform the pumping
function from the exhaust gas. The turbo charger has two main components: a turbine and
compressor, which are connected to the same shaft. Exhaust gas rotates the turbine, and it
in turn rotates the compressor which performs the pumping action. By making partial use
of the otherwise wasted energy in the exhaust gas, the turbo charger pumps more air, which
in turn means more fuel can be injected for a given cylinder size. Therefore, an engine can
generate more power from a given cylinder size using a turbo charger. An engine without
turbo charger is called a naturally aspirated engine. The turbo charger gain is a function
of the turbine speed, which is related to the engine speed. Therefore, some turbo chargers
have variable blade orientation or a moving nozzle (called variable geometry turbochargers
(VGT)) to increase the turbine gain at low speed and reduce it at high speed (Figure 1.18).

While the main purpose of the turbo charger is to increase the amount of inlet air
pumped into the cylinders, it is not desirable to increase the inlet boost pressure beyond
a maximum value. Some turbo charger designs incorporate a waste-gate valve for that
purpose. When the boost pressure sensor indicates that the pressure is above a certain level,
the electronic control unit opens a solenoid actuated butterfly type valve at the waste-gate.
This routes the exhaust gas to bypass the turbine to the exhaust line. Hence the name
“waste-gate” since it wastes the exhaust gas energy. This reduces the speed of the turbine
and the compressor. When the boost pressure drops below a certain value, the waste-gate
valve is closed again and the turbo charger operates in its normal mode.

Another feature of some turbo chargers is the exhaust back pressure device. Using a
butterfly type valve, the exhaust gas flow is restricted and hence the exhaust back pressure
is increased. As a result, the engine experiences larger exhaust pressure resistance. This
leads to faster heating of the engine block. This is used for rapid warming of the engine
under cold starting conditions.

In some designs of turbo chargers, in order to reduce the cylinder temperature, a
charge cooler (also called inter cooler) is used between the turbo charger’s compressor
output and the intake manifold. The turbo charger’s compressor outputs air with temper-
atures as high as 150 °C. The ideal temperature for inlet air for a diesel engine is around
3540 °C. The charge cooler performs the cooling function of the intake air so that air
density can be increased. A high air temperature reduces the density of the air (hence the
air—fuel ratio) as well as increases the wear in the combustion chamber components.

The exhaust gas recirculation (EGR) mixes the intake air with a controlled amount
of exhaust gas for combustion. The main advantage of the EGR is the reduction of NO,
content in the emission. However, EGR results in more engine wear, and increases smoke
and particulate content in the emission.

Fuel is injected in to the cylinder by cam-actuated (mechanically controlled) or
solenoid actuated (electrically controlled) injectors. The solenoid actuation force is ampli-
fied by hydraulic means in order to provide the necessary force for the injectors. Figure 1.19
shows an electrically controlled fuel injector system where a hydraulic oil pressure line is
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FIGURE 1.19: An example of an electronically controlled fuel injection system used in diesel
engines: HEUI fuel injection system by Caterpillar Inc and Navistar Inc.

used as the amplifier stage between the solenoid signal and injection force. Notice that the
main components of the fuel delivery system are
1. fuel tank,
. fuel filter,
. fuel pump,
. pressure regulator valve,

. high pressure oil pump,
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. fuel injectors.

The fuel pump maintains a constant fuel pressure line for the injectors. In common-
rail (CR) and electronic unit injector (EUI) type fuel injection systems (such as the hydraulic
electronic unit injector (HEUI) by Caterpillar and Navistar Inc), a high pressure oil pump
in conjunction with a pressure regulating valve is used to provide the high pressure oil line
to act as an amplifier line for the injectors. Hydraulic oil is the same oil used for engine
lubrication. The injectors are controlled by the low power solenoid signals coming from
the electronic control module (ECM). The motion of the solenoid plunger is amplified by
the high pressure oil line to provide the higher power levels needed for the fuel injector.

There are four different fluids involved in any internal combustion engine:

. fuel for combustion,
. air for combustion and cooling,

. oil for lubrication,
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. water—coolant mixture for cooling.
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Each fluid (liquid or gas) circuit has a component to store, condition (filter, heat or cool),
move (pump), and direct (valve) it within the engine.

The cooling and lubrication systems are closed circuit systems which derive their
power from the crankshaft via a gearing arrangement to the coolant pump and the oil pump.
Reservoir, filter, pump, valve, and circulation lines are very similar to other fluid circuits.
The main component of the cooling system is the radiator. It is a heat exchanger where
the heat from the coolant is removed to the air through the a series of convective tubes
or cores. The coolant is used not only to remove heat from the engine block, but also to
remove heat from the intake air at after-cooler (inter-cooler) as well as to remove heat from
the lubrication oil. Finally the heat is dissipated out to the environment at the radiator. The
radiator fan provides forced air for higher heat exhange capacity. Typically, the cooling
system includes a temperature regulator valve which directs the coolant flow path when the
engine is cold in order to help it warm up quickly.

The purpose of lubrication is to reduce the mechanical friction between two surfaces.
As the friction is reduced, the friction related heat is reduced. The lubrication oil forms a
thin film between any two moving surfaces (i.e., bearings). The oil is sucked from the oil
pan by the oil pump, passed through an oil filter and cooler, then guided to the cylinder
block, piston, connecting rod, and crankshaft bearings. The lubrication oil temperature must
be kept around 105-115 °C. Too high a temperature reduces the load handling capacity,
whereas too low a temperature increases viscosity and reduces lubrication capability. A
pressure regulator keeps the lube oil pressure around a nominal value (40 to 50 psi range).

The fuel pump, lubrication oil pump, cooling fan, and coolant pump all derive their
power from the crank with gear and belt couplings. The current trend in engine design is
to use electric generators to transfer power from the engine to the electric motor-driven
pumps for the sub-systems. That is, instead of using mechanical gears and belts to transmit
and distribute power, the new designs use electrical generators and motors.

Diesel Engine Operating Principles et us consider one of the cylinders in a
four-stroke cycle diesel engine (Figure 1.20). Other cylinders go through the same sequence
of cycles except offset by a crankshaft phase angle. In a four-cylinder diesel engine, each
cylinder goes through the same sequence of four-stroke cycles offset by 180° of crankshaft
angle. Similarly, this phase angle is 120° for a six-cylinder engine, and 90° for an eight-
cylinder engine. The phase angle between cylinders is (720°)/(number of cylinders). During
the intake stroke, the intake valve opens and the exhaust valve closes. As the piston moves
down, the air is sucked into the cylinder until the piston reaches the bottom dead center
(BDC). The next stroke is the compression stroke during which the intake valve closes and,
as the piston moves up, the air is compressed. The fuel injection (and spark ignition in the
SI engine) is started at some position before the piston reaches the top dead center (TDC).

The combustion, and the resulting energy conversion to mechanical energy, are
accomplished during the expansion stroke. During that stroke, the intake valve and exhaust
valve are closed. Finally, when the piston reaches the BDC position and starts to move up,
the exhaust valve opens to evacuate the burned gas. This is called the exhaust stroke. The
cycle ends when the piston reaches the TDC position.

This four-stroke cycle repeats for each cylinder. Note that each cylinder is in one of
these strokes at any given time. For the purpose of illustrating the basic operating principle,
we stated above that the intake and exhaust valve open and close at the end or beginning of
each cycle. In an actual engine, the exact opening and closing position of these valves, as
well as the fuel injection timing and duration, are a little different than the BDC or TDC
positions of the piston.

It is indeed these intake and exhaust valve timings as well as the fuel injection
timing (start time, duration, and injection pulse shape) decisions that are made by the
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FIGURE 1.20: Basic four-stroke cycle operation of a diesel engine: intake, compression,
expansion, exhaust stroke. The pressure in a cylinder is a function of crankshaft position. Other
cylinders have identical pressures as a function of crankshaft angle except with a phase angle.
Compression ratio is the ratio of the cylinder volume at BDC (Vgp¢) to the cylinder volume at
TDC (Vipc)- Notice that during the compression stroke, the cylinder pressure opposes the crank
motion, hence the effective torque is negative. During the expansion stoke, the cylinder
pressure supports the crank motion, hence the effective torque is positive.
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electronic control module (ECM) in real time. The control decisions are made relative to
the crankshaft angular position based on a number of sensory data. The timing relative
to the crankshaft position may be varied as a function of engine speed in order to opti-
mize the engine performance. The delay from the time current pulse sent to the injector
and the time that combustion is fully developed is in the order of 15 degrees of crankshaft
angle. The typical shape of the pressure in the cylinder during a four-stroke cycle are also
shown in the Figure 1.20. The maximum combustion pressure is in the range of 30 bar
(3 Mpa) to 160 bar (16 MPa). Notice that even though the pressure in the cylinder is positive,
the torque contribution of each cylinder as a result of this pressure is positive during the cycle
when the piston is moving down (the pressure is helping the motion and the net torque contri-
bution to the crankshaft is positive) and negative during the cycle when the piston if moving
up (the pressure is opposing the motion and the net torque contribution to the crankshaft
is negative). As result, the net torque generated by each cylinder oscillates as function of
crankshaft angle with a period of two revolutions. The mean value of that generated torque
by all cylinders is the value used for characterizing the performance of the engine.

In electronically controlled engines, the fuel injection timing relative to the crankshaft
position is varied as a function of engine speed in order to give enough time for the
combustion to develop. This is called the variable timing fuel injection control. As the
engine speed increases, the injection time is advanced, that is, fuel is injected earlier
relative to the TDC of the cylinder during the compression cycle. Injection timing has a
significant effect on the combustion efficiency, hence the torque produced, as well as the
emission content.

It is standard in the literature to look at the cylinder pressure versus the combustion
chamber volume during the four-stroke cycle. The so-called p-v diagram shape in general
looks like as is shown in Figure 1.20. The net energy developed by the combustion process
is proportional to the area enclosed by the p-v diagram. In order to understand the shape
of the torque generated by the engine, let us look at the pressure curve as a function of
the crankshaft (Figure 1.20) and superimpose the same pressure curve for other cylinders
with the appropriate crankshaft phase angle. The sum of the pressure contribution from
each cylinder is the total pressure curve generated by the engine (Figure 1.20). The pressure
multiplied by the piston top surface area is the net force generated. The effective moment arm
of the connecting rod multiplied by the force gives the torque generated at the crankshaft.

The net change in the acceleration is the net torque divided by the inertia. If the inertia
is large, the transient variations in the net torque will result in smaller acceleration changes,
and hence smaller speed changes. At the same time, it takes a longer time to accelerate or
decelerate the engine to a different speed. These are the advantages and disadvantages of
the flywheel used on the crankshaft.

1.1.2 Engine Control System Components

There are three groups of components of an engine control system: (1) sensors, (2) actuators,
(3) electronic control module (ECM) (Figure 1.21). The number and type of sensors used
in an electronic engine controller varies from manufacturer to manufacturer. The following
is a typical list of sensors used:

. accelerator pedal position sensor,
. throttle position sensor (if the engine has throttle),
. engine speed sensor,

. air mass flow rate sensor,
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. intake manifold (boost) absolute pressure sensor,
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FIGURE 1.21: Control system components for a modern engine controller: sensor inputs,
ECM (electronic control module), outputs to actuators. Reprinted Courtesy of Caterpillar Inc.

6.
7.
8.
9.

10.

atmospheric pressure sensor,
manifold temperature sensor,
ambient air temperature sensor,

exhaust gas oxygen (EGO) sensor,

knock detector sensor (piezo-accelerometer sensor)

The controlled actuators in an engine (outputs) are:

1

fuel ratio) and pulse shape control,

engines),

waste-gate valve,

NS R W

turbo charger.

ECM is the digital computer hardware which has the interface circuitry for the sensors
and actuators and runs the engine control algorithm (engine control software) in real-time.
The engine control algorithm implements the control logic that defines the relationship
between the sensor signals and actuator control signals. The main objectives of engine

control are

. exhaust gas recirculation (EGR) valve,

. exhaust back pressure valve, and

1. engine speed control,

2. fuel efficiency, and

3. emission concerns.

fuel injector actuation: injection timing, duration (injected fuel amount, also called

ignition sparks: timing (only in spark-ignited gasoline engines, not used in diesel

idle air control (IAC) valve, which may not be present in all engine designs,
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In its simplest form, the engine control algorithm controls the fuel injector in order to
maintain a desired speed set by the accelerator pedal position sensor.

The actively controlled variables by ECM are the injectors (when and how much fuel
to inject — an analog signal per injector), and the RPCV valve which is used to regulate the
pressure of the amplification oil line. As a result, for a six-cylinder, four-stroke cycle diesel
engine, the engine controller has seven control outputs: six outputs (one for each injector
solenoid) and one output for the RPCV valve (Figure 1.19). Notice that at 3000 rpm engine
speed, 36° of crankshaft rotation takes only about 2.0 ms, which is about the window
of opportunity to complete the fuel injection. Controlling the injection start time with an
accuracy of 1° of crankshaft position requires about 55.5 microsecond repeatability in the
fuel-injection control system timing. Therefore, accuracy in controlling the injection start
time and duration at different engine speeds is clearly very important. Since we know that
the combustion and injection processes have their own inherent delay due to natural physics,
we can anticipate these delays in a real-time control algorithm, and advance or retard the
injection timing as a function of the engine speed. This is called variable injection timing
in engine control.

Solenoid actuated fuel injectors are digitally controlled, thereby making the injection
start-time and duration changeable in real-time based on various sensory and command data.
The injection start-time and duration are controlled by the signal sent to the solenoid. The
solenoid motion is amplified to high pressure injection levels via high pressure hydraulic
lines (i.e., in the case of HEUI injectors by Caterpillar Inc.) or by cam-driven push rod arms
(i.e., in the case of EUI injectors by Caterpillar Inc.).

The intake manifold absolute pressure is closely related to the load on the engine —
as the load increases, this pressure increases. The engine control algorithm uses this sensor
to estimate the load. Some engines also include a high bandwidth acceleration sensor (i.e.,
piezoelectric accelerometer) on the engine cylinder head to detect the “knock” condition in
the engine. Knock condition is the result of excessive combustion pressures in the cylinders
(usually under loaded conditions of engine) as a result of premature and unusually fast
propagation of ignition of the air—fuel mixture. The higher the compression ratio is, the more
likely the knock condition is. The accelerometer signal is digitally filtered and evaluated
for knock condition by the control algorithm. Once the control algorithm has determined
which cylinders have knock condition, the fuel injection timing is retarded until the knock
is eliminated in the cyclinders in which it has been detected.

In diesel engines with electronic governors, the operator sets the desired speed with
the pedal which defines the desired speed as a percentage of maximum speed. Then the
electronic controller modulates the fuel rate up to the maximum rate in order to maintain
that speed. The engine operates along the vertical line between the desired speed and the
lug curve (Figure 1.22). If the load at that speed happens to be larger than the maximum
torque the engine can provide at that speed, the engine speed drops and torque increases
until the balance between load torque and engine torque is achieved. In most gasoline
engines, the operator pedal command is a desired engine torque. The driver closes the loop
on the engine speed by observing and reacting to the vehicle speed. When “cruise control”
is activated, than the electronic controller regulates the engine fuel rate in order to maintain
the desired vehicle speed.

1.1.3 Engine Modeling with Lug Curve

If we neglect the transient response delays in the engine performance and the oscillations
of engine torque within one cycle (two revolutions of crank angle), the steady-state per-
formance of an engine can be described in terms of its mean (average) torque per cycle,
power, and fuel efficiency as a function of engine speed (Figure 1.22). The most important
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FIGURE 1.22: Steady-state engine performance: torque (lug), power and fuel efficiency as
function of engine speed.

of these three curves that defines the capabilities of an engine is the torque-speed curve.
This curve is also called the “lug curve” due to its shape. As the speed is reduced down
from the rated speed, the mean torque generated by the engine increases under constant fuel
rate conditions. Hence, if the load increases to slow down the engine, the engine inherently
increases torque to overcome the load. In order to define the lug curve model for an engine,
we need a table of torque versus the engine speed for maximum fuel rate. A linear inter-
polation between intermediate points is satisfactory for initial analysis. The table should
have, at minimum, the low idle, high idle, peak torque, and rated speed points (four data
points). The points under that curve are achieved by lower fuel rates. As the fuel injection
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rate decreases from its maximum value, the lug curve does not necessarily scale linearly
with it. At very low fuel rates, the combustion process works in such a way that the shape
of the lug curve becomes quite different (Figure 1.22). The best fuel rate is accomplished
when the engine speed is around the middle of low and high idle speeds.

The torque defined by the lug curve is the mean effective steady-state torque capacity
of the engine as a function of speed at maximum fuel rate. This curve does not consider
the cyclic oscillations of net torque as a result of the combustion process. The actual torque
output of the engine is oscillatory as a function of the crankshaft angle within each four-
stoke (intake-compression-combustion-exhaust) per two-revolution cycle. The role of the
flywheel is to reduce the oscillations of engine speed. Each cylinder has one cycle of net
torque contribution (which has both positive and negative portions) per two revolutions,
and the torque functions of each cyclinder are phase shifted from each other.

A given mechanical engine size defines the boundaries of this curve:

1. maximum engine speed (high idle speed) determined by the friction in the bearings
and combustion time needed,

2. lug portion of the curve corresponding to torque-speed relation when the maximum
fuel rate is injected to the engine. This is determined by the heat capacity of the
engine as well as the injector size.

lug _ clug _ ,,max
Teng _fo (Weng) for Ufyel = Ugye) (1.2)

Once the limits of the engine capacity are defined by mechanical design and sizing of the
components, we can operate the engine at any point under that curve with the governor —
the engine controller. Any point under the engine lug curve corresponds to a fuel rate and
engine speed. Notice that the left side of the lug curve (speeds below the peak torque) is
unstable since the engine torque capacity decreases. At speeds below this point, if the load
increases as the speed decreases, the engine will stall. The slope of the high idle speed
setting can be 3-7% of speed change in mechanically controlled engines, or it can be
made perpendicular (almost zero speed change) in electronically controlled engines. The
governor (engine controller) cuts down the fuel rate in order to limit the maximum speed
of the engine. The sharp, almost vertical, line on the lug curve (steady-state torque-speed
curve) is the result of the governor action to limit the engine speed by changing the fuel rate
from its maximum value at the rated speed down to smaller values. Hence, electronically
controlled engines can maintain the same speed as the load conditions vary from zero to
maximum torque capacity of the engine.

The parameterized version of the lug curve (torque versus engine speed), where there
is a curve defined for each value of fuel rate, is called the forque map. The engine is modeled
as a torque source (output: torque) as function of two input variables: fuel rate and engine
speed. Such a model assumes that the necessary air flow is provided in order to satisfy the
fuel rate to torque transfer function (Figures 1.23, 1.22).

Teng = fo(Ugyer» Weng) (1.3)
Notice that, when ug,e = ug’y, the function fy(-, -) represents the lug curve. In order to

define the points below the lug curve, data points need to be specified for different values of
fuel rate (Figure 1.22). An analytical representation of such a model can be expressed as

_ [ el max
Te“g - < /max “fo (ufuel ’ Wené-}) (14
fuel

Clearly, if the engine capacity limits are to be imposed on the model, the lug curve
limits can be added as a nonlinear block in this model. The standard “lug curve” defines the
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FIGURE 1.23: Engine models and closed loop control: (a) Engine is modeled as a relationship
between the fuel rate and generated torque. The time delay and filtering effects due to
combustion and injection are taken into account with a first-order filter dynamics with a time
constant of z.,4. Torque pulsation due to individual cylinder combustion is also neglected,
however it can be included by using such a model for individual cylinders. This model assumes
that the lug curve scales linearly with the fuel injection rate. (b) This model assumes that the
torque can be expressed as the difference of two functions where one function output depends
on engine speed and the other on the fuel rate.

steady-state torque-speed relationship for an engine when the maximum fuel rate is injected.
This is also called the rack stop limit of the torque-speed curve. Under the governor control
(mechanical or electronic engine controller), any point (speed, torque) under that curve can
be accomplished by a fuel rate that is less than the maximum fuel rate. In order to impose
the engine lug curve limits, the following must be defined
1. torque-speed (the lug curve) for maximum fuel rate (Zopo(Weng) When uge) = up5),
2. the parameterized torque-speed curves for different fuel rates less than the maximum
fuel rate.

This model and the lug curve model do not include the transient behavior due to the
combustion process. The simplest transient (dynamic) model to account for the delay
between the fuel rate and generated torque can be included in the form of a first-order filter.
In other words, there is a filtering type delay between the torque obtained from the lug
curve and the actual torque developed by the engine for a given fuel rate and engine speed,

AT g (1)

e—r + Tong (1) = Taos (1) (1.5)
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and its Laplace transform (readers who are not familiar with Laplace transforms can skip
related material in the rest of this section without loss of continuity),

1

S lug
o5 D T (5) (1.6)

eng

Tong(5) =

where 7., represents the time constant of the combustion to torque generation process,

Téﬁi is the torque prediction based on lug-curve, and T,

the filtering delay.

ng 18 the torque produced including

Special Case: Simple Engine Model Simpler versions of this model can be
used to represent engine steady-state dynamics as follows,

Teng = f1(Ugye1) _fZ(Weng) (1.7

where T, is the torque generated by the engine, i, is the injected fuel rate, w,,, is engine
speed, fy(-,+) represents the nonlinear mapping function between the two independent
variables (fuel rate and engine speed) and the generated torque. The function f;(-) represent
the fuel rate to torque generation through the combustion process, f>(-) represents the load

torque due to friction in the engine as a function of engine speed (Figure 1.23).

1.1.4 Engine Control Algorithms: Engine Speed
Regulation using Fuel Map and a Proportional
Control Algorithm

A very simple engine control algorithm may decide on the fuel rate based on the accelerator
pedal position and engine speed sensors as follows (Figure 1.23),

Ufyel = gl(weng) ’ Kp *(Wema — Weng) (1.8)

where g;(-) is fuel rate look-up table as a function of engine speed and K|, is a gain
multiplying the speed error.

An actual engine control algorithm is more complicated, uses more sensory data and
embedded engine data in the form of look-up tables, estimators, and various logic functions
such as cruise control mode and cold start mode. In addition, the control algorithm decides
not only on the fuel rate (ug,;) but also on the injection timing relative to the crank shaft
position. Other controlled variables include the exhaust gas recirculation (EGR) and idle
air control valves. However, simple engine control algorithms like this are useful in various
stages of control system development in vehicle applications.

Example: Electronic Governor for Engine Control The word “electronic
governor” is an industry standard name used to define the digital closed-loop controller
(or the embedded control module or electronic control module (ECM)) which is used
to control (“regulate”, “govern”) the engine speed (Figure 1.24). It is simply the digital
implementation of the mechanical governor, except that in addition to controlling speed,
the digital controller can take many other factors into consideration when deciding on “how
much” and “when” and “how” (injection pulse pattern) to inject fuel to control the engine
speed.

Let us consider the steady-state torque-speed relationship for an engine, that is the
lug curve (Fig. 1.19). Under a properly designed electronic governor, we can have the
engine operate at any point under the lug curve. At low idle speed, which is the minimum
speed allowed, the torque-speed curve is generally maintained to be a straight vertical
line. If the throttle pedal sensor output is zero, which means the throttle pedal is not
pressed at all, the desired engine speed is interpreted as the low idle speed, and the engine
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controller is suppose to control the fuel rate from zero to maximum fuel rate range in
order to maintain the engine speed equal to the low idle speed. As the load torque on the
engine changes (i.e., due to friction, temperature condition, or other parasitic loads such as
heating and air-conditioner load), the controller will increase or decrease the fuel rate along
a vertical line on the low idle side, from zero (or minimum) fuel rate to maximum fuel
rate range.

On the high idle speed, that is when throttle pedal is pressed to maximum position,
the electronic governor again tries to maintain the maximum desired high idle speed by
selecting the proper fuel rate from zero to maximum fuel rate. Let us consider that the engine
is at the high idle speed (throttle is pressed to maximum position) and the load torque is
zero. After some time, let us assume the engine load torque increases to a value that is less
than the maximum torque capacity of the engine at the high idle speed. This will result in
a drop in engine speed in transient response. But, in steady-state the engine speed should
recover to the high idle speed. In other words, engine speed is regulated along a vertical
line at high idle speed. Mechanical governors are able to operate along a line that has a
finite slope instead of being vertical line. If we desired to emulate mechanical governor
behavior in our electronic governor, then the control algorithm for the electronic governor
may be modified as follows. The commanded (desired) speed (w,,q) is determined first
from the throttle position sensor, then it is modified (wé‘m &) based on the estimated load
torque. Let us assume that we have estimated load torque (7)) information or measurement
in real-time.

Wemd = fOtrornie);  throttle or accelerator pedal sensor position (1.9)
= Wnaxs JSor highidle condition (1.10)
* 1
Wemd = Wemd — 7~ 41 (1.11)
cmd cm K.y

With this modified command signal to the closed loop control algorithm, the net result of
the high idle speed regulation turns into a line with slope of —K,, instead of being a vertical
line.

Likewise, at any intermediate speed between low idle and high idle, the engine can be
controlled to maintain a desired speed exactly, regardless of the load torque amount as long
as it is less than the maximum torque the engine can provide at that speed using maximum
fuel rate. This torque is defined by the lug curve for each speed. If we want to achieve a
vertical line of speed regulation (ability to maintain speed despite load torque as long as
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FIGURE 1.25: A modern commercial airplane (Boeing 777) and its flight control surfaces.
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load torque is less than maximum available), the commanded speed will be only a function
of the pedal position.

Wemd =S Omrowe);  throttle or accelerator pedal sensor position (1.12)

Emission Issues One of the fundamental challenges in engine control comes from
emission requirements. There are five major emission concerns in the exhaust smoke:

1. CO, content due to global warming effects,

2. CO - health concerns (colorless, odorless, tasteless, but when inhaled in 0.3% of air
can result in death within 30 minutes),

3. NO, content (NO and NO,),

4. HC when combined with NO, becomes harmful to health,

5. PM (particulate matter) solid and liquids present in the exhaust gas.

The fuel injection timing has a major influence on the quality of combustion and hence
the exhaust gas composition. The challenge is to design engine and controllers which will
create efficient combustion while reducing all of the undesirable emission components in
the exhaust gas.

1.2 EXAMPLE: ELECTRO-HYDRAULIC FLIGHT CONTROL
SYSTEMS FOR COMMERCIAL AIRPLANES

Figure 1.25 shows an example of a modern commercial airplane widely used in passenger
and cargo transportation, the Boeing 777, and its the flight control surfaces.! The forward

! This section was written with significant assistance from Dr. Olaf Cochoy.
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propulsion force for the airplane is provided by jet engines (or propeller engines in smaller
planes). There are four major groups of forces acting on an airplane (Figure 1.26):

. Gravity force (F).
. Thrust force generated by the engines (F)).
. Lift force generated by the movable wings (flight control surfaces) (F)).

= W N -

. Drag force due to friction between the air and aircraft body (F).

When the thrust force is in the horizontal direction, the vertical acceleration of the
airplane is determined by the difference between lift force and gravitational force, whereas
the horizontal acceleration is determined by the difference between the thrust force and
drag force. Gravitational force is always in the z-direction of the global coordinate system.
Thrust force direction is a function of the attitude (pitch angle) of the airplane. The lift
and drag forces are aerodynamic forces and are strongly dependent on the relative speed
between the airplane body and air flow, as well as the aerodynamic shape of the airplane,
that is the configuration of the movable wing sections.

There are six coordinate variables to be controlled in an airplane motion: xg, Yg, Zg
position coordinates of the center of mass of the airplane relative to a reference on earth,
the orientation orientation 8, f, ¢ (yaw, roll, pitch) of the airplane relative to a reference
frame.

By convention, airplane motion can be described in two groups:

1. longitudinal motion that includes the motion along axial direction x and vertical
direction z as well as pitch rotation motion about the y axis,

2. lateral motion that includes the rotational motions of roll and yaw.

The longitudinal and lateral motion variables are lightly coupled to each other, that is,
motions in the lateral plane result in small motions in the longitudinal plane, and vice versa.
The position coordinates are obtained by the integral of the speed vector of the airplane
along its flight path. The linear speed vector of the airplane is determined by the integral of
the acceleration vector which is determined by the net force vector acting on the center of
mass of the airplane.

For simplicity, if we assume the thrust force and the drag force are in the x-direction,
and lift and gravitational forces are in the z-direction, the dynamic relationship for motion
of the airplane in the x and z directions can be expressed as (Figure 1.26),

m - 5g(t) = Fy(t) — Fy(t) (1.13)
m - %6(t) = F(t) = Fy(0) (1.14)

where xg(1), yg(?), zg(t) are the coordinates of the center of mass of the airplane with
respect to a fixed reference frame, Fi, Fy, F}, F, o are thrust, drag, lift and gravity forces. For
simplicity we show them as if they act as center of mass of the airplane as single vectors.
In reality, they are distributed over the whole plane and depend on the current position of
the control surface. The motion in y-direction is negligable since the accelerations in the
y-direction are due to the small aerodynamic drag forces resulting from the relative speed
of the airplane and air in the y-direction.

m - (1) = —Fqy (1) (1.15)

where Fy, (1) is the drag force in the y-direction. However, there are finite drag forces in the
y-direction, and hence the resulting motion in y-direction. The airplane path and orientation
is modified to correct for the unintended motion in the y-direction. Reference [4] gives a
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more accurate dynamic relationship between aerodynamic forces generated by the control
surfaces, thrust force, and aircraft motion.

Orientation speeds are similarly obtained by integral of the angular accelerations
which are determined by the net moments about the respective axes by all of the above
referenced forces.

d - -
C(HG W) = To (1.16)
Ly - a(t) + w(t) X Hg(1) = T (1) (1.17)
where
He(t) = Hey(1) -7+ Hgy (1) -] + He, (1) - k (1.18)
=I5 - () (1.19)
To(t) = Ty (0) T+ Ty (1) -] + T, (1) - & (1.20)
W(t) = wy (1) T+ wy (1) ]+ w, (1) - k (1.21)
L dw (o L dn(® - aw,0) -
)= — = T+ ——j+ —=k (1.22)
= (1) T+ay(t) ]+ n) -k (1.23)
Ixx _Ixy _Ixz
L3 = _Iyx Iyy _Iyz (1.24)
_sz _Izy Izz
Hey (1) = L - wy() = Ly - wy(0) = I, - w, (1) (1.25)
Hey(t) = =Ly - wy(0) + Lyy - wy(t) = I, - w, (1) (1.26)
Hg,(t) = =1, - w, (1) — Izy . wy(t) +1,,-w,(1) (1.27)

where I_-)IG(t) is the angular momentum vector of the airplane with respect to a coordinate
frame fixed to the center of mass of the airplane.

TG(t) is the net moment vector about the axes of the coordinate frame due to all
the forces acting on the airplane (gravity, thrust, lift (forces generated by flight control
surfaces), drag forces).

13,3 1s the moment of inertia matrix whichis symmetric (I, = Iyy, Iy, = I, Iy, = 1),
and w(r) is the angular velocity vector, a(r) is the angular acceleration vector, of the airplane,
with respect to the same coordinate frame. The coordinate frame xyz is fixed to the airplane
center of mass and moves with it. Hence if the weight distribution of the airplane does
not change, the I35 matrix is constant. However, due to consumed fuel and movement of
passengers during the flight, the inertia matrix (/3,5) changes slowly. In addition, the center
of mass coordinates of the airplane also change during flight due to the same reasons. Fuel
stored in the wings and other parts of the airplane body is pumped to the engines in such a
way that the change in the center of mass location is smooth and slow as a function of time.

The movable surfaces on the two wings and on the tail of the airplane are used to
effect the aerodynamic forces, hence the lift and the orientation of the airplane (Figures 1.25
and 1.26). Aerodynamic forces (lift and drag forces) acting on the airplane are functions of

1. relative speed between the airplane and the air (hence the speed of the airplane, as
well as the air speed (direction and magnitude) and turbulance conditions),

2. shape of the airplane, where some of the shapes are adjustable during flight, such as
the control surfaces on the wings and the tail.
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FIGURE 1.26: Motion variables of an airplane: three position coordinate variables x, y,z of a
coordinate frame origin attached to the airplane, and the orientation coordinate variables roll,
yaw, and pitch (9, 8, a) of a coordinate frame attached to the airplane relative to a reference
frame. Three main sources of force on the airplane: 1. trust force generated by the engines, 2.
gravitational force, 3. aerodynamic force (drag and lift) which are functions of the relative speed
of the airplane with respect to surrounding air, shape of the plane geometry (i.e., changing
shape via control surfaces), and air density.

The propulsion force vector is generated by the jet engines. The direction of this force
relative to the aircraft body is fixed, whereas the magnitude of it is controlled by the throttle
level of the engine. When the airplane has non-zero velocity, the orientation of the airplane
about three coordinate axes can be affected by moving a set of control surfaces.

It is important to recognize that the airplane must be moving at a relatively high speed
in order to generate sufficient aerodynamic lift forces with the aid of control surfaces. For
a given airplane frame and speed, the net direction and magnitude of aerodynamic forces
are controlled by the movable flight control surfaces. These aerodynamic forces affect the
orientation and lift of the airplane. As the orientation of the airplane changes, the direction
of the propulsion forces also change since they are generated by the engines connected
to the airplane frame. For instance, when the pitch of the airplane is positive, the thrust
force generated by the engines helps the airplane gain altitude in the z-direction. In modern
fighter jets, the engine trust vector is controllable. That is, not only the magnitude of the
trust force, but also its vector direction relative to the aircraft frame is controllable. In such
airplanes, the trust force is controlled as a vector quantity (both magnitude and direction).
Hence, the trust force can be actively used to aid the lift force for the airplane.

The flight control surfaces deal with controlling the orientation angles of the airplane
(yaw, roll, and pitch) during take-off and landing, as well as during flight. The flight control
surfaces and their control systems are grouped into two categories:

1. primary flight control systems,
2. secondary flight control systems (also called high-lift flight control systems).
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The secondary (high-lift) flight control surfaces are used only during the take-off and
landing phases of the flight. As the name implies, these surfaces are designed to provide
increased lift for the airplane while it is at a relatively low speed. Secondary flight control
surfaces include the left and right flaps, left and right slats, and spoilers. The flaps and slats
are positioned to predefined positions during take-off and landing. Spoilers are primarily
used to reduce the lift and are generally used during landing, hence the name “spoilers”
which “spoil” the lift. Slats and flaps increase the lift coefficient of the airplane by providing
a larger lift surface area and by providing a guided airflow path for larger lift coefficient.
They are typically moved to a desired position and held at that position during the take-off
and landing phase of the flight until that phase is completed. Then these surfaces are moved
back to their original fold positions during flight. The secondary surfaces require a relatively
low bandwidth control system since they move to a predefined position and stay there. Slats
and flaps typically contribute to the lift by increasing the effective angle of attack and lift
surface area for a given airplane (Figure 1.25a). During take-off, the highest possible angle
of attack is desired, hence slats are fully deployed and flaps might be partially deployed
at a certain position. During landing, the lowest possible speed is desired, as opposed to
maximum attack angle during take-off, hence the flaps are fully deployed while slats might
only be partially deployed.

Primary flight control surfaces are used during the flight to maintain the orientation
of the airplane. The primary flight control surfaces include the left and right ailerons, right
and left elevators, and rudder. At any given time, the airplane has a commanded orientation
in terms of pitch, yaw, and roll angles. An on-board orientation measurement sensor (an
electromechanical gyroscope with a rotor spinning at a constant high speed by an electric
motor or laser based ring-laser gyroscope) is used to measure the actual orientation of
the airplane relative a fixed coordinate frame. Then the primary flight control surfaces
are actuated based on closed-loop controls in order to maintain the desired orientation.
The bandwidth of the closed loop control system for primary flight control surfaces must
be fast and well damped in order to maintain a very smooth flight condition. Whereas
the bandwidth requirements of the secondary flight control systems is much smaller. An
auto-pilot generates the desired orientation and engine thrust signals during the flight. A
pilot can over-ride these command signals from the auto-pilot and command them manually
with a joystick.

Although the motion of the primary control surfaces affects multiple orientation
variables, they are mainly related in a one-to-one relationship as follows:

1. Left and right ailerons are always actuated asymmetrically (in the opposite direction
and equal amount) to generate opposite aerodynamic forces, hence torque, for roll
motion. In some conditions, the roll motion is augmented by the motion of spoilers
if decreasing the lift, hence reducing the altitude of the plane, is desired during the
roll motion. This is typically needed during the approach for landing.

2. Left and right elevators are always operated symmetrically (in the same direction and
equal amount) to generate aerodynamic forces, hence torque about center of mass, for
the pitch motion. During flight, the center of mass of the airplane shifts as fuel is used
and passengers move around. In order to balance the forces and maintain the pitch
angle of the plane, trimmable horizontal stabilizer (THS) is used. The trimmable
horizontal stabilizer pivots up and down, hence moving the whole tail section up and
down. For instance, if during flight a change in cruise altitude is desired, the elevators
are used to induce a pitch moment and change the angle of attack of the airplane. On
the other hand, during a constant altitude cruising flight condition, the pitch moment
about the center of gravity of the airplane has to be balanced. As the fuel is used during
the flight and passengers move around, the center of gravity changes. This balancing
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is done by the trimmable horizontal stabilizer which changes the angle of attack
slightly, while allowing elevators to remain in their neutral position. Technically, the
role of trimmable horizontal stabilizer can be performed by the elevators. However,
that would result in increased drag.

3. The rudder is used to generate aerodynamic forces, hence torque about center of
mass, for the yaw motion.

Quite often, the orientation motions happen simultaneously, that is the airplane makes a
roll motion while at the same time making a change in its yaw and/or pitch orientation.

In modern large civilian aircrafts, the flight control surfaces are actuated by hydraulic
power, where the delivered hydraulic power is controlled by electrical signals. The total
hydraulic power generated by the hydraulic pumps, driven by the jet engines, on a Boeing
747, is about 300 kW, on a Boeing 777 it is about 400 kW, and on an Airbus 380 it is about
800 kW. The electrical control signals are delivered to hydraulic components by-wire, that
is an electrical current signal delivered to a servo valve. As a result, the name “fly-by-wire”
is used to describe flight control systems based on electro-hydraulic systems. Hydraulic
power is the most widely used power type for motion on large aircraft flight control surfaces.
In order to take advantage of digital computer control, the control of hydraulic power is
carried out electrically by digital computers. A closed loop fly-by-wire system means that
the control signal to the actuator is generated by the flight control computer based on the
error between a command signal (generated either by auto-pilot software or by the pilot
via the joystick) and the on-board sensors, just like any other closed loop control system.
If the control signal to the actuators is generated only based on the command signal, and
no feedback sensor is used, then it is an open loop fly-by-wire system.

The design of a fly-by-wire electrohydraulic flight control system is dictated by
requirements in

1. safety and reliability,
2. power,
3. weight,

4. operational and functional performance.

Safety and reliability are the utmost considerations in flight control systems. Failure
modes, such as loss of hydraulic pressure or control surface runaway, are classified in
different categories (minor, major, hazardous, catastrophic) by their effect on the function
of the plane. The highest requirement is for catastrophic failures, leading to possible loss
of the aircraft, for which it has to be proven that the catastrophic failure condition has a
probability to occur in less than one in 10° per flight hour. Redundant systems are the key
for improved safety. That means designing double or triple redundancy for a given function
so that there are two or three more alternatives in actuating and controlling a surface if one
or two of them fails. The redundancy must be provided at the level of

1. the power source (i.e., engine driven pump, electric generator driven pump where
generator is driven by engine, ram air driven generator in case of all engine failure),

2. the power distribution and metering elements (redundant hydraulic pipe lines and
valves),

3. the power delivery (redundant hydraulic cylinders and motors),
4. the sensing (redundant position, orientation, pressure sensors), and

5. the control computer (redundant control signal lines to actuators as well as redundant
flight control computers).
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For redundancy purposes, all hydraulic actuators (electro-hydraulic servo actuators
(EHSA) and motors) are powered by one of three independent hydraulic power supply
systems. A typical hydraulic power supply system is of constant pressure type in aerospace
applications. The constant pressure may be supplied by a fixed displacement pump with a
pressure limiting unload-valve or a output pressure regulated variable displacement pump.
The second option is more energy efficient in converting mechanical engine power to
desired hydraulic power.

These hydraulic power supply systems are named Blue, Green, and Yellow. In order
to meet reliability requirements for the supply systems, several independent power sources
are used. The main power sources for aircrafts are the engines. They not only create the
necessary thrust for flight, but also supply power to drive generators (integrated drive gen-
erator, IDG) and hydraulic pumps (engine driven pump (EDP)). An additional electrically
driven pump is connected to the yellow system. A backup for the blue system is the ram air
turbine (RAT), which is activated (roughly located below the cockpit) in case both engines
fail. The green and the yellow hydraulic systems are connected by a so-called power transfer
unit (PTU), comprising of two hydraulic machines (one fixed, one variable displacement),
both of which can operate as hydraulic pumps or motors. Thus, energy can be transferred
between both supply systems. The PTU might be used during normal operation in case
the power demand from one of the two hydraulic systems is too high (e.g., during deploy-
ment of slats and flaps). The “hydraulic power consumers” (actuators) are connected to the
hydraulic supply systems with different priorities controlled by a priority valve, with the
primary flight control actuators at highest priority (Figure 1.27).

Every actuator in flight control surfaces uses one of the constant supply pressure
lines as a hydraulic power source, and meters (controls) the flow to the rotary hydraulic

Control surface

rear spar

; .!/—Mode selector valve
”‘ﬁ‘w/ L Servo valve
e 'T‘.: ® 'T‘.:

Hydraulic Hydraulic
system 1 system 2
(e.g. blue) (e.g. yellow)

FIGURE 1.27: Two redundant hydraulic actuators for a flight control surface. In addition to
redundant cylinder actuators, there are redundant flow control valves as well as redundant
hydraulic power source (blue and yellow supply). As shown in this example, redundancy for all
three main components of a hydraulic control system is designed into the hardware in the
design: redundant pumps, redundant valves, and redundant actuators (hydraulic cylinders or
motors).
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motor or a hydraulic cylinder using a servo valve. The actuator output shaft drives a linkage
connected to the moveable control surface. The nominal hydraulic supply line pressure
in commercial airplanes today is in the range of 3000-5000 psi. In order to increase the
hydraulic power density (hydraulic power delivered/mass of the hydraulic components),
the future operating pressures are expected to get higher.

The current trend in the aerospace industry is towards the so-called “more-electric
aircraft” (or ultimately, the “all-electric aircraft”). As this name suggests, it is desired to
replace hydraulic powered systems by electrically powered ones. Historically, flight control
systems have evolved through four different stages (Figure 1.28) in terms of the way the
aerodynamic surfaces are controlled and powered,

1. mechanically control signaled (via mechanical linkages and cables), hydraulically
powered flight control systems of the past (Figure 1.28a),

2. pilot-hydraulically control signaled, hydraulically powered flight control systems of
the past (Figure 1.28b),

3. electrically control signaled, hydraulically powered flight control systems of the
present (Figure 1.28c),

4. electrically (or optically) control signaled, electrically powered flight control systems
of the future (Figure 1.28d).

In the so called hydro-mechanical control systems (Figure 1.28b), there are no electronic
components. All of the control decisions and sensing are accomplished via mechanical and
hydraulic means (Figure 1.6).

The main reasons for the push for more electric aircraft lies in:

1. easier installation and maintainability of electric wiring compared to hydraulic piping,

2. improved efficiency of power usage (at generation, transmission, and actuation stages)
due to on-going improvement in electric motor and power electronics technology.

1.3 EMBEDDED CONTROL SOFTWARE DEVELOPMENT
FOR MECHATRONIC SYSTEMS

The trend in industrial practice is that the embedded control software development part of
modern mechatronics engineering is done involving three phases (Figures 1.29, 1.30, 1.31):

e Phase 1: Control software development and simulation in non-real-time environment.
e Phase 2: Hardware in-the-loop (HIL) simulation and testing in real-time environment.

e Phase 3: Testing and validation on actual machine.

In phase 1, the control software is developed by using graphical software tools,
such as Simulink® and Stateflow, simulated and analyzed on a non-real-time computer
environment (Figure 1.29). The “plant model,” which is the computer model of the machine
to be controlled, is a non-real-time detailed dynamic model. Simulations and analysis are
done in this non-real-time environment.

In phase 2, the “same control software” is tested on a target embedded control mod-
ule (ECM). That “same control software” is a C-code which is auto-generated from the
graphical diagrams of Simulink® and Stateflow using auto-code generation tools such as
Simulink® Coder, Embedded Coder, and MATLAB® Coder. That real-time controller soft-
ware is run on the target embedded controller module (ECM) hardware in real-time, which
can be connected to another computer which simulates the controlled process dynamics
in real-time. This case is called the hardware in-the-loop (HIL) simulation (Figure 1.30).
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FIGURE 1.28: Four different flight control concepts in historical order of development: (a)
mechanically signaled, hydraulically powered, (b) pilot-hydraulically signaled, hydraulically
powered, (c) electrically signaled, hydraulically powered, (d) electrically signaled, electrically
actuated.

This process allows the engineer to test the control software on the actual ECM hardware
in real-time. The computer which simulates the plant model in real-time provides the sim-
ulated I/O connections to the ECM. The fundamental challenge in HIL simulations is the
need to find a balance between the model accuracy (hence more complex and detailed
models) and the need for real-time simulation. As real-time modeling capabilities improve,
virtual dynamic testing and validation of complete machines using HIL tools will become a
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FIGURE 1.30: Embedded control software development phase 2: hardware-in-the-loop (HIL)
real-time simulation and testing.
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FIGURE 1.31: Embedded control software development phase 3: on a target embedded
control module (ECM, also called electronic control module) and testing on actual machine.

reality (Figures 1.29, 1.30) in engineering design and development processes for embedded
control systems.

In phase 3, the ECM with the control code is tested on the actual prototype machine
(Figure 1.31). First, all of the I/O hardware is verified for proper operation. The sensors
and actuators (i.e., solenoid drives, amplifiers) are calibrated. The software logic is tested
to make sure all contingencies for fault conditions are taken into account. Then, the control
algorithm parameters are funed to obtain the best possible dynamic performance based on
expert operator and end-user comments. The performance and reliability of the machine
is tested, compared to benchmark results, and documented in preparation for production
release.

HIL is the testing and validation engineering process between pure software sim-
ulation (100% software, Figure 1.29) and pure hardware testing (100% actual machine
with all its hardware and embedded software, Figure 1.31), where some of the compo-
nents are actual hardware and some are simulated in real-time software. The pure software
based simulation cannot capture sufficiently the real-time conditions to provide sufficient
confidence in the overall system functionality and reliability (Figure 1.29). Whereas pure
hardware testing is quite often too expensive due to the cost of actual hardware, its custom
instrumentation for testing purposes, and the team of engineers and operators involved in
the testing (Figure 1.31). Furthermore, some tests (especially failure modes) can not be
tested (or are very difficult to test, i.e., flight control systems) on the actual hardware. HIL
simulation testing is an engineering process that is in the middle between pure software
and pure hardware testing (Figure 1.30).

HIL tools have been developed rapidly in recent years in that some of the hardware
components of the control system are included as actual hardware (such as electronic control
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FIGURE 1.32: Hardware-in-the-loop (HIL) simulation and testing using ECM and some of the
actual hardware in a powertrain control application and some of the hardware simulated in
real-time: engine and transmission physically exist, the lower powertrain and load conditions
are simulated via the dynomameter based on the real-time dynamic model.

unit (ECU), engine, transmission, dynamometer), and some of the components are present
in software form running in real-time and its results are reflected on the control system by
a generic simulator (i.e., a dynamometer which represents the load on the powertrain based
on the machine dynamics and operating conditions, (Figure 1.32). Early versions of HIL
simulations were used to test only the static input output behavior of the ECM running the
intended real-time control code, where I/0O behavior is tested with a static I/O simulator.
Modern HIL simulation and testing are performed for dynamic testing, as well as static
testing, where the I/O to ECM is driven by dynamic and detailed models of the actual
machine.
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1.4 PROBLEMS

1. Consider the mechanical closed loop control system for the liquid level shown in Figure 1.4. a)
draw the block diagram of the whole system showing how it works to maintain a desired liquid level,
b) modify this system with an electromechanical control system involving a digital controller. Show
the components in the modified system and explain how they would function. ¢) Draw the block
diagram of the digital control system version.

2. Consider the mechanical governor used in regulating the engine speed in Figure 1.5. a) Draw
the block diagram of the system and explain how it works. b) Assume you have a speed sensor on
the crank shaft, an electrically actuated valve in place of the valve which is actuated by the fly-ball
mechanism, and a microcontroller. Modify the system components for digital control version and
draw the new block diagram.

3. Consider the web tension control system shown in Figure 1.7. a) Draw the block diagram of the
system and explain how it works. b) Assume the analog electronic circuit of the op-amp and command
signal source is replaced by a microcontroller. Draw the new components and block diagram of the
system. Explain how the new digital control system would work. c¢) Discuss what would be different
in the real-time control algorithm if the microcontroller was to control the speed of the wind-off roll’s
motor instead of the wind-up roll’s motor. Assume wind-up motor speed is constant.

4. Consider the room temperature control system show in Figure 1.8. The electric heater and fan
motor is turned ON or OFF depending on the actual room temperature and desired room temperature.
a) Draw the block diagram of the control system and explain how it works. b) Replace the op-amp,
command signal source, and timer components with a microcontroller. Explain using pseudo-code
the main logic of the real-time software that must run on the microcontroller.

3. Hoist pulley
with drum brakes
(Primary and emergency),

R flywheel
1. Control box: e S S;E)?
drives

2. Electric motor

4. Car

5. Sliding guide rails

i
]
I
I
]
]
I
]
I
|
6. Counter weights | |
|
]
I
I
]

: |
i
P
|
D
I
I
| |
| i
I i
' i
I !
FIGURE 1.33: Elevator control system and its components (Source: http://www.
smartelevatorsco.com/ropedelevators.html).
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5. The ASIMO humanoid robot, developed by Honda Motor Co., is capable of autonomous walking,
navigation, and performing various service tasks such as carrying a tray of objects (Google.com,
Asimo Images). It can run at 6 km/hr speed. ASIMO’s weight is about 54 kg and its height is 130 cm.
The robot is equipped with digital vision cameras, voice recognition sensors, ultra sonic range finding
sensors, as well as joint sensors at its legs and arms which are colocated with the motion actuators.
Assume that each leg has four motorized joints (2 X 4 = 8 degrees of freedom (DOF) for two legs),
each arm has four motorized joints (2 X 4 = 8 DOF for arms), and each finger has three motorized
joints (3x10 = 30 DOF for fingers). In addition, the robot has three rotational degrees of freedom at the
waist (3 DOF) as well as at its head (3 DOF). This results in a total of 8 + 8 + 30 + 3 + 3 = 52 DOF
motion. Design a block diagram representation of a conceptual control system for this robot. The
control system should include a block for actuators (motors), sensors, microcontrollers, and power
sources for the robot motion. Dedicate a separate microcontroller for the vision system, for the voice
recognition system, and the individual closed loop motion control of each leg and arm. Note that the
problem has many possible solutions. It is intended to give the student an idea about the number of
I/0 and distributed embedded controllers involved in such a robotic device.

6. Typical high rise buildings have in the range of 60 to 80 floors. Moving people and loads in
high rise buildings safely and efficiently is increasingly important. Since the elevators are used by
general public, safety is very important. In addition, for efficient operation of society, the operation
must be as fast as possible (i.e., 30 km/h) while maintaining the comfort of the passengers. Electric
motor driven elevators are the norm in the modern high rise buildings. Figure 1.33 shows the basic
configuration of an electric motor driven elevator.

Here, we ask the student to do a little research to determine the following aspects of the modern
elevator control systems,

1. The mechanism or the basic mechanical or electromechanical system, analogous to skeleton
of human body.

2. The actuators (similar to muscles in human body analogy), including its power supply and
amplification component which is used to control how much power is allowed to flow into the
actuator from the power supply.

3. The sensors (similar to eyes in human body analogy) used to measure various variables such

as position, velocity, weight, and so on.

. The controller (similar to the brain in the human body) used to make control decisions.

5. The control logic and simulation: closed loop control model and simulation: model the
dynamics of the elevator, and a PID position loop controller. Simulate a motion from one level
to another under a gravity load disturbance, focusing on the effect of “I” (integral) action of
the PID controller to eliminate the positioning error.

=



CHAPTER 2

CLOSED LOOP CONTROL

THls CHAPTER contains the fundamental material on closed loop control systems.
Before one uses feedback, that is closed loop control, one should explore the option of open
loop control. We will address the following questions:

e What are the advantages and disadvantages of closed loop control versus open loop
control?

e Why should we use feedback control instead of open loop control?

¢ In what cases may open loop control be better than closed loop control?

A control system is designed to make a system do what we want it to do. Therefore,
a control system designer needs to know the desired behavior or performance expected
from the system. The performance specifications of a control system must cover certain
fundamental characteristics, such as stability, quality of response, and robustness. Despite
the great variety and richness of control theory, more than 90% of the feedback controllers
in practice are of the proportional-integral-derivative (PID) type. Due to its wide usage in
practice, PID control is considered a fundamental controller type. PID control is discussed
in the last section of this chapter.

The control decisions can be made either by an analog control circuit, in which case the
controller is called an analog controller, or by a digital computer, in which case the controller
is called a digital controller. In analog control, the control decision rules are designed
into the analog circuit hardware. In digital control, the control decision rules are coded
in software. This software code implementing the control decisions is called the digital
control algorithm.

The main advantages of digital control over analog control are as follows:

1. Increased flexibility: changing the control algorithm is a matter of changing the
software. Making software changes in digital control is much easier than changing
analog circuit design in analog control.

2. Increased level of decision making capability: implementing nonlinear control func-
tions, logical decision functions, conditional actions to be taken, and learning from
experience can all be programmed in software. Building analog controllers with these
capabilities would be a prohibitive task, if not impossible.

It is important to identify the place of the control of dynamic systems in the big picture
of control systems. Real-world control systems involve many discrete event controls using
sequencing and logic decisions. Discrete event control refers to the control logic based
on sensors and uses actuators which have only two level states, ON/OFF, (i.e., pneumatic
cylinders controlled by an ON/OFF solenoid, relays). The sequence controllers use sensors
and actuators which have only an ON/OFF state, and the control algorithm is a logic
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between the sensors and ON/OFF actuators. Such controls are generally implemented
using programmable logic controllers (PLC) in the automation industry. Servo control
loops may be part of such a control system. Closed loop servo control is often a sub-system
of the logic control systems where servo and logic control are hierarchically organized.

A control system is called closed loop if the control decisions are made based on
some sensor signals. If the control decisions do not take any sensor signal of the controlled
variables into account and decisions are made based on some pre-defined sequence or
operator commands, such a control system is called open loop. It has been long recognized
that using feedback information (sensor signals) about the controlled variable in determining
the control action provides robustness against changing conditions and disturbances.

2.1 COMPONENTS OF A DIGITAL CONTROL SYSTEM

Let us consider the control of a process using (i) analog control (Figure 2.1), and (ii) digital
control (Figure 2.2). The only difference is the controller box. In analog control, all of the
signals are continuous, whereas in digital control the sensor signals must be converted to
digital form, and the digital control decisions must be converted to analog signals to send
to the actuation system.

The basic components of a digital controller are shown in Figure 2.2:

1. acentral processing unit (CPU) for implementing the logic and mathematical control
algorithms (decision making process)

2. discrete state input and output devices (i.e., for interfacing switches and lamps),

3. an analog to digital converter (A/D or PWM input) to convert the sensor signals from
analog to digital signals,

:Command i Response(output)
)+ ~e) u(t) :
1 @ Analog —p Actuator > Process >
1 controller i
= i (0
< Sensors <
Analog controller

A A A
() u(t) ()

[\I\

\/u:
t t t

FIGURE 2.1: Analog closed loop control system and the nature of the signals involved.
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FIGURE 2.2: Digital closed loop control system and the nature of the signals involved.

4. a digital to analog converter (D/A or PWM output) to convert the control decisions
made by the control algorithm in the central processing unit (CPU) to the analog
signal form so that it can be commanded to the actuation system for amplification,

5. aclock for controlling the operation of the digital computer. The digital computer is
a discrete device and its speed of operations are controlled by the clock cycle. The
clock is to the computer what the heart is to a body.

In Figure 2.2, it is shown that the signals travel from sensors to the control computer in
analog form. Similarly, the control signals from the controller to the amplifier/actuator travel
in analog form. The conversion of the signal from analog to digital form (A/D converter)
occurs at the control computer end. Likewise, the conversion of the digital signal to analog
signal occurs at the control computer end (D/A converter) and travels to the actuators
in analog form. Recent trends in computer controlled systems are such that the analog to
digital, and digital to analog, conversion occurs at the sensor and actuator point. Such sensors
and actuators are marketed as “smart sensors” and “smart actuators.” In this approach, the
signal travels from sensor point to control computer, and from control computer to the
actuator point, in digital form. Especially, the use of a fiber optic transmission medium
provides very high signal transmission speed with high noise immunity. It also simplifies
the interface problems between the computers, the sensors, and the amplifiers. In either
case, digital input and output (DI/DO), A/D, and D/A operations are needed in a computer
control system as an interface between the digital world of computers and the analog world
of real systems. The exact location of the digital and analog interface functions can vary
from application to application.

Let us consider the operations performed by the components of a digital control
computer and their implications compared to analog control:

1. time delay associated with signal conversion (at A/D and D/A) and processing
(at CPU),

2. sampling,

3. quantization,

4. reconstruction.
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A digital computer is a discrete-event device. It can work with finite samples of signals. The
sampling rate can be programmed based on the clock frequency. Every sampling period, the
sensor signals are converted to digital form by the A/D converter (the sampling operation).
If the command signals are generated from an external analog device, this also must be
sampled. During the same sampling period, control calculations must be performed, and
the results must be sent out through the D/A converter. The A/D and D/A conversions are
finite precision operations. Therefore there is always a quantization error.

2.2 THE SAMPLING OPERATION AND SIGNAL
RECONSTRUCTION

Due to the fact that the controller is a digital computer, the following problems are introduced
in aclosed loop control system: time delay associated with signal conversion and processing,
sampling, quantization error due to finite precision, and reconstruction of signals.

2.2.1 Sampling: A/D Operation

In this section, we will focus on the sampling only and its implications. We will consider
the sampling operation in the following order:

1. physical circuit of the sampler,
2. mathematical model of sampling,

3. implications of sampling.

2.2.2 Sampling Circuit

Consider the sample and hold circuit shown in Figure 2.3. When the switch is turned ON,

the output will track the input signal. This is the sampling operation. When the switch is

turned OFF, the output will stay constant at the last value. This is the hold operation.
While the switch is ON, the output voltage is

_ 1 [t
y(t)—E /0 i(r)dr 2.1

where

1) —y(t
i = YD =50 02
R
Taking the Laplace transforms of the differential equations, and substituting the value of i
from the second equation gives the input—output transfer function of the sample and hold
circuit.

y(s) = (s) (2.3)

(RCs+1)°
While the switch is OFF i(¢) = 0; y remains constant (hold operation).

Let T be sampling period, T}, is the portion of T for which the switch stays ON,
T, is the remaining portion of the sampling period during which the switch stays OFF
(Figure 2.4). If the input signal y(¢) changes as a step function, the output signal will track
it according to the solution of the transfer function in response to the step input. Figure 2.4
shows the typical response of a realistic sample and hold circuit of an A/D converter.
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FIGURE 2.3: (a) Sample and hold circuit model and (b) response of the sampled voltage
output.
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FIGURE 2.4: Typical response of a sample and hold circuit.
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2.2.3 Mathematical Idealization of the Sampling Circuit
Let us consider the limiting case of the sampling circuit as a mathematical idealization for
further analysis. Let us consider that the RC value goes to zero.

RC - 0; L—>c>c>
RC

This means that as soon as the switch is turned ON, y(#) will reach the value of the y(7).
Therefore, there is no need to keep the switch ON any more than an infinitesimally small
period of time. The ON time of the switch can go to zero, T, - 0% (Figure 2.4).

y(#) = y(kT) 2.4

With this idealization in mind, the sampling operation can be viewed as a sequence of
periodic impulse functions.
+o0
D 8(t—kT)
k=—o0

This also says that the sampling operation acts as a “comb” function (Figure 2.5). If we
represent the sequence of samples of the signal with {y(kT)}, the following relationship
holds,

(YD)} = ) 8(t = kD)Iy(e) 2.5)

k=—o00

Now, we will consider the following three questions concerning a continuous time
signal, y(¢), and its samples, y(kT') that is sampled at a sampling frequency w, = 2z /T by
an A/D converter (Figure 2.6).

¢ Question 1: what is the relationship between the Laplace transform of the samples
and the Laplace transform of the original continuous signal?

L{y(kT)} ? L{y(n)}

¢ Question 2: what is the relationship between the Fourier transform of the samples and
the Fourier transform of the original continuous signal? Shannon’s sampling theorem
provides the answer to this question.

F{y(kT)} ? F{y(1)}

A .
Switch(r)

-3T 2T -T 0 T 2T 3T Time

FIGURE 2.5: Idealized mathematical model of the sampling operation via a “comb” function.
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FIGURE 2.6: Sampling of a continuous signal, and the frequency domain relationship
between the original signal and the sampled signal.

¢ Question 3: Point out a least three implications of the sampling theorem that come
out of the relationship derived in question 2.

Let us address each one of these questions in order.

Question 1 Notice that since the sampling “comb” function is periodic, it can be
expressed as a sum of Fourier series,

[00] [s9) o
Y -k =Y CeT" (2.6)
k=—00 n=—oo
where,

T
_ 1 2 _jz_’r[.nq _ 1
CH—T/_ZZ(S(t—kT)e M= 2.7)
2
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Therefore,
o] 1 [So] (2
_1 j(Z)n-t
Y 8t —kT) = 7 _2 AT (2.8)
k=—00 n=-—oo

The Laplace transform of the sampled signal is a two-sided Laplace transform, see [5]

L{y(kT)} = / ” Y0y Y 8t — ke ™dt

—00 n=—o00

* 1 — '2_”n1 —st
y(t)= TSty
JRCD>

- n=-—0o

hai o0 2r
% D / y(e CITM gy (2.9)
n=—o0 v —0

The relationship between the Laplace transform of the sampled signal and the Laplace
transform of the original continuous signal is

Y*(s)z% > Y(s—jwgn) (2.10)

n=—oo

where w = 27” is the sampling frequency and T is the sampling period.

Question 2 The Fourier transform of a signal can be obtained from the Laplace
transform by substituting jw in place of s in the Laplace transform of the function. Therefore,
we obtain the following relationship between the Fourier transforms of the sampled and
continuous signal (Figure 2.6),

(e
Y*(jw) = % > Y(w = jwgn) 2.11)
n=-—oo
where Y*(jw) is the Fourier transform of sampled signal, and Y (jw) is the Fourier transform
of the original signal.

The frequency content of the sampled signal is the frequency content of the original
signal plus the same content shifted in the frequency axis by integer multiples of the
sampling frequency. In addition, the magnitude of the frequency content is scaled by the
sampling period. The physical interpretation of the above relation is the famous sampling
theorem, also called the Shannon’s sampling theorem.

Sampling Theorem In order to recover the original signal from its samples, the
sampling frequency, w¢, must be at least two times the highest frequency content, w,,,, of

the signal,
Wy =2 Whax (2.12)
Question 3 We now consider various implications of the sampling operation.
(i) Aliasing: Aliasing is the result of violating the sampling theorem, that is
Wy <2 Whax (2.13)

The high frequency components of the original signal show up in the sampled signal
as if they are low frequency components (Figure 2.12). This is called the aliasing. The
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aliasing frequency that shows up on the samples of the signal is

W = ’(w1 +%)m0d(ws)— (W—> 2.14)

2

where wy is the frequency content of the original signal. For simplicity, we consider a
specific frequency content for the original signal. If the sampling theorem is violated (the
sampling frequency is less than twice the highest frequency content of the original signal),

1. reconstruction of the original signal from its samples is impossible,
2. high frequency components look like low frequency components.
Let us consider two sinusoidal signals with frequencies 0.1 Hz and 0.9 Hz. If we sample
both of the signals at wg = 1 Hz, the sampling theorem is not violated in sampling the first
signal, but it is violated in sampling the second signal. Due to the aliasing, the samples of
the 0.9 Hz sinusoidal signal will look like the samples of the 0.1 Hz signal (Figure 2.6).
Figure 2.12 shows the two cases,
1. continuous signal sin(27(0.9)f) and sampling frequency w, = 1.0 Hz,
2. continuous signal sin(2z(0.1)¢) and sampling frequency w, = 1.0 Hz.
The high frequency signal 0.9 Hz looks like a 0.1 Hz signal when sampled at the 1.0 Hz
rate as a result of the aliasing,
1= (e 3) modowy - ()
wh = — ] mo =
w* =1(0.9 + 0.5)mod(1.) — 0.5| = |0.4 — 0.5]
w* =0.1 Hz (2.15)

Another example is a sinusoidal signal with w; = 3 Hz, and sampled values of it at w, =
4 Hz. The sampling theorem is violated. The samples will show a 1 Hz oscillation which
does not exist in the original signal.

In summary, if the sampling theorem is violated, high frequency content of a signal
shows up as low frequency (aliasing frequency) content in the sampled signal as a result of
aliasing. The aliasing frequency is given by Eqn. 2.14.

(ii) Hidden oscillations: If the original signal has a frequency content which is an
exact integer multiple of the sampling frequency (sampling theorem is violated), then there
could be hidden oscillations. In other words, the original signal would have high frequency
oscillations, whereas the sampled signal would not show them at all (Figure 2.13). If
Weignal =1 - Wsn=1,2,....

When n = %; with correct phase of the sampling time to the oscillation frequency,
hidden oscillations are also possible.

(iii) Beat Phenomenon: The beat phenomenon is observed when two signals with
very close frequency content with very close magnitudes are added. The result looks like
two signals (one slowly varying, the other fast varying) are multiplied.

This phenomenon occurs as a result of the sampling operation when the sampling
frequency is just a little larger than twice the highest frequency content of the signal
(Figure 2.14). Notice that the sampling theorem is not violated. Consider the following
signal,

u(t) = A - (cos(wqt) + cos(w,t)) (2.16)

W2 - Wl Wl + Wz
=2A- cos< 5 t) - COS Tr .17

u(t) = 2A - cos(Wyeyi?) - €OS(Wyyel) (2.18)
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where w,,. = (W[ + Wy)/2, Wpear = (Wo — wy)/2. Let us show the above equality directly
using trigonometric relations. The following trigonometric relations are used in the

derivation,
cos(a + ) = cos(a) cos(f) — sin(a) sin(f) (2.19)
sin® 6 4 cos? 0 = 1 (2.20)
cos2 = H‘;ﬂ 2.21)
Then,
- +
u(t) = 2A - cos (uz) ccos [ M2, (2.22)
2 2
= cos 5 cos > sin > sin > .
Wzt Wlt . Wzt . Wlt
- [ cos —=— cos — — sin — sin — (2.24)
2 2 2 2
t 1t t t
=2A- <cos2 WTZ cos’ WT — sin? WTZ sin’ W21 > (2.25)
Wht wit Wht wit
=2A-(cos® == cos® == — [ 1—cos? == ) 1= cos® = 2.2
<cos > cos > cos > cos > (2.26)
t t
=24 (cos? 228 o2 10 2.27)
2 2
t 1t t t
1 —cos®> —= 2 — cos? it + cos® vt cos® L (2.28)
2 2 2 2
t t
=2A-(—=(1=cos? waf _ cos’ Ly (2.29)
2 2
1+ r 1+ t
S YR (el o L (2.30)
2 2
o cosw2t+ cosw;t 231)
B 2 2 '
= A - (coswyt + cos w;t) (2.32)

which shows that the addition of two cosine functions of two discrete frequencies can also
be expressed as multiplication of two cosine functions with two frequencies that are the
average and difference of the original two frequencies. When the two frequencies are close
to each other, then this results in the beat phenomenon.

If w is very close to w,, thatis w; = 5, w, = 5.2, then the so called beat phenomenon
occurs,

u(t) = A cos(Wpey?) * COS(Wyyef) (2.33)

where wyg,. = Wy — w1)/2, wye = (Wy + w;)/2. The same effect occurs when we sample a
signal with a frequency which is very closed to the minimum sampling frequency required,
yet the sampling theorem is not violated.

Let us consider a sinusoidal signal,

Y(t) = sin(270.9¢) (2.34)

and sample it with a sampling frequency of w, = 1.9 Hz, which satisfies the sampling
theorem requirements. However, since sampling a signal effectively shifts the original signal
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frequency content in the frequency domain in integer multiples of sampling frequency, it
results in adding two very close frequency contents. The result is that the sampled signal
shows the beat phenomenon (Figure 2.14). Another example of the same phenomenon is

¥(t) = sin(27w4.91) (2.35)

and sample it with a sampling frequency of w, = 10.0 Hz.

In Figure 2.14, the top-left figure shows the frequency content of the original sig-
nal, and the top-right figure shows the frequency content of the sampled signal. If we
approximate the sampled signal with the lowest two frequency contents,

V() ~ %(sin(Zﬂ 0.9¢) + sin(27 1.0¢)) (2.36)

which is the addition of two sinusoidal signals with very close frequencies, as discussed
above. Therefore, the sampling is expected to have (and the above equation explains) the
beat phenomenon observed in the time domain plots of the sampled signal.

2.2.4 Signal Reconstruction: D/A Operation

A D/A converter is used to convert a digital number to an analog voltage signal. It is also
referred to as the signal reconstruction device. Let us consider that we sample a continuous
signal through an A/D converter, then send that signal out without any modification through
a D/A converter. The difference between the original analog signal (input to the A/D
converter) and the analog signal output from the D/A converter is an undesired distortion due
to sampling, quantization, time delay, and reconstruction errors (Figure 2.1). For instance,
in communication systems, the analog voice signal is sampled, transmitted digitally over
the phone lines, and converted back to the analog voice signal at the other end of the phone
line. The goal there is to be able to reconstruct the original signal as accurately as possible.

We know that the sampled signal frequency content is the original frequency content
plus the same content shifted in the frequency axis by integer multiples of the sampling
frequency. In order to recover the frequency content of the original signal, we need an ideal
filter which has a square gain and zero phase transfer function (Figure 2.7). Clearly, if there
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FIGURE 2.7: Signal reconstruction with an ideal D/A converter.
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is aliasing, it is impossible to recover the original signal even with an ideal re-construction
filter. Here we will consider the following two rescontruction D/A converters:

1.
2.

Ideal reconstruction filter (Shannon’s Reconstruction).
ZOH (Zero-Order-Hold).

In order to focus on D/A functionality and its ability to reconstruct the original signal from
its samples, let us assume that the time delay and quantization errors are negligable and
that the sampled signal is sent out to the D/A converter without any modification.

(i) Ideal Reconstruction Filter D/A Converter

(ii)

In order to recover the original signal from the sampled signal, we need to recover the
original frequency content of the signal from the frequency content of the sampled
signal (Figure 2.7). Therefore, we need an ideal filter, an ideal reconstruction filter,
which has the following frequency response,

. 9 O
ot = {7 W €55
0; otherwise (2.37)
2H(jw) =0; V@

Let us take the inverse Fourier transform of this filter transfer function to determine
what kind of impulse response such a filter would have.

F HGw)) = - / T e g

2r J_=

T
- % T Ay (2.38)

T

t
h(t) = % . sin <W75> (2.39)
S

This is the impulse response of an ideal reconstruction filter. Notice that the impulse
response of the ideal reconstruction filter is non-causal (Figure 2.8).

In order to practically implement it, one must introduce a time delay into the
system that is large enough compared to sampling period. It cannot be implemented in
closed loop control systems due to the stability problem the time delay would cause.
The original signal could, in theory if not in practical applications, be reconstructed
from its samples as follows,

o= Y k) - sine D (2.40)

k=—o0

D/A: Zero-Order-Hold (ZOH)

The great majority of D/A converters operate as zero-order-hold functions. The signal
is kept at the last value until a new value comes. The change between the two values
is a step change. Let us try to obtain a transfer function for a zero-order-hold (ZOH)
D/A converter. To this end, consider that a single unit pulse is sent to the ZOH D/A
(Figure 2.9). The output of the ZOH D/A would be a single pulse with unit magnitude
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58 MECHATRONICS

and duration of a single sampling period. The transfer function of it is an integrator
response to an impulse minus the same response delayed by a sampling period,

ZOH(s) = <¥> (2.41)

The frequency response (filter transfer function) of the ZOH D/A can be obtained
from the above equation by substituting jw for the s variable, and after some algebraic
manipulations it can be shown that the frequency response of a ZOH D/A is

ZOH(jw) = <ﬂ>

Jw
jwT jwT
_ieT [ o2 —e” 2
=e 2 _—
_jwrsin &
= T - e 2 a]_T
2
jwT
—e T T <sin c%T) (2.42)

Clearly, compared to Equation 2.37 which represents the ideal reconstruction filter
transfer function, the transfer function of the ZOH type D/A converter is different
than the ideal case, but it is a practical one.

2.2.5 Real-time Control Update Methods and Time Delay

Time delay is an important issue in control systems. Time delay in the feedback loop can
cause instability since it introduces phase lag. There is inherent time delay in digital control.
The A/D and D/A conversion takes a finite amount of time to complete. The execution of
the control calculations takes a finite amount of time. The sampling period is determined
by the sum of the time periods that these operations take. The sampling period is a good
indication of the time delay introduced into the loop due to the digital implementation. If
the sampling frequency is much higher than the bandwidth of the closed loop system (i.e.,
50 times faster), the influence of time delay due to the digital sampling period will not be
significant. As the sampling frequency gets closer to the control system bandwidth (i.e.,
2 times), the time delay associated with sampling rate can create very serious stability and
performance problems. Figure 2.10 shows two different implementations of a closed loop
system in terms of sampling and control update timing.

A control system will have periodic sampling intervals. The sampling period can be
programmed using a clock. After every sampling period is passed, an interrupt is generated.
The real-time control software can be divided into two groups,

1. foreground program,

2. background program.

Normally, the CPU runs the background program handling operator input/output operations,
checks error and alarm conditions, and checks other process inputs and outputs (I/O) not
used in closing the control loop but used for other logic and sequencing functions. The
foreground program is the one that is executed every time the sampling clock generates
an interrupt. When a new interrupt is generated every sampling period, the CPU saves the
status of what it is doing in the background program, and jumps to the foreground program
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FIGURE 2.10: Effective time delay due to signal conversion, processing, and update methods
in a digital control system.

as soon as possible. In the foreground program, it handles the closed loop control update
for the current sampling period. This involves the following tasks,

determine the desired response (sample from A/D if necessary),

A/D sample of the sensor signal,

1.

2.

3. calculate the control action,

4. send the control action to D/A,
5.

return to the background program.

This implementation and timing of the sequence of operations are shown in Figure 2.10 on
the left-hand side. Note that A/D conversion is an iterative process and the conversion times
may vary from one cycle to the next. As a result, the effective update period for control
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signals can be a little different from one cycle to the next due to the variations in the A/D
conversion. The period for which the control signal is held constant is

T,=T-T, +T, (2.43)

Ck+1

where T, = (1) +h + 13+ 1y and T, = (t; + 15 + 13 + 13)y are the total time spent in
the foreground program execution during sampling interval k, and k + 1, respectively. Due
to the variations in the A/D conversion time, t,, the effective update period 7, for control
action may vary from one sample to the next. Hence, the control system may not have
a truly constant sampling period. This is a potential problem which may or may not be
significant depending on the application. However, this implementation minimizes the time
delay between the measured sensor signal and the corresponding control action since the
control action is updated as soon as it is available. If minimizing the time delay associated
with the digital controller is more important than maintaining a truly constant sampling
frequency, this implementation is appropriate to use. Another implementation is shown on
the right side of Figure 2.10. The sequence of operations in the foreground program is a
little different:

. send the control action calculated from the previous period to D/A,
. determine the desired response (sample from A/D if necessary),

. A/D sample of the sensor signal,

. calculate the control action and keep it for the next sampling period,

N A W N =

. return to the background program.

The difference is that sending out the control signal to the D/A converter is the first
thing done every sampling period. The control signal sent out is the signal calculated
during the previous sampling period. The signal calculated during this period is sent
to the D/A converter at the beginning of the next sampling period. The advantage of this
implementation is that the control signal is updated in a truly fixed sampling period. As long
as the sampling period is long enough to complete the foreground program every sampling
period, the update of the control signal is done at a fixed frequency. The disadvantage is that
the effective time delay associated with digital processing of the control signal is longer
than the previous implementation. The time delay is at most one sampling period long. If
the sampling frequency is much larger than the bandwidth of the closed loop system, that
should not be a serious problem. As the sampling frequency gets closer to the bandwidth
of the closed loop system, the larger time delay in the second implementation compared to
the first implementation may have serious performance degrading consequences.

2.2.6 Filtering and Bandwidth Issues

The sampling theorem requires that the sampling frequency must be at least twice the
highest frequency content of the signal being sampled. However, real-world signals always
have some level of noise in them. The frequency of the noise component of the signal is
generally very high. Therefore, it would not be practical to use very fast sampling rates in
order to handle the noise and avoid the aliasing problem. Furthermore, the noise content
of the signal is not something we would like to capture. It is an unwanted component.
Therefore, signals are generally passed through anti-aliasing filters before sampling at the
A/D circuit. This is called pre-filtering. The purpose of anti-aliasing filters is to attenuate
the high frequency noise components, and pass the low frequency components of the signal
(Figure 2.11). The bandwidth of the anti-aliasing filter (also called the noise filter) should
be such that it should not pass much of the signal beyond 1/2 of the sampling frequency. An
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FIGURE 2.11: Filtering and bandwidth issues in a digital closed loop control system.
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ideal filter would have frequency response characteristics similar to the ideal reconstruction
filter. It would pass identically all the frequency components up to 1/2 of the sampling
frequency, and cancel the rest. However, it is not practical to use such filters in control and
data acqusition systems.

Generally, a second order or higher order filter is used as a noise filter. Typically the
filter transfer function for a second-order filter is

2

Gr(s) a
K e —
F 2+ 2E,wps + w2

If a higher order filter is desired, multiple second-order filters can be cascaded in series. The
exact parameters of the noise filter (£, w,,) are selected based on the class of the filter. The
Butterworth, ITAE, and Bessel filter are popular filter parameters used for that purpose.

Similarly, since the output of the D/A converter is a sequence of step changes, it may
be useful to smooth the control signal before it is applied to the amplification stage. The
same type of noise filters can be used as a post-filtering device to reduce the high frequency
content of the control signal.

The pre-filters and post-filters add time delay into the closed loop system due to
their finite bandwidth. In order to use the pre- and post-filters for noise cancellation and
smoothing purposes without significantly affecting the closed loop system bandwidth, the
following general guidelines should be followed. We have four frequencies of interest:

. closed loop system bandwidth, w,

. sampling frequency, wy,

. pre- and post-filter bandwidth, wgye,

=W N =

. the maximum frequency content of the signal presented to the sampling and hold

circuit of A/D converter, Wgjopq)-
In order to make sure that the pre- and post-filtering does not affect the closed loop system
bandwidth, the filters must have about 10 times or more higher bandwidth than the closed
loop system bandwidth. The filter bandwidth is also a good estimate of the highest frequency
content allowed to enter the sampling circuit.

Wihilter ¥ Wsignal ~ 51010 x* Wels
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FIGURE 2.12: Example of aliasing as a result of sampling operation and the misleading
picture of the sampled signal.

From the sampling theorem,

Wy 22 Wsignal

In practice, the sampling frequency should be much larger than the minimum requirement
imposed by the sampling theorem, that is
Wy R 510 20 % Wgjgnql

Therefore, the magnitude relation between the four frequencies of interest is

W & 51020 % Wgiona & 51020 % whe, & 2510200 % w (2.44)

1+ 0.1 sin(2pi*3*¢) sampled at 1.0 Hz
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FIGURE 2.13: Hidden oscillations in the samples of a signal when the sampling rate is an
integer multiple of a frequency content in the continuous signal.
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FIGURE 2.14: Beat phenomenon and its explanation in the frequency and time domain.
Notice that the sampling theorem is not violated. The sampling frequency is very close to the
minimum requirement.

2.3 OPEN LOOP CONTROL VERSUS CLOSED

LOOP CONTROL

Open loop control means control decisions are made without making use of any measure-
ment of the actual response of the system. An open loop control decision does not need a
sensor. Closed loop control means control decisions are made based on the measurements
of the actual system response. The actual response is fed back to the controller, and the
control decision is made based on this feedback signal and the desired response. In compar-
ison, we will take the real-world issues into consideration, namely, disturbances, changes
in process dynamics, and sensor noise. These are common real-world problems faced to
different degrees of significance in every control system. Consider a general dynamic pro-
cess nominally modeled by G(s), controlled by an open loop and a closed loop controller
(Figure 2.15).

w(s) AG(s)
Disturbance . /L ]
w(s) AG(s) rs) + D(s) O GGs) y(s)
AR % o 2

gl

Sensor

noise

v(s)
(@) (b)

FIGURE 2.15: Open loop versus closed loop control system comparison.
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The response for the open loop control case is
¥(s) = D()G(s) r(s) + G(s) w(s)
and for the closed loop control case is

_ D(s)G(s) G(s) __D()G(s)
YO =1 O T T3 oece " T Trpeee

In real-world systems, the following issues exist and must be addressed:

1. Disturbances (w(s)): there are always disturbances which are not under our control.
They exist and cause error in the system response. For instance, the wind acts as a
disturbance on an airplane changing its flight direction. Low outside temperature and
the heat loss due to it from the walls of a heated house acts as a disturbance on the
control system since the outside temperature is not under our control, yet it affects
the temperature of the house.

2. Variations in process dynamics (AG(s)): the dynamics of the process may change
structurally or parametrically. Structural changes in the dynamics imply drastic sig-
nificant changes, such as the change in the dynamics of an aircraft due to loss of an
engine or a wing. Whereas parametric changes imply less significant, more smooth,
non-drastic changes, such as the change in the weight of an aircraft as the fuel is
being consumed, or due to opening of the wing control surfaces.

3. Sensor noise (v(s)): closed loop control requires the measurement of the actual
response (the controlled variable). The sensor signals always have some noise in the
measurement. The noise is included in the control decisions and hence affects the
overall performance of the system.

Let us consider the effect of these three groups of real-world problems in system perfor-
mance under open loop and closed loop control (Figure 2.14a). In open loop control, the
effect of disturbance is,

Yw(8) = G(s) w(s)
the effect of process dynamic variations is,

¥($) = (Go(s) + AG(s)) r(s)
= Gy($)r(s) + AG(s) r(s)

Since no feedback sensors are needed in open loop control, there is no sensor noise problem.

The responses due to disturbance G(s) - w(s) and due to process dynamic variations
AG(s) - r(s) are not wanted and are considered errors. Open loop control has no mechanism
to correct for these errors. The error is proportional to the disturbance magnitude and
the changes in the process dynamics. On the one hand, if the process dynamics is well
known and no variations occur, and there is no disturbance or the nature of disturbance
is well known, the open loop control can provide excellent performance. On the other
hand, if process dynamics vary or there are disturbances whose nature is not known or not
repeatable, open loop control has no mechanism to reduce their effect.

In closed loop control, there is an added component, the sensor, to provide feedback
measurement about the actual output of the process. By definition, feedback control action
is generated based on the error between desired and actual output. Hence, error is inherent
part of such a design.
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Let us consider the output of the system shown in Figure 2.14b.

D(5)G(s) G(s) D(s)G(s)
V) = —————r(s) + w(s) —

1 + D(s)G(s) 1+ D(s)G(s) 1 + D(s)G(s)
Ideally we would like y(s) = r(s) and no output be caused as a result of w(s), variations in
G(s), and v(s). Let us consider the effects of disturbance, dynamic process variations, and
sensor noise.

1. Disturbance effect: w(s)

v(s)

G(s)
_—w
1+ D(s)G(s)

The response due to the disturbance, y,,(s), is desired to be small or zero if possible. If
we can make D(s)G(s) > G(s) and D(s)G(s) > 1 for the frequency range where w(s) is
significant, then the response due to disturbances in that frequency range would be small.
If the response due to disturbances is small or zero, the control system is said to have good
disturbance rejection or to be insensitive to the disturbances. Another way of stating this
result is that it is desirable to have a controller with large gain.

2. Variation of process dynamics: G(s) = G(s) + AG(s). Consider only the com-
mand signal and process dynamic variations, and let us analyze the effect of the variations
in the process dynamics on the response.

D(s)(Gy(s) + AG(s))
yie(s) = 1 r(s)
+ D(s)(Gy(s) + AG(s))
B D(s)Gy(s) ) + D(s)AG(s)
T T+ DOGo®) +AGK) T T+ DE)Go(s) + AG(s)
The second term is the main contribution of process dynamic variations to the output. In

order to make the effect of this on the system response small, the following condition must
hold,

Yw(s) = (5)

(s)

D(5)G(s) > D(s), and D(s)G(s) > 1

If the response due to changes in the process dynamics is small, the control system is called
insensitive to the variations in process dynamics which is a desired property.
So far disturbance rejection capability requires,

D(s)G(s) > G(s), and D(s)G(s)>1
and insensitivity to process dynamic variations requires,
D(s)G(s) > D(s), and D(s)G(s) > 1

Therefore, the conditions {D(s)G(s) > G(s), D(s)G(s) > D(s), and D(s)G(s) > 1} mean
that the loop gain must be well balanced between the controller and the process in order to
have good disturbance rejection and be insensitive to process dynamics variations.

3. Sensor noise effect: sensor noise is a problem for closed loop control systems
only. The open loop control does not need feedback sensors and therefore it does not have
a sensor noise problem. Let us consider the response, y, (s), of a closed loop system due to
sensor noise, v(s),

D(s)G(s
1+ D($)GGs)

In order to make y,(s) small, D(s)G(s) < 1 must be, which is contradictory to the loop
gain requirements for the previous two properties: disturbance rejection and insensitivity to

y(s) = — (s)
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variations in process dynamics. This is the fundamental design conflict of feedback control
systems. Robustness against disturbances and variations in process dynamics require large
loop gain balanced between controller and process, D(s)G(s) > 1, while robustness against
sensor noise requires D(s)G(s) < 1. These are conflicting requirements and both cannot be
satisfied at the same time for all frequencies.

In practice, the control engineering problems are generally such that disturbances and
variations in process dynamics are slowly varying and have low frequency content. Whereas
sensor noise has high frequency content. If a given control problem has this frequency
separation property between various uncertainties, then a controller can be designed such
that D(s)G(s) > 1, D(s), G(s) for a low frequency range so that the system has good
robustness against disturbances and variations in process dynamics, and D(s)G(s) < 1 for
ahigh frequency range so that sensor noise is also rejected. This is the basic feedback control
system design compromise. If there is no such frequency separation between disturbance,
variations in process dynamics, and sensor noise, no feedback controller can be designed
to provide robustness against all of these real-world problems.

In summary, the loop transfer function of a typical well designed control system has
the following desired shape as a function of frequency: it should be as large as possible
at low frequencies to provide robustness against disturbance and variations in process
dynamics, and it should be as small as possible at high frequencies to reject sensor noise
(Figure 2.16). Furthermore, it should cross the 0 db magnitude by about —20 db/decade
slope in 20 log;, |D(jw)G(jw)| versus log;, w plot in order to have a good stability margin.

So far, we have compared the advantages and disadvantages of closed loop control
versus open loop control. The main advantage of feedback control over open loop control
is that it increases the robustness of the system against the disturbances and variations in
the process dynamics. The general characteristics of control systems are discussed in terms
of the shape of the loop transfer function in order to provide good robustness against these
undesirable real-world problems of control systems. However, sensor noise or sensor failure
can make a closed loop system unstable. If the process dynamics does not vary much and
the disturbances are well known, open loop control may be a better choice than closed loop
control. Open loop control does not suffer from the potential stability problems associated
with sensor failures.

IDGI

N\ Constraints

b ¢ by

{ sensor
noise

N

Constraints by
disturbance

and variation in
process dynamics

FIGURE 2.16: Desired performance specification for control systems in frequency domain.
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2.4 PERFORMANCE SPECIFICATIONS FOR
CONTROL SYSTEMS

The performance desired from a control system can be described under three groups:

1. response quality:
(a) transient response,
(b) steady-state response,

2. stability,

3. robustness of the system stability and response quality against various uncertainties
such as disturbances, process dynamic variations, sensor noise.

The main advantage of feedback control over open loop control is its ability to reduce the
effect of disturbances and process dynamic variations on the quality of system response. In
other words, the main advantage of feedback control is the robustness it provides against
various uncertainties.

A basic feedback control system and typical uncertainties associated with it are shown
in Figure 2.14b. As we discussed in the previous section, the total response of the system
due to command, disturbance, and sensor noise (for H = 1 case) is

DG G DG
= r+ w— v
1+ DG 1+DG 14+ DG

The goal of the control is to make y(f) equal to r(f). Therefore DG >> 1 should be in general.
If DG > G, the effect of disturbance, w, is reduced. However, the sensor noise directly
contributes to the output, y. In order to track r and reject disturbance, w, we want DG > 1
(large), but in order to reject sensor noise we want DG < 1 (small). This is the basic
dillema of feedback control design. A compromise is reached by the following engineering
judgment: disturbance, w(r) is generally of low frequency content, whereas sensor noise
v(t) is high frequency content. Therefore, if we design a controller such that DG > 1
around the low frequency region to reject disturbances, and DG <« 1 around the high
frequency region to reject sensor noise, the closed loop system has good robustness against
uncertainties.

The robustness of the closed loop system (CLS) is closely related to the gain of
loop transfer function as a function of frequency (Figure 2.16). Therefore the robustness
properties are best conveyed in the frequency domain. In general, a loop transfer function
should have a large gain at low frequency in order to reject low frequency disturbances
and slow variations in process dynamics, and low loop gain at high frequency in order to
reject sensor noise. The s-plane pole-zero representation of a transfer function does not
convey gain information. Hence, robustness properties are not well conveyed by the s-plane
pole-zero structure of the transfer function.

Stability requirements are equally well described in the s-plane as well as frequency
domain. In the s-plane, all the CLS poles must be on the left-hand plane. In the frequency
domain, the gain margin and phase margin must be large enough to provide a sufficient
stability margin. The desired relative stability margin from a CLS can be expressed either
in terms of gain and phase margin in frequency domain, or in terms of the distance of CLS
poles from the imaginary axis in the s-plane.

Finally, the response quality must be specified. The response of a dynamic system
can be divided into two parts: (i) transient response part, (ii) steady-state response part.

Transient response is the immediate response of the system when it is commanded
for new desired output. The steady-state response is the response of the system after a

y
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FIGURE 2.17: A typical closed loop control system step response shape. Quantification of
transient response characteristics to step input can done using percent overshoot and settling
time.

sufficient amount of time has passed. The steady-state response quality is quantified by the
error between the desired and actual output after a long enough time has passed for the
system to respond. Clearly, the response of a dynamic system depends on its input. The
standard input signal used in defining the transient response characteristics of a dynamic
system is the step input. By using a standard test signal, various competing controller and
process designs can be compared in terms of their performances (Figure 2.17).

In general a CLS step response looks like the response shown in (Figure 2.17). The
transient response to the step command can be characterized by a few quantitative measures
of the response, such as the maximum percent overshoot or the time it takes for the response
to settle down within certain percentage of the final value.

The transient response to a step input is typically described by maximum percent
overshoot, PO%, and settling time, #,, the time it takes for the output to settle down to
within +2% or +1% of the desired output.

For a second-order system, there is a one to one relationship between (PO%, t,) and
the damping ratio, and natural frequency (&, w,,) of the second order system (Figures 2.17
and 2.18). It can be shown that

—né
PO% = eV'-#
s 46 419
sw,
$
(1) an y - ""%g B
— ——

s2+ 26wy, +wy,

FIGURE 2.18: A standard second-order system model and its step response. The step
response is determined by the damping ratio (£) and natural frequency (w,,).
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Therefore, if it is desired that the closed loop system (CLS) step response should not have
more than a certain amount of PO%, and should settle down within +2% of the final value
within 7, (seconds), the designer must seek a controller which will make the closed loop
system behave like (or similar to) a second-order system whose two poles are given by the
above relationships.

2.5 TIME DOMAIN AND S-DOMAIN
CORRELATION OF SIGNALS

The response of a linear time invariant dynamic system, y(f), as a result of an input signal,
r(t) can be calculated using the Laplace transforms

y(s) = G(s) r(s)

The impulse response y(s) can be expanded to its partial fraction expansion (PFE) which
has the general form as follows,

i i
Yo =—+ — +
s §s+0'i jzzls2+2ajs+((xj2+wiz)

A;, B — residue of PFE of G(s) r(s)

The time domain response, y(¢) can be obtained by taking the inverse Laplace transform of
each term of the PFE,

m m
¥ =10 + z A% + E Bje_ait <L sin a)jt>
i=1 j=1 J

The correlation between the time domain response (impulse response) and the poles
of the transfer function is shown in Figure 2.19.
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FIGURE 2.19: Impulse response for various root locations in the s-plane.
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2.6 TRANSIENT RESPONSE SPECIFICATIONS: SELECTION
OF POLE LOCATIONS

The feedback control changes the dynamics of the open loop system to the desired form
by closed loop control action. For linear systems, closed loop control changes the locations
of the poles. The control effort required is proportional to the amount of movement of the
pole locations (the difference between the open loop and closed loop pole locations). Large
pole movements will require unnecessarily large actuators. The desired pole locations can
be selected to approximate the step response behavior of a dominant second-order model
or the pole locations of some standard filters such as Bessel and Butterworth filters. The
second-order system parameters (w,, &) can be selected fairly accurately to satisfy fing>
and PO% specifications by designing the CLS such that it has a dominant second-order
system poles and the rest of poles are further to the left in the s-plane (Figure 2.20).

2.6.1 Step Response of a Second-Order System

Step response is the standard signal used in evaluating the transient response characteristics
of a control system. Specifically, the step response behavior is summarized by the maximum
percent overshoot (PO%), and the amount of time it takes for the output to settle to within
1 or 2% of the commanded step output (settling time, £,), the time it takes for the output
to reach 90% of command rise time ¢, and to reach maximum value (peak time, ¢,). The
(PO%,ls,tr,tp) all are related to the pole locations of a second-order system. We will
consider the step response of a second-order system of the form

2
@y

52 + 2w, s + @2

s-plane s-plane s-plane

A '\ A
\
\ | | XX XX
\

P.O.% XX ‘
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transient response
specs
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FIGURE 2.20: Desired response performance specifications at s-domain pole locations.
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FIGURE 2.21: Mass-spring system dynamics and its position control.

Further, we will consider the step response when there is an additional pole and zero
s 2
(2+1) w?

(i+1)sz+§wns+a)ﬁ

The utility of this is that given transient response specifications for a control system
(PO%, t,) we can determine where the dominant poles should be in order to meet the
specifications. Even though our system may not be second order, second-order system
pole-zero locations can provide a good starting point in design, especially if the higher
order system can be made to have a dominant second-order dynamics.

Consider the step response of a second-order system (Figure 2.21);

mi+ck+kx=f

let f(¢) = kr(?)
., c.  k k
X+ —Xx+—x=—r
m m m
Let i =2w,, % = a)ﬁ and take the Laplace transform of the differential equation with
zero 1nitial conditions,
xs) _ @,

r(s)  $2 428w, + w?
If r(¢) is a step input, r(s) = %, the response x(s) is given by

2
0]
x(s) __n 1

T 2428w, + w? s

Using the partial fraction expansions and taking the inverse Laplace transform, the response
can be found as

x(t)=1—e | cos V1 — Ew 1+ s sinV1 - &t for 0 < & < 1 range
\/ 2
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The maximum overshoot occurs at the first time instant, Iy where the derivative of x is
zero. Once I is found, then the maximum value of response at that time can be evaluated
and the percent overshoot can be determined.

dx(t
DO _o 5 find op: =2
dt P Pw,
Then
x(t) = 1 .
PO%=f><100=e 1-¢

The settling time is the time it takes for the response to settle within +1 or 2% of the final
value, and it can be shown that

6. 419
-
’ % +2%

Therefore, given a (PO%,t,) specification, the corresponding second-order system pole

locations (=éw,, + /(1 — 52)wn can be directly obtained.

Effect of an additional zero 1.et us consider a second-order system with a real
zero (Figure 2.22). The system is the same as a standard second-order system with two
complex conjugate poles and d.c. gain of 1, with an additional zero on the real axis.
2
)
G(s) = (5 + 1) n
a

52 + 2w, 5 + @2

Let w, = 1; a = a {w,, the transfer function can be expressed as

(zz+1) | | s

GS= = + —
) S2+2Es+1 24285+ 1  abs?+28s5+1

Notice that the effect of zero is to add the derivative of the step response to the second-order
system response by an amount proportional to é Clearly if «a is large, a is to the left of

Ew,, and the influence of the addition of zero is not much. As a gets smaller, a gets closer
to éw,, area, and (1/a&) grows. Hence, the influence of zero on the response increases. The
main effect of zero as it gets close to the £, value is to increase the percent overshoot. If
the zero is on the right half s-plane (non-mininum phase transfer function) the initial value
of step response goes in the opposite direction. This is illustrated in Figures 2.23 and 2.24.

. 2
x J l_é: Wy
—a _éwn -
. 2
x —JjVl1 _6 wy,

FIGURE 2.22: Second-order system with
two complex conjugate poles and a real
zero.
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4
I Second order system step response
Xs(1)
. N dxs(t)
/ \ / dt
\ ~~ - -
N _ 7 =" t

FIGURE 2.23: Step response of a second-order system and the derivative of its response.

The step response of a second-order system with a zero on the left half plane has the
form

1.
xstep(t) + _xstep(t)

ag

and response with a zero on the right half s-plane (make the (s/a + 1) term (s/a — 1) in
the above equation and the result that follows (Figure 2.24) has the form

1.
xstep(t) - a_xstep(t)

¢

The Effect of an Additional Pole The system becomes third order when an
additional pole exists in addition to the two complex conjugate poles.

5+ ;Tzﬁ+2'§s+l

@p

If the b = a éw, is 3 to 5 times to the left of £w,, the effect of an additional pole on the
step response is negligable. As b gets close to {w,,, the effect is to increase the rise time
and hence slow the response of the system (Figure 2.24).

,(b)\ N xg(1)
/
\
v/ / Py Sl
/ / >

t

FIGURE 2.24: Step response of a second-order system and the effect of a zero: (a) without
zero, (b) zero on the left hand plane, (c) zero on the right hand plane.
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w2

(S/wB)2+2§a)(S/wB) +(t)2 > Same — = =

FIGURE 2.25: Second-order filters.

2.6.2 Standard Filters

Most dynamic systems are higher order than second order. However, a higher order system
behaves very similar to a standard second-order system if the poles are distributed on the
s-plane such that there are two dominant poles and the rest of the poles and zeros are far (3 to
5 times) to the left of these dominant poles. Instead of choosing a dominant second-order
system model as a design goal, we can choose other higher-order system models. Among
the popular standard filters, which can be used as the goal for a control system performance,
are Bessel, Butterworth, and ITAE filters Figure 2.25.

The step response and frequency response characteristics of these filters are well
tabulated in standard textbooks on control systems and digital signal processing fields.
They may be used as a reference to describe the desired performance (hence desired pole-
zero locations) for a closed loop control design problem. Note that the more the open loop
poles must be moved to desired closed loop pole locations, the larger the control action
requirements. This may quickly saturate existing actuators and result in poor transient
performance or require unnecessarily large actuators on the system. The dominant closed
loop system poles (also called the bandwidth) should be as large as possible with sufficient
damping on the s-plane, but it should be a balanced choice between desired speed of
response and required actuator size and control effort.

2.7 STEADY-STATE RESPONSE SPECIFICATIONS

Steady-state response is usually characterized by the steady-state error between a desired
output and the actual output.

__DOG()
y() = T+ DOIGO) ()
The error between the desired and actual response is
e() = r() = y()
- (1- 72950y
1+ D()G(-)
1
‘= D060

In the s-domain the steady-state error (for continuous time systems)

1
1+ D(s)G(s)
The steady-state value of the error as time goes to infinity can be determined using the final

value theorem of Laplace transforms, provided that the e(s) has stable poles and at most
have one pole at the origin, s = 0,

e(s) = (5)

(s)

lim e(r) = lim se(s) = lim s - S r
t—>00 5—0 s=>0 14+ D(s)G(s)
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=
)
I
S
V=
Z

G(.)
FIGURE 2.26: Block diagram of a standard feedback
control system.

Let us consider the following cases:
1. the loop transfer function, D(s)G(s), has N number of poles at the origin s = 0,

H?;l(S'i‘Zi)
D) G(s)= —= . N=0,1,2, ...
P SNTLL (s + py)

2. the commanded signal is a step, ramp, or parabolic signal (Figure 2.26),

Now we will consider the steady-state error of a closed loop system in response to a
step, ramp, and parabolic command signal where the loop transfer function D(s)G(s) has
N(N =0, 1,2) poles at the origin (Figure 2.27).

1. N=0;
(@) lim,_, o, egep() = limg_ s 1 1= 1 -
t—oo Cstep 5s—0 H(S +7) s 1 + D(0)G(0) 1+ Kp
H(f e A A
b) li n=1l i 20>
(b) lim,_, o, ermp(1) = lim_5 s MMs+z) 2 0 *©
[IGs+p)
(¢) lim,_, o, €, (8) = lim 5;2_3__:'00
=00 parab 5—0 . H(S+Zi) §3 0
H(s + pi)
N
r(1) 0 : ’
A
| 1
1+K, 0 0
A
. e K '
{ -
B2
oo 0o 2B
K,

FIGURE 2.27: The steady-state error of a feedback control system in response to various
command signals depends on the number of poles at the origin of the loop transfer function.
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2. N=1 | .
(@) lim,_, ey (1) = lim,_gs————~ =0
t step() s—0 lH(s‘}‘Zi) P
Mo .y
b) li ) =1 N | a4 4
(b) lim,_, o erymp(1) = lim_5 s Toro) 2 im,_, DOGE ~ K,
s [1Gs +py)
© lim__e () =lim_ s— 281
t—o0 “parab s—0 1 H(S+Zi) $3 0
s [1Gs +py)
3. N=2 . .
a) lim,_ e () =lim,_js————— =
@ i a0 = 0T G )
52 Hl(s +p)) A
b) lim,_, e H=Ilim_,§s———— =
(b) t ramp() s—0 1 H(S+Zi) )
s2 TG+ py)
© lim__e . (5 =lim _gs— 2By, 28 28
t—oco “parab s—0 1 H(S+Zi) $3 s—0 SZD(S)G(S) Ka
s TG +p)

Notice that the DC gain (D(0)G(0)) and the number of poles that the loop transfer function
has at the origin are important factors in determining the steady-state error. It is convenient
to define three constants to describe the steady-state error behavior of a closed loop system:
Kp the position error constant, K, velocity error constant, and K, acceleration error constant.

Kp = lim D(s) G(s)
s—0
K, = limo s D(s) G(s)
5=

K, = lim s* D(s) G(s)

2.8 STABILITY OF DYNAMIC SYSTEMS

Stability of a control system is always a fundamental requirement. In fact, not only is
it required that the system be stable, but it must also be stable against uncertainties and
reasonable variations in the system dynamics. In other words, it must have a good sta-
bility robustness. The stability of a dynamic system can be defined by two general terms
(Figure 2.28):

1. in terms of input—output magnitudes,

2. in terms of the stability around an equilibrium point.

A dynamic system is said to be bounded input—bounded output (BIBO) stable if the
response of the system stays bounded for every bounded input. This definition is referred
to as input—output stability or BIBO stability. The stability of a dynamic system can also be
defined just in terms of its equilibrium points and initial conditions without any reference to
input. This definition is called the stability in the sense of Lyapunov or Lyapunov stability.
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Input - Bounded Output - Bounded

(a) BIBO stability

X

?
x(t) — x,

(b) Stability about an equilibrium point

FIGURE 2.28: Definition of two different stability notions.

2.8.1 Bounded Input-Bounded Output Stability

Definition: a dynamic system (linear or nonlinear) is said to be bounded input-bounded
output (BIBO) stable if for every bounded input, the output is bounded.
For a linear time invariant (LTI) system, the output to any input can be calculated as,

t
y(t) = / h(D)u(t — t)dr

[Se]

where h(¢) is the impulse response of the LTI system. If the input is bounded, there must
exist a constant M such that

[u(®)| <M <
Hence

t
Iyl = ‘ / h(t)u(t — 7t)dz

t
< / |A(T)||u(t — 7)|dT

t
SM/ |A(T)|dT

For the LTI system to be BIBO stable, y(¢) must be bounded for all # as ¢t — co. Therefore,
for y(r)

[ee]
lim [y(?)] < M/ |h(2)|dz
—o00 —c0

to be bounded, the following expression must be bounded,

/ |h(z)]dz

h(t) > 0ast—

This requires that

In conclusion, if a LTI system is BIBO stable, this means that its impulse response goes
to zero as time goes to infinity. The opposite is also true. If the impulse response of a LTI
system goes to zero as time goes to infinity, the LTI system is BIBO stable (Figure 2.29).
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A u() o A

LT.I

A 50 0

7

FIGURE 2.29: Bounded input-bounded output stability of linear time invariant systems.

Remark The impulse response going to zero as time goes to infinity means that all
the poles of the dynamic system are on the left half of the s-plane. Therefore, for LTI
systems, BIBO stability means that all the poles have a negative real part on the s-plane.
The following expression summarizes the BIBO stability for LTI systems.

{BIBO stable} < {(h(t) — 0 as t—- o0} < (VR.(p;) <0}

2.9 EXPERIMENTAL DETERMINATION
OF FREQUENCY RESPONSE

Consider the dynamics system shown in Figure 2.16. It is excited by an input signal in
the range such that the dynamic system behaves as an LTI system. Let us assume that we
can set the magnitude and phase of the input signal, and that we can measure the response
magnitude and phase.

The experimental procedure to determine the frequency response is:

1. Select A, and w = wy, (i.e., wy = 0.001).
2. Apply input signal: u(f) = A sin (w?).

3. Wait long enough so that the output reaches the steady-state response and the tran-
sients die out.

4. Measure B and y of the response in y(¢) = B - sin(wt + y).
5. Record w, B/A, .
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6. Repeat until w = w . where w,, is the maximum frequency of interest, by incre-
menting w = w + Aw. Aw is the increment of frequency as the experiment sweeps
the frequency range from wy to wy,..

7. Plot B/A, y versus w.

8. Curve fitto B/A and y as function of w and obtain a mathematical expression for the
frequency response as a rational function.

2.9.1 Graphical Representation of Frequency Response

The frequency response of a dynamic system is conveniently represented by a complex
function of frequency. The complex function can be graphically represented in many
different ways. In control systems studies, the three most commonly known representations
are:

1. Bode Plots: plot 201log;, |G(jw)| v.s. log;o(w) and Phase(G(jw)) v.s. log;o(w).

2. Nyquist Plots (polar plots): plot Re(G(jw)) v.s. Im(G(jw)) on the complex G(jw) plane
where w-frequency is parameterized along the curve.

3. Log Magnitude versus Phase Plot: plot the 20log;,(G(jw)) (y-axis) versus
Phase(G(jw) (x-axis) and w-frequency is parameterized along the curve.

One can choose to graphically plot the complex frequency response function in many
other ways. The above three representations are the most common ones. With the aid of
CAD-tools, it is a very simple task to plot a given frequency response in any one of the
above forms. However, the ability to plot basic building blocks of transfer functions by
hand sketches still remains a powerful tool in design.

Therefore, we will discuss the manual plotting of various transfer functions next. Let
us consider a general transfer function which has

1. DC gain,
2. zeros and poles at the origin,
3. first-order zeros and poles,

4. second-order zeros and poles.

. )2 . .
Gis) = K, M(s/z; + DII(s/wy)” + 2E,5(s/wy,) + 1) (2.45)
sENTI(s/p; + DIN(s/wyi)? + 2&5i(s/wy) + 1)

The rest of the graphical plotting discussions will consider this general form of the transfer
function.

Bode Plots Given a frequency response data either in explicit mathematical form as
G(jw) or as raw experimental data as magnitude and phase information B/A = |G(jw)| and
w(w), one possible graphical represenation is as two plots:

e Plot 1, y-axis: 201og;o |G(jw)|, x-axis: log;o w,

e Plot 2, y-axis: Phase(G(jw)), x-axis: logq w.

Such graphical representation is called a Bode plot. The Bode plot is the most commonly
used graphical representation of frequency response information. Let us consider

G(9)sjw = G(iw) = |G(jw)|e ™ (2.46)
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The most general form of a transfer function and its frequency domain representation,

66) = K, (s /z; + DI[(s/w,;)? + 2&,,(s/wy) + 1] 04
VNI /p; + DTG/ Wi + 2655/ W) + 1] '

(Gw/z; + DI[Gw/w,)? + 2&,,(w/w,) + 1]

G(jw) = K- ; , ; (2.48)

JWENTIGW/py + DI Gw/wy)? + 285 Gw/wyp) + 1]

[l + (W/Zi)2]]/26j tan‘l(w/zi)n[(l _ W2/W%)2

1 QEgiw/w) '
+ (252 W/WZ_)2]1/2€J tan ((l—m,l/w%i)
G(iw) = K, : I a— (2.49)
WiNei]N9OH[1 + (W/pi)Z]]/Ze]tan (W/I’i)l'[[(l _ WZ/ng)Z
jtan-! ((pri;”/wgi))
+Q&w/ w12 T

= |G(jw)|eV™ (2.50)

Now, let us express the magnitude and phase information separately, and take the logarithm
of the magnitude information. Further, let us multiply the logarithm of the magnitude by
20 in order to express the magnitude information in dB (decibel) units.

20log, |G(jw)| = 20log;g Ky + )" 201ogol1 + (w/z)*1'/? (2.51)
+ ) 201og;o[(1 = w? /w2)? + (28w /w1 (2.52)
— 20 (£N)log,qw — Z log,ol1 + (w/p,)*1'/? (2.53)
— D log gl(1 = w? /w2)? + &, w/wy)*1'2 (2.54)
. - — (Zéziw/wzi)
w(w) = £G(jw) = Z tan 1(W/Zi) + Z tan™! m (2.55)

28w/ wpi)
- Z +N90 — 2 tan_l(w/pi) - z tan_l ﬁ (256)
pi

A Bode plot of the frequency response G(jw) is the two plots of the above two equations
versus the log;, w.

The implication of taking the logarithm of the magnitude information is that the
contribution of gain, zeros, and poles to the overall gain plot becomes additive. The phase
information is already additive. When designing compensators, the additive nature of
frequency response in Bode plots is very helpful. As we try different controllers, we do not
have to replot the open loop system frequency response. Logarithmic scale in frequency
allows us to capture the behavior of the system at very low frequencies as well as very high
frequencies while using a reasonable size for the x-axis.

A Bode plot of any frequency response which can be expressed as a rational polyno-
mial can be drawn as a linear summation of magnitude and phase contribution of (i) gain,
(ii) zero/pole at origin, (iii) first-order zero/pole, (iv) second-order zero/pole. Quite often,
the asymptotic sketches of the contribution of each of these dynamic components are more
useful than their exact plots due to the fact that the asymptotic approximate sketches can
be plotted rather quickly by hand.
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Bode Plots of Standard Elements of a Transfer Function

1. Constant Gain, K, : A constant gain will have a constant logarithmic magnitude as a
function of frequency, and a zero phase. If the sign of the gain is negative, the phase
will be —180°,

20 loglo | . | = 20 10g10 KO (257)
Im(K,
-1 Im(Ko) = tan”! 0 =0

-1 Im(KO) —1 0 o
an = tan = —180°; for K, <0 (2.59)

Z(.) =tan

(2.58)

2. Pole/zero at the origin: Pole at the origin

1 1 1 1 —iNoo
e == = .7}
sN ls=jw = (Gw)N — wNeiN90 N ¢ (2.60)

The magnitude and phase in Bode plots is given by

201og;, ﬁ‘ = 20log;, % = _20N log,ow 2.61)
z <(ivi)N> =-N-90° (2.62)
Similarly, for zero(s) at the origin, the Bode plot is
SN|s=jw — (]-W)N — WN@IN% _ | N ,iN90 (2.63)
and
201og; |w)N| = 201og,o wN = 20N log,, w (2.64)
2Gw)N = N - 90° (2.65)

The Bode plots of gain, pole(s), and zero(s) at the origin are shown in Figure 2.30.

3. First-order pole and zero: Let us consider a pole on a real axis,

1 1
S 2,66
(s/pi+ 1) s Gw/pi+1) e
~ 1 (2.67)
L1+ v/ 2112 an /) |
1 e—jtan’l(W/Pi) (2.68)

T+ w/p)2 2

The magnitude and phase as a function of frequency are given by

1 211/2
2010 —— | =20log ———————— = —20log[1 + (w/p; 2.69
B0 jw/pi + 1’ s [1+ (w/p)*1/? gLl +0v/pyy] 269
~ —20logl =0; for w/p; < 1 (2.70)
~ =20log(w/p;); for w/p; > 1 2.71)
1 -1
4 = —tan" (w/p)) (2.72)
Gw/pi+1) /P

Similiar algebraic calculations can be carried out for a zero on the real axis, and the
Bode plots are as follows,



*(s1us1o1900 Buidwep jusiaylp
10}) 019z/9]0d 18pI0-pUOISS ‘018z/9|0d 18pI0-1sd1) ‘UuIblIo BY1 1B 048z/9]0d ‘uleb :suollouny Jajsuedy diseq Jo sjo|d spog :0€°Z IUNDIL

(s/pe1) Kouanbary (s/pe1) Kouanbary
01 0l _ 01 01 01 _ 01
T 0 o T 0 o
081~ ¢ 081~ ¢
06 B /(o? 2
[¢] [¢]
0= 0=
06 @ 06 @
081 081
ot ot
0T~ M 0T~ W
0o 2 0o 2
oz = e =
o or
SL°0 ‘60 ‘ST o=1sd ‘T="mZay/(Cot + s 'm 1sd T +¢5) SL°0°6°0 ‘570 =1sd [="ni (G + 5 " 1sd T + 5)/zom
(s/pex) Kouanbary (s/pex) Kouonbarj
01 0l _ 01 01 01 _ 01
T 0 o T 0 o
081~ 3 081~ g
06— B 06~ 2
] )‘ ¢
I O S
06 @ 06 @&
081 081
(e ot~
0~ M 0z~ M
0 z 0o 2
[ oc =
ot of
T=120 (1 + 128) T=1d (1 + 1491
(s/per) Kouanbarg (s/per) Kouanbary (s/per) Kouanbary
(0] 0l 01 01 0l 01 01 01 ol
T 0 T T 0 T T 0 T
081~ g 081~ 3 081~ 19
06~ B 06— 8 06~ 2
0 2 0 = 0 =
(=N o (=N
06 @& 06 @ 06 &
081 081 081
ot ot~ ot
0z~ M 0~ M 0~ &
0o = 0o 2 0
0T m [ 0T
o ot o

82



CLOSED LOOP CONTROL 83

(/2 + Doy = GW/z + 1) = [1+ (w/z)?] /2 a0 00/ (2.73)
201og |jw/z; + 1| = 201og [1 + (w/z)*1"/? = 201og [1 + (w/z)X1'/?  (2.74)
=~20logl =0; for w/z; <1 (2.75)

=~ 20log(w/z); for w/z;> 1 (2.76)

2(jw/z; + 1) = tan~ (w/z)) (2.77)

The Bode plots of first-order (real) poles and zeros are also shown in Figure 2.30.

4. Second-order (complex conjugate) poles and zeros: Consider a complex conjugate
pole pair, and its frequency response

1 1

(s/wi)? + 2&(s/wy) + 1 o= =

jtan—! (M)
[(1 — w2 /Ww2)2 + (2&w/w)?]1/2e ot

(2.78)
The magnitude and phase as function of frequency are given by
20log| - | = —20log[(1 — w?/w2)* + 2&w/wy)?1'/? (2.79)
=0 wiw <1 (2.80)
~ —40log(w/wy);  w/w; > 1 (2.81)
2 ,
2() = —tan™! (aw—/wl)> (2.82)
(1 —w?2/w?)

Similarly, the Bode plot of a complex conjugate zero and its asymptotic plot can be
found as (Figure 2.30).

tan-! 28w/ wi
(s/wp)? +28(s/wp) + 1 sjy = [(1 = W2 /w]))* + (2§w/wi)2]1/2eJt <1-<w2/w?>>

(2.83)
20log | - | = 201log[(1 — (W?/w2))? + 2&w/w;)*1'/? (2.84)
~0; w/w <1 (2.85)
~ 40log(w/wy);  w/w; > 1 (2.86)
_ —1 2§(W/Wi) >
2£() = tan <—1 Sy (2.87)

Nyquist (Polar) Plots of Standard Elements of a Transfer Function
Nyquist plots (also called polar plots) are the graphical representation of the frequency
response data on a complex plane where the y-axis is the imaginary part, and the x-axis is
the real part of the frequency response. The frequency is parameterized along the curve.

G(jw) = G(8)ls=jw = Re(G(iw)) +jIm(G(jw)) = X(w) +j¥ (w) (2.88)

For every point along the imaginary axis of the s-plane, s = jw, there is a point on the
curve plotted on the (G(jw))-plane. Nyquist plots of various standard elements are shown
in Figure 2.31.

Log Magnitude versus Phase Plots of Standard Elements of a Trans-
fer Function Frequency response is conveniently represented by a complex function.
Graphical representation of a complex function must convey the real and imaginary part or
magnitude and phase information. Another possible way of plotting the frequency response
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data is to plot the 20log;, |G(jw)| as y-axis versus Z(G(jw)) as the x-axis, where w is
parameterized along the plot. A frequency response can be expressed as

G(jw) = [G(Gw)| £(G(jw)) (2.89)

Log magnitude (20log;, |G(jw)|)versus phase angle (£(G(jw))) plots of various elements
are shown in Figure 2.32. A MATLAB® program to generate the plot for Figures 2.30-2.32
is shown below.

KO = 10.0 ;

zl = 1.0

pl = 1.0 ;

numl = [KO] ; denl = [1] ; sysl=tf(numl,denl) ; % Ko

num2 = [1] ; den2 = [1 0] ; sys2=tf(num2,den2) ; % 1/s

num3 = [1 0] ; den3 = [1] ; sys3=tf(num3,den3) ; % s

num4= [1] ; dend = [1/pl 1]; sysé4=tf(num4,dend) ; % 1/(s/pl+l)

num5= [1/z1 1] ; den5 = [1] ; sysS=tf(num5,den5) ; % (s/zl+1)

psi = 0.25; w.n = 1.0 ;

numé=[w_n"2] ; den6=[1 2*psi*w_n w_n"2]; sys6=tf(numé6,den6) ;

psi = 0.5; wn=1.0 ;

num7=[w_n"2] ; den7=[1 2*psi*w.n w_n"2]; sys7=tf(num7,den?7) ;

psi = 0.75; w.n = 1.0 ;

num8=[w_n"2] ; den8=[1 2*psi*w.n w_n"2]; sys8=tf(num8,den8) ;

psi = 0.25; w.n = 1.0 ;

num9=[1 2*psi*w_n w_n"2]; den9=[w_n"2] ; sys9=tf(num9,den9) ;

psi = 0.5; wn=1.0 ;

numlO0=[1 2*psi*w_n w_n"2]; denl0=[w_n"2] ; syslO=tf(numlO,denl0O) ;

psi = 0.75; wn =1.0 ;

numll=[1 2*psi*w_n w_n"2]; denll=[w_n"2] ; sysll=tf(numll,denll) ;

figure(l) ; grid on; % Bode Plots

subplot(3,3,1) ; bode(sysl); grid on;

subplot(3,3,2) ; bode(sys2); grid on;

subplot(3,3,3) ; bode(sys3); grid on;

subplot(3,3,4) ; bode(sys4); grid on;

subplot(3,3,5) ; bode(sys5); grid on;

subplot(3,3,7) ; bode(sys6); hold on; bode(sys7); hold on;
bode(sys8); hold on;grid on;

subplot(3,3,8) ; bode(sys9); hold on; bode(sysl0); hold on;
bode(sysll); hold on;grid on;

figure(2) ; grid off; % Nyquist (Polar) plots

subplot(3,3,1) ; nyquist(sysl); grid off;

subplot(3,3,2) ; nyquist(sys2); grid off;

subplot(3,3,3) ; nyquist(sys3); grid off;

subplot(3,3,4) ; nyquist(sys4); grid off;

subplot(3,3,5) ; nyquist(sys5); grid off;

subplot(3,3,7) ; nyquist(sys6); hold on; nyquist(sys7); hold on;
nyquist(sys8); hold on; grid off;

subplot(3,3,8) ; nyquist(sys9); hold on; nyquist(sysl1l0); hold on;
nyquist(sysll); hold on; grid off;

figure(3) ; grid off; % Log Magnitude versus Phase plots

subplot(3,3,1) ; nichols(sysl); grid off;

subplot(3,3,2) ; nichols(sys2); grid off;

subplot(3,3,3) ; nichols(sys3); grid off;

subplot(3,3,4) ; nichols(sys4); grid off;

subplot(3,3,5) ; nichols(sys5); grid off;
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subplot(3,3,7) ; nichols(sys6); hold on; nichols(sys7); hold on;
nichols(sys8); hold on; grid off;
subplot(3,3,8) ; nichols(sys9); hold on; nichols(sys10); hold on;

nichols(sysll); hold on; grid off;

2.9.2 Stability Analysis in the Frequency Domain:
Nyquist Stability Criteria

Frequency domain methods are the most commonly used control system design methods in
practice. Therefore, it is important to be able to evaluate the stability of a dynamic system
in the frequency domain.

The stability of a linear time invariant dynamic system can be determined in the
frequency domain using the Nyquist stability criteria. Furthermore, relative stability can
be quantified (if stable, how far is the system from being unstable, or if unstable how far is
the system from being stable) using the gain margin and phase margin measures.

Consider the feedback control system shown in the Figure 2.17. The question is “how
can we determine if the closed loop system is stable” using frequency domain methods.

CLS poles: 1+ G(s)H(s) =0 (2.90)

Are there any roots of this equation on the right-half of the s-plane?

The Nyquist stability criteria answers that question by using the frequency response
data of the loop transfer function, G(s)H(s) or G(s) if the sensor dynamics is included
in the loop transfer function. In the s-domain, we can find the roots of this equation. If
any roots are on the right-half s-plane, then the CLS is unstable. However, we would like
to determine if the CLS has poles on the RHP using frequency domain methods without
explicitly solving for the roots of the closed loop characteristic equation.

The Nyquist stability criteria is derived as a special case of the mapping theorem of
complex variables. Consider the mapping shown in Figure 2.33a. A contour C; from the
s-plane is mapped to F(s)-plane by the function F(s). The closed contour C; will be mapped
to another closed contour C; on the F(s)-plane. The important point to note in this mapping
is the number of poles and zeros of the mapping function F(s) inside the C; contour and
its relationship to the number of encirclements of the origin in the F(s)-plane by the C/1
contour. Notice that as a phasor from a zero inside C; traverses clockwise (CW) over the
C,, the C’1 will encircle the origin in the CW direction (Figure 2.33b). Similarly, as a phasor
from a pole inside C; traverses clockwise (CW) over the Cy, the C’1 will encircle the origin
in the counter clockwise (CCW) direction (Figure 2.33c). If there are no poles or zeros of
F(s) inside the contour Cy, then the mapped contour C’1 does not encircle the origin in the
F(s)-plane. If there are two poles inside the contour C;, then the Ci contour encircles the
origin CCW two times (Figure 2.33d). If there are two zeros inside the contour Cy, then
the Ci contour encircles the origin CW two times.

In summary, as the mapping F(s) traverses for s variable values over the C; contour
in CW direction, the corresponding contour in F(s)-plane, C!, will encircle the origin in
the CW direction based on the following relationship:

N=Z-P (2.91)
where,
N is the number of CW encirclements of the origin by C’,
Z is the number of zeros of F(s) inside Cj,
P is the number of poles of F(s) inside C.

Notice that encirclements of origin in CW direction are counted as positive, and the
encirclements of the origin in the CCW direction are counted as negative (Figure 2.33a—d).
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FIGURE 2.33: Stability analysis in the frequency domain using Nyquist Stability criteria: (a)
mapping of a closed contour C; from s-plane to F(s)-plane, where F(s) has no pole nor zero
inside the contour C, in the s-plane, (b) same as (a) except F(s) has a pole inside C;, (c) same as
(a) except F(s) a zero inside the C; contour, (d) mapping of right-hand s-plane as a special
choice of C; contour in s-plane and F(s) = 1+ GH(s), typical selection of C; contour to exclude
poles and zeros on jw axis. If C; is chosen to include them, Nyquist stability criteria would still
give us the correct answer about the number of unstable poles, Nyquist stability criteria and
Nyquist (polar) plot where only s = jw for w = 0 — o is mapped. Use of Nyquist stability
criteria to determine relative stability: does the closed loop system have poles inside this
contour Cy, if so, how many?

)

The Nyquist stability criteria is an application of the mapping theorem to determine
the stability of a closed loop LTI dynamic system. Let us consider that the C; contour is a
contour containing the RHP in s-plane, and that F(s) = 1 + G(s) (Figure 2.33d). Then, the
number of CW encirclements of the origin in (1 4+ G(s)) plane by the C’1 contour is equal
to the number of zeros of (1 + G(s)) in the RHP (which is the number of unstable closed
loop poles) minus the number of poles of (1 + G(s)) in the RHP (which is the number of
unstable open loop poles). Finally, instead of (1 + G(s)) mapping, we can consider the G(s)
mapping alone, and revise the above conclusion for (—1, 0) point encirclement instead of
the origin (0, 0).

Nyquist Stability Criteria: The number of unstable closed loop poles (Z) of the
system shown in Figure 2.33, is equal to the number of CW encirclements of the (—1,0)
point plus the number of unstable poles of the open loop system,

Z=N+P (2.92)

Notice that if the open loop system is stable, P = 0, then Z = N.
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In most engineering systems, the transfer function has more poles than zeros. There-
fore, as we map the C; contour with G(s),

e The half circle arc (as s goes to infinity) will map to zero magnitude for deg(d(s)) >
deg(n(s)) or a finite value is deg(d(s)) = deg(n(s)) (Figure 2.33d).

e The mapping of the lower half of the imaginary axis will be symmetric to the mapping
of the upper half of the imaginary axis (Figure 2.33d).

Hence, the Nyquist plot can be determined only from the mapping of the positive jw axis.

If there are poles or zeros on the imaginary axis, the contour C; should either include
them or exclude them from being inside the C; contour. Either approach would give the
same final conclusion regarding closed loop stability. It is customary to exclude the poles
and zeros on the imaginary axis from the C; contour’s inside.

Relative Stability The relative stability of a CLS is quantified by the use of the
distance of the Nyquist plot from the (—1,0) point. That is “how far is the closed loop
system from the stability boundary.”

There are two quantities defined for relative stability (Figure 2.34): the gain margin
(GM) and the phase margin (PM). The gain margin is the inverse of the magnitude of the
loop transfer function when the phase is 180°. It indicates how much the loop gain can be
increased before the system reaches the stability boundary. The phase margin is the phase
angle difference between the loop transfer function and —180° when the magnitude of the
loop transfer function is 1. The PM indicates the amount of phase lag that can be introduced
into the loop transfer function before it reaches the stability boundary. The measurement
of GM and PM on Bode and Nyquist plots is shown in Figure 2.34.

THE ROOT LOCUS METHOD

The root locus method is a graphical method for plotting the roots of an algebraic equation
as one or more parameters vary. It is used primarily in studying the effect of variations in
one parameter of a control system on the locations of closed loop system poles. In the next
section, we will use the root locus method in order to understand the characteristics of PID
type closed loop controllers. The basic mathematical functionality is to find and plot the
roots of an algebraic equation for various values of a parameter. The solution of algebraic
equations can be easily done by numerical means using a digital computer. Solving it for
various values of one or more parameters is nothing more than implementing the numerical
procedure in an iteration loop, that is FOR or DO loop in a high level programming language.
This is certainly a tool which became more and more effective with the availablity of CAD
tools for control system design. A control engineer must, however, always keep in mind
that the basic principle about computers is garbage in — garbage out. Therefore, it is very
important that a designer should be able to quickly verify in general terms a computer
calculation with hand calculations or analysis. The graphical hand sketching rules of the
root locus method provides such a tool. Understanding the graphical root locus method not
only provides a way of quickly checking the results of a computer calculations, but also
develops very valuable insights into the control system design.
Let us consider an algebraic equation, that is a polynomial of degree n,

1

aps" +ais" T + .. +a,_s+a, =0 (2.93)

which has n roots {sy, s, ...., s, }. If the value of any of g; changes, there will be a new set
of n roots {sy, 8y, .....,s,}. If a particular parameter @; varies from one minimum value to
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FIGURE 2.34: Gain margin and phase margin measures in Nyquist plots (a and b) and Bode
plots (c and d).

another value, an n set of roots can be solved for every value of the parameter g;. If we plot
the roots on the complex s-plane, we end up with the graphical representation of the locus
of the roots of the algebraic equation as one of the parameters in the equation varies. This
is the basic functionality of the root locus method. Clearly, this can be done numerically
by a computer algorithm.

Let us consider the feedback control system shown in Figure 2.35. The closed loop
system transfer function is

¥s) _ KG(s)

ris) 1+ KG(s) (2.94)
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"+ y(1)
—»(E—{ K }— Gs) >
FIGURE 2.35: Basic root locus problem.

where the poles of the closed loop system are given by the roots of the denominator,

Ay (s) = 1 + KG(s) (2.95)

The standard root locus analysis problem involves the sketch of the locus of the roots of
this equation as K varies from zero to infinity. From the above general discussion, it is clear
that the root locus method is not limited to that type of problem. It can address any problem
which involves finding roots of an algebraic equation as any one or more parameters vary.
Consider another example as shown in Figure 2.36, where a is a parameter. We would like
to study the locations of closed loop system poles as the parameter a varies from zero to
infinity.

o _ 1t 1 (2.96)
rs) l+s(s+a) s2+as+1
The characteristic equation is
Ag)=s*+as+1=0 (2.97)

which can be expressed in standard root locus formulation form suitable for graphical

sketching as

. s —
241

The graphical root locus method rules are developed for sketching the roots of a polyno-

mial equation as one parameter varies (Figure 2.37). The polynomial equation is always

expressed in the form of

l+a (2.98)

numerator

1 + (parameter) - (2.99)

denominator

Therefore, the locus of roots can be studied as a function of any parameter in the closed loop
system, not just the gain of the loop transfer function. Let us assume that we are interested
in studying the locus of the roots of the folowing equation as parameter b varies from zero
to infinity,

> +65>+bs+8=0 (2.100)

This problem can be expressed in a form suitable for the application of the root locus
sketching rules as follows,

s
L —
§3+652+8

MATLAB® provides the rlocus(...) function for root locus. The rlocus() function
is overloaded and can accept different parameters. In principle, it takes the loop transfer

'S
— s(s+a)
FIGURE 2.36: An example:
closed loop transfer function

poles as parameter a varies.

1+b (2.101)

Y+

v
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FIGURE 2.37: Value of gain is
parameterized along the root locus
- curves. The particular value of the
gain can be calculated in order to be
at a selected point on the root locus.

function and assumes that a parameter K is in the feedback loop. Therefore, in order to
use the rlocus() function to analyze the roots of a transfer function or algebraic equation as
one parameter varies, the equivalent root locus problem must be formed before calling the
rlocus() function. Below are some samples of calls to rlocus() function.

sys = tf(num,den) ; /* sys can be formed by tf, ss, zpk function calls */

sys = zpk(z,p,k) ;o /% sys= (K (s-zl1)(s-z22).../)(s-pl).(s-p2)....) */

sys = ss(A,B,C,D) ; /* G(s) = C (sI-A)"-1 B + D */

rlocus(sys) ; /* given LTI system, plot closed loop poles as K varies
from 0 to infinity

rlocus(sys, K); Y2 B for the values of the parameter given

in the vector K*/

[R]=rlocus(sys,K); /* Stores the closed loop roots in the R for numerical
reference. */

rltool(sys) ; /* Interactive graphical tools for plotting root locus */

Root Locus Sketching Rules 1In this section we list the rules used in approximate
hand sketching of the root locus. The derivation of the rules is given in many classic
textbooks on control systems.

1. Put the problem in the 1 + KG(s) = 0 form, where K is the varying parameter. Mark
the poles of G(s) = n(s)/d(s) by x and the zeros by o on the s-plane. Notice that root
locus begins at x’s for K = 0 and ends at 0’s as K — oo0. The x’s and o’s represent
the asymptotic location of closed loop pole locations. If K is indeed the loop transfer
function gain, the 0’s are also the zeros of the open and closed loop system. Otherwise,
they only represent the asymptotic location of closed loop system poles.

2. Mark the part of the real axis to the left of odd number of poles and zeros as part
of the root locus. All the points on the real axis to the left of odd number of poles
and zeros satisfy the angle criteria, hence are part of the root locus. Notice that the
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root locus is the collection of points on the s-plane that makes the phase angle of the
transfer function equal to 180°, since

__1.
G(s)’

(2.102)

Since, K is a positive real number, the G(s) complex function will have negative real
values at the collection of s-points that makes up the root locus. In other words, the
phase angle of G(s) at all points that are part of the root locus is 180°.

__ L _ 1] jisoe

G(s) = ?—‘}‘-e] (2.103)

3. If there are n poles, and m zeros, m of the poles end up at the m zero locations
as parameter K goes to infinity. The remaining n — m poles go to infinity along
asymptotes. If n — m = 1, then the one extra pole goes to infinity along the negative
real axis. If n —m > 2, then they go to infinity along the asymptotes defined by the
asymptote center and angles as follows:

.= 2P~ X% (2.104)
n—m

= BOHL360. oy o aem— L, (2.105)
n—m

where p;’s are the pole locations z;’s are the zero locations of the G(s),
_ T (s — z))

Hinzl (S - pi)
The quick hand sketches of the root locus allow the designer to quickly check the computer
analysis results for correctness and provide valuable insight in controller design. Note

that when the excessive number of poles than zeros is n —m =0, 1,2, 3,4, the angles of
asymptotes are none, 180, {90,270}, {60, 180,300}, {45, 135,225,315}, respectively.

G(s) (2.106)

CORRELATION BETWEEN TIME DOMAIN AND
FREQUENCY DOMAIN INFORMATION

Three major groups of events which are not under our control and affect the system
performance are:

1. variations in the process parameters and dynamics,

2. disturbances,

3. sensor noise.
A desired performance specification for any CLS includes specifications regarding

1. stability,
2. response quality (transient and steady state),

3. robustness of stability and response quality despite real-world imperfections, that is
variations in the process dynamics, disturbances, and sensor noise.

The stability of CLS requires that all of the CLS poles be in the left half of the
s-plane (LHP). If a certain degree of relative stability is required, then we can further
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impose conditions that CLS poles must have a real part smaller than a negative real value
Re(p;) <0 or -—a (2.107)
or in the frequency domain it can be specified in terms of gain and phase margins,
GM > GM,;,, PM > PM_;, (2.108)

The response quality is generally divided into two groups: transient response and
steady-state response. The transient response is generally specified as the step response.
The step response is quantified using percent overshoot, settling time, and rise time spec-
ifications: (PO%, t,t.). For a second-order closed loop system, the PO% and t, uniquely
determine the closed loop system poles with damping ratio () and natural frequency (w,):

Pip = —éw, £jV1 = &w, (2.109)
4.0

t, = ——; 2.110

S éwn ( )

PO = 7/VI=&,  fr0<E< 1.0 (2.111)

In the frequency domain, the cross-over frequency (w,,) of the loop transfer function and
bandwidth (wy,,) of the closed loop transfer function, along with the phase margin of the
loop transfer function, correlate well with the transient response. Cross-over frequency is
defined for the loop transfer function where the magnitude of the loop transfer function
is 1 (or 0 dB). Bandwidth frequency is defined for the closed loop transfer function where
the magnitude is 0.707 or (=3 dB). Bandwidth closely relates to the speed of response (z,),
and phase margin (PM) is closely related to the damping ratio. For a second-order closed
loop system as shown in Figure 2.38, it can be shown [6] that

PM = tan™! 26 (2.112)
V1 +42 —2¢2

~ 100¢& for £ <0.6 (2.113)
Wep = \/—252 + V42 + 1wy w=wgar|[GGw)| = 1.0 (2.114)
:201log;o |G(Giw)| = 0.0 dB (2.115)

W = Wy - \/(1 2+ /e - 12 +1 (2.116)
oW = wyy at |GGw) /(1 + G(iw))| = 0.707 (2.117)
:201og,o |GGiw)/(1 + G(jw))| = =3 dB (2.118)

wp =wp,V1-2- E2; where |G(jw)/(1 + G(jw))| is maximum (2.119)

sw=w, at %(lG(}’w)/(l + G@Gw))|) = 0.0 (2.120)

; for0 < € <0.707 (2.121)

M, = max |G(jw)/(1 + G(jw))| (2.122)
S S ; for0 < € <£0.707 (2.123)

260/1-&2
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where settling time £, is defined as the time it takes for the step response to settle within
2% of the commanded signal, PO is the maximum percent overshoot of the step response.

Bode plot of the closed loop transfer function, along with some transient response related
In general, it can be shown that w,, < w, <2 - w,.

FIGURE 2.38: Second-order linear system: Bode plot of the loop transfer function and the
performance measures.

A Bode plot of the loop transfer function and closed loop transfer function of a
second-order system can be generated for specific values of the parameters ¢ and w,, as

shown in Figure 2.38.

Loop tranfer function
% Closed loop transfer function
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The typical desired gain margin and phase margins are; GM
30° to 60°. For any stable minimum phase system, G(s), (a dynamic system whose zeros

and poles are on the LHP), the phase of G(jw) is uniquely related to the magnitude of G(jw).

The approximate phase is the slope of the magnitude curve (n, slope of magnitude curve)

times 90° at any frequency,

(2.124)

2G(w) = + nx90°

—1, that is the slope

of the magnitude curve is —20 dB/decade, then ZG(jw,,) & —90°, and hence the PM = 90°.

Therefore, around cross-over frequency, w = w,, |G(jw)| = 1, if n

If n = -2, 2G(jw,) =~ 180° and the PM = 0. Therefore, the slope of the magnitude curve
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FIGURE 2.39: Correlation between the time domain steady-state response and frequency
response (Bode plot) characteristics.

on the Bode plot should have about —20 dB/decade slope around the cross-over frequency
so that the the system has about 90° phase margin.

The steady-state response is specified in terms of the steady-state error of the CLS
in response to three standard test command signals: step, ramp, and parabolic signals. It
can be shown that the steady-state error in response to step, ramp, and parabolic command
signals are defined as

1

Cstep(®0) = T Kp;Kp = lim D(s)G(s) (2.125)
Cramp(00) = KL;KV = lim sD(s)G(s) (2.126)
v s—0
1 .
Cparaboric( ) = =3 Ky = lim s2D(s)G(s) (2.127)

a
The error constants K,, K, K, can be directly determined from the asymptotic behav-
ior of the frequency response plots using Bode or Nyquist plots (Figure 2.39). Let us consider
a frequency response equation in the following form

1+j 1+j
GGiw) = K — (N JW(zl)( JW/.Zz) (2.128)
GWN (A +jw/p)(d +jw/p))...
Clearly, if we would like to estimate the low frequency gain in order to get the error
constants, let w — 0 and the frequency response can be approximated as

K
Giw)N

G(jw) ~ (2.129)

° IfN=0,thenKp =K.
e If N =1, then |G(jw)| = K/|jw| = 1 or K, = w| where 20 log |G(jw)|W:W] =0dB.

e Similarly, If N =2, then |G(jw)| =1, then, K, = w% where w, is such that
201log |G(jw)|W:W2 =0.
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The type of the loop transfer function can also be immediately determined from the slope
of the magnitude curve as frequency goes to zero or from the phase plot at low frequencies.

The robustness specification deals with the sensitivity of the system. The most impor-
tant advantage of feedback control over open loop control is that the feedback improves
the robustness of the system performance against the variations in process dynamics and
disturbances. The closed loop system should not only be stable and have good response
quality for the nominal parameters of the operating conditions, but also should stay stable
and have good response quality despite the real-world imperfections.

In summary, the correlation between the time-domain specifications and frequency
domain behavior is as follows

e Good stability means a large gain margin and phase margin. In order to have a rea-
sonably good P.M., the slope of the magnitude curve should be about —20 dB/decade
around the cross-over frequency.

e Larger loop gain at low frequencies results in lower steady-state errors, and good
disturbance rejection against low frequency disturbances.

e Low loop gain and a fast decaying rate at the high frequency region increase the
ability to reject the effect of high frequency noise.

Overall, the stability, steady-state error, and robustness characteristics of a CLS is well
represented in the frequency response of the loop transfer function, whereas the transient
response is not represented with the same accuracy. The s-domain pole-zero representation
of a CLS correlates to the transient response behavior well, but does not give information
about disturbance and sensor noise rejection ability. Therefore, frequency response (i.e.,
Bode plots) and s-domain methods (i.e., root locus method) complement each other in
the graphical information they display regarding the control system characteristics (i.e.,
transient and steady-state response).

BASIC FEEDBACK CONTROL TYPES

Figure 2.40 shows the three basic feedback control actions: proportional, integral, and
derivative control actions. Figure 2.41 shows the input—output behavior of these control
types. In practical terms, proportional control action is generated based on the current
error, the integral control action is generated based on the past error, and the derivative
control action is generated based on the anticipated future error. The integral of the error
can be interpreted as the past information about it. The derivative of the error can be
interpreted as as a measure of future error to come. Assume that the error signal entering
the control blocks has a trapeziodal form. The control actions generated by the proportional,
integral, and derivative actions are shown in Figure 2.41. Proportional - integral - derivative
(PID) control has control decision blocks which take into account the past, current, and
future error. In a way, it covers all the history of error. Therefore, most practical feedback
controllers are either a form of the PID controller or have the properties of a PID controller.

The block diagram of a textbook standard PID controller is shown in Figure 2.42. The
control algorithm can be expressed in both the continuous (analog) time domain (which
can be implemented using op-amps) and in the discrete (digital) time domain (which can be
implemented using a digital computer in software). At any given time ¢, the control signal
u(t) is determined as function,

t
u() = Kye(t) + Ky / e(r)dt + Kpe(r) (2.130)
0
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Proportional control (P)

’ + e K u ult) = er(t)
——
g P D) = MO
p
e(s)
y
Integral control (I)
1
r + e KIJ' u u(t) = K, Ioe(r)df
_ Dis) = u(s) _ ﬁ
e(s) N
y
Derivative control (D)
_to—el g d) L u w0 = Ky tetn)
_ bdr dt
Dis) = " ks
e(s)
}7
FIGURE 2.40: Basic feedback control actions: proportional control, integral control, derivative
control.
D) ——>
e(0) 4 u(f) 4 “Present error”
K e,
P
eo_
— Kp —
1 ' i
y “Pasterror”
1 KA}
A 1
K v
U | |
S I |
f 12 I3 L I, I3
i
| “Future error”
Kya —|
d' 'y — Kys — B
1 : : K. bF I—I
“Ap
L 15 I3 4

FIGURE 2.41: lllustration of the input-output behavior of basic feedback control actions:
proportional, integral, derivative control.
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PID controler
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FIGURE 2.42: Block diagram of the standard PID controller.

which shows that the control signal is function of the error between the commanded and
measured output signals, e(?) at time ¢, as well as the derivative of the error signal é(¢) and
the integral of the error signal since the control loop is enabled (¢t = 0), /Ot e(r)dr.

The discrete time approximation of the PID control algorithm can be implemented by
finite difference approximation to the derivative and integral functions. In digital implemen-
tation, the control signal can be updated at periodic intervals, T, also called the sampling
period. The control is updated at integer multiples of the sampling period. The value of the
signal is kept constant between each update period. At any update instant &, time is ¢ = kT,
and the previous update instantis t — T = kT — T, the next update instant is = kT + T and
so on, the control signal can be expressed as u(t) = u(kT),

(e(kT) — e(kT — T))

u(kT) = K,, - e(kT) + Ky - uy(kT) + Kp T ) (2.131)

where
uy(kT) = uy(kT —T) + e(kT) - T (2.132)
u;(0) = 0.0;  at the initialization (2.133)

Let us take the Laplace transform of the continuous time domain (analog) version of
the PID control and analyze its effect on a controlled system. Basically, the same results
apply for the discrete time version (digital implementation) provided the sampling period is
short enough (high sampling frequency) relative to the bandwidth of the closed loop system.

u(s) = (kp YL KDs> e(s) (2.134)
S
D(s) = K, + K1~ + Kps (2.135)
S
1
= K, <1+§+TDS> (2.136)
KP

Consider a second order mass-force system to study its behavior under various forms of
PID control (Figure 2.43).

mi(t) = f(t) — fa(®)
i) = L0 - 11,00
m m
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§ x() J

3

1) — :
L m 4——— Disturbance force : f4(t)

4 —— (i.e. wind force)
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FIGURE 2.43: Mass-force system model (a) model components, (b) block diagram.

X(1) = u(®) — wy(t)
szx(s) = u(s) — wy(s)

1 1
x(s) = S—zu(s) - S—zwd(s)

2.12.1 Proportional Control

Let us consider the input and output relationship, and do not consider disturbance for the
purpose of studying proportional control properties only (Figure 2.44),

) 1

u(s) 52

KP
O O
2p
VKF
Xy(1) X(1) A -—
20 F=pN- R
1.0 10 Ff-\-f--\---

FIGURE 2.44: Mass—force system with position feedback control and its step response.
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If the control action u(f) is decided upon by a proportional control based on the error
between the desired position, x,4(¢) and the actual measured position, x(z),

u(t) = K, (xq(t) — x(1))
u(s) = Ky (xq(s) — x(s))

CLS transfer function from the commanded position to the actual position under the
proportional control is

K,

s2+Kp

x(s) = xq(s)

The proportional control alone on a mass-force system is equivalent to adding a spring
to the system where the spring constant is equal to the proportional feedback gain, K,
(Figure 2.44). The response of this system to a commanded step change in position is
shown in Figure 2.44. Figure 2.46a shows the CLS root locus as K, varies from zero to
infinity. The steady-state error due to constant disturbance is

1o

X(s) = -+ F 2.144

($) === YK a(s) (2.144)

fim x(r) = lim sX(s) = — - (2.145)
t—oo s—0 m Kp

2.12.2 Derivative Control

Let us consider only the derivative control on the same mass-force system. Assume that
the control is proportional to the derivative of position which means proportional to the
velocity,

u(t) = —Kpx
u(s) = —Kpsx(s)
s2x(s) = —Kpsx(s)
s(s + Kp)x(s) =0

If we consider disturbance in the model, the transfer function from the disturbance (i.e.,
wind force) to the position of the mass can be determined as

mx = f(1) — f4(1)
X =u(t) —wy()
s(s + Kp)x(s) = —wy(s)

S
x(s) = R KD)( wq(s))

Let us consider the case that the disturbance is a constant step function, wy = é and the
resultant response is

1
s s(s + Kp)
_a a4 asz
T2 s (s+Kp)

x(s) = —
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where
—_1; 2 _
a; = ll—% s7x(s) = e (2.146)
a, = lim i[s%c(s)] =L (2.147)
s—0 ds [(]2)

. 1

a = ll{r]l{D (s + Kp) x(s) = —K—% (2.148)
] 1 1 _K t

xX()=—— 1+ — - 1(t) = — - e o (2.149)

2 2

Kp Ky D

The position of mass under the derivative control due to a constant disturbance force is

x(t) = Kit - %l(t) + %e‘KD‘
D KD KD
In steady state,

1

() = —— 2.150
X(1) Xy ( )
Since i4(#) = 0.0 (desired velocity is zero), the error in steady-state
e(t) = xy(t) —x(t) = L (2.151)
Kp

which means that in steady state, the velocity error due to a step input constant force
disturbance will result in constant velocity of the mass, even though the desired velocity is
zero. The velocity error is inversely proportional to the velocity feedback gain.

This example shows that the derivative feedback control alone would not be able
to reject a constant disturbance acting on a second-order mass—force system. Derivative
feedback introduces damping into the closed loop system poles (Figure 2.45) and increases
the stability margin.

2.12.3 Integral Control

Now let’s consider the case where the control action is based on the integral of position
error,

t
u(t) = KI/ [x4(7) — x(7)]d7
0

KI
u(s) = ?[xd(S) —x(s)]

Substituting this into mass-force model

2 K
s7x(s) = u(s) = T[xd(s) - x(s)]

$3x(s) + Kx(s) = Kyxy(s)
(> + KpDx(s) = Kyxy(s)
The closed loop system poles are given by (Figure 2.46);
1
Ay(s) =1 +K1_3
s

Figure 2.46b shows the locus of CLS poles for various values of K] as it takes on
values from 0 to co. The integral control alone would result in an unstable mass-force
system. It tends to destabilize the system. However, the main purpose of integral control
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FIGURE 2.45: Mass force system under velocity feedback control, and response to a constant
disturbance.

is to reject the disturbances and reduce the steady-state error, as will be shown in the next
section.

2.12.4 PI Control

Let us consider the mass-force system under a proportional plus integral (PI) control. The
control algorithm is

t
u(r) = Kp(xg(1) — x(1)) + Ky /0 (xq(7) = x(7))dt
and its Laplace transform is
u(s) = Ky (xq(s) — x(s)) + Klé(xd(S) — x(s))
K
= (Kp + T) (xq(s) — x(s))

Let’s take the Laplace transform of the mass-force system and substitute the PI controller
for u(s)

X =u()—wy(t)

2 K;
sx(s) = u(s) — wy(s) = <Kp + T) (xq(s) — x(5)) — wy(s)
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FIGURE 2.46: Locus of the poles of the system under P, |, Pl, and PD control (closed loop
system poles) as the gain increases from zero to infinity.
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After a few algebraic manipulations, the transfer function between position, desired posi-
tion, and disturbance force is found as

Kys + K

x(s) = 5—————x4(5) —

wy(s
3+ K5+ K als)

s
s34+ Kys + K

Consider the case that the commanded position is zero, x4(f) = 0 and there is a constant

step disturbance, wy(s) = % Any non-zero response due to the disturbance would be an
error.

If Ay (s) = s + K5 + K has stable roots, the response of the system will be zero despite
a constant disturbance.
Using the final value theorem,

lim e(?) = ey (c0) = lim se(s)
t—00 o s—=0
. 1
=lims———
=0 53 + Kps + K|
e (c0) =0

The steady-state error due to a constant disturbance is zero under the PI type control. If
there is no integral control action, K7 = 0, the steady-state error would have been

s 1
e(s) = —
s(s=+K,) s
lim se(s) = L - #0
5—0 s2+K, K,

Therefore it is clear that it is the integral of position error used in feedback control which
enables the control system to reject the constant disturbance and keep x(f) = x4(¢) in steady
state. The transient response to a step command change in desired position under no
disturbance condition,

xq(®) = 1(0)
Kys + K;
Ms) = 3+ Kps + K; %)

The closed loop system has a zero at
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and three poles at the roots of the following equation,

s +K,s+K =0

PR (U B
53 g K, -

LS
S+K_p

=0
3

1+K

Py

Let us study the locus of the roots of this equation for various values of K, K}

(Figure 2.46c). Closed loop system dominant poles are such that one of them is on the

negative real axis, but the other two have positive real parts, limited to %%, and are
p

unstable. If we want to stabilize the system, we must introduce more damping using

derivative (D) control, which is considered next. The pure mass-force system is unstable

under a PI controller for any positive values of the PI gains (K, Kj). Many real systems

have some inherent damping in open loop. In other words, the loop force-position transfer

function is - (Yi 5 instead of %2 If the open loop damping is large enough, the closed loop

system under PI control would be stable for a finite range of K,, Ky gains. That is the reason
why many physical second-order systems are stable and well controlled by a PI controller
alone, without the derivative control action.

2.12.5 PD Control

Now, we will consider the characteristics of the mass-force of a system under proportional
plus derivative (PD) control. The PD control algorithm is given by,

u(t) = K, (xq(t) — x(1)) — Kpi()
u(s) = Kp(xd(s) — x(s)) — Kpi(s)
Substituting this into the mass-force model,
szx(s) = u(s) — wy(s)
(s> + Kps + K)x(s) = Kpxg(s) — wy(s)

We will consider the dominant response to a step command in the desired position, and the
steady-state response to a constant disturbance.
(i) Transient response in the s-domain

(s) i (1/9)
X(5) = S
KP

S2 +KDS+

and the time domain response is found by taking the inverse Laplace transform,

1 .
x(t) =1 —e ' ————sin(V1 — Ew,t + P)
Vi-&

where
_ 2
KP = o,
KD = 250)1,1

¢ = tan~! <1—_§2>
¢
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Since PD control gains determine the natural frequency and the damping ratio of the closed
loop system, PD control can be efficient in shaping transient response.

Figures 2.46d and 2.46e show the closed loop system pole locations as K, varies
from zero to infinity. The poles of the closed loop transfer function can be expressed as

Ayy(s) = s+ Kps+ K, =0 (2.152)
(Kp/K.)s+ 1
=1+ K =0 (2.153)
)
1
=1+K— =0 2.154
+ ps(s+KD) ( )

If we sketch the root locus, it is clear that the closed loop poles will always be stable for any
positive values of K,,, Kp, (Figure 2.46d). If we plot the root locus for a constant value of
Kp/K, as K, varies from zero to infinity, we have the root locus as shown in Figure 2.46d.
If we plot the root locus of the last form of the equation for a given constant value of Kp
as K, varies from zero to infinity, we have the root locus shown in Figure 2.46e. Although
the shape of the root locuses are different for the same closed loop system in question, the
Figure 2.46d is a root locus as both K, and Ky, vary such that Ky, / K, is constant, whereas
Figure 2.46e is a root locus as Ky, varies for a constant K;,. For a given value of K, Kp,
both root locuses predict the same closed loop root locations, as they should.

(ii) Zero command, constant step disturbance case - x5 = 0; wy # 0; wy(s) = % The
response due to step disturbance is given by

1 1
s2+Kps+K, s

1 1

s2+Kps+K, s

x(s) =
x(s) = e(s) = —

Any non-zero response due to the disturbance is indeed an error. The magnitude of the error
under PD control is

lim e(?) = lim s(s)
t—oo s—0

. 1 1
=lim(-§)————
=0 52+ Kps+K,
- L
KP

Therefore, the PD control alone cannot provide zero steady-state error in the presence of
constant disturbance.

2.12.6 PID Control

PID control is basically a PD control plus PI control. It combines the capabilities of PD
and PI control. PD control is primarily used to shape transient response and stabilize the
system. The D (derivative) action introduces damping into the closed loop system. If the
steady-state error is constant, hence its derivative is zero, the derivative action has no
influence on the steady-state response. PI control is used to reduce the steady state error
and improve disturbance rejection capability. Almost all practical controllers exhibit the
features of PID control. They have control action components which deal with the present
error (proportional — P control), past error using the integral of error (integral — I control),
and the future error using the anticipatory nature of derivative (D-control). There are many
different implementations of PID control. One possible implementation of PID control is
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shown below. In this implementation, the derivative action is only applied to the feedback
signal, not on the error. Sometimes, this may be preferable if the command signal has jump
discontiniuties such as step changes.

t
u(t) = Kp(xq(1) — x(1)) + KI(,/O (xq(7) = x(1))dtr — Kpi(t)
K
u(s) = Kp(xq(s) — x(s)) + Tl(xd(s) — x(5)) — Kpsx(s)

K LS
=—-|K,+ 5 + Kps | x(s) + | K, + s xq(s)
If we use the PID controller for position control of the mass-force system,

52x(s) = u(s) — wy(s)

2 K; K
s°+ Kp + 5 + Kps x(s) = Kp + 5 x4(8) —wy(s)
(s* + Kps® + K,s + Kx(s) = (K, + Kp)xg(s) — sw(s)
The closed loop system transfer function for the mass-force system under the PID control
is
(Kps +Kp) s

x(s) = xq(s) —
(3 +Kps2 +Kys+K) 0 (83 + Kps? + Kys + K))

wa(s)

Let us consider the behavior of this system for two different conditions: (i) commanded
input is zero, but there is a constant unit magnitude disturbance, x4(¢) = 0; wy(f) = 1(¢),
(i1) there is a unit magnitude step command, but no disturbance, x4(f) = 1(¢); wy(z) = 0.

(1) x4() = 0.0; wy(f) = 1(#): The non-zero response due to disturbance is an unwanted
response and can be considered an error,

x(t) = e(t)
x(s) = e(s)

s 1
GEY Kys+Kp) s

In steady state, the position of the mass-force system under the PID control

s
(3 +K s2+Ks+K)_O
D p 1

lim x(7) = limx(s) = —
t—00 s—0

is zero as commanded despite the constant magnitude disturbance force, If there is no
integral action, K} = 0, the response is

e(0) = KL
P

finite and inversely proportional to the proportional feedback gain. Notice the importance
of the integral (I) action in rejecting the disturbance. The integral action makes the system
type I with respect to the disturbance entering the system after the controller block.

(ii), x4(t) = 1(#); wq(t) = O: Let us study the step response of the system when there
is no disturbance,

xq(t) = 1(r);  step function
Kps + K; 1

x(s) = -
(53 + Kps? + Kys+Kyp) s
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The PID controller can be designed as a cascade of PD and PI controllers. Design PD
control first to set the shape of the transient response, then design the PI control to shape the
steady-state response. The PD control introduces a zero to the open and closed loop transfer
function. Therefore, it has a tendency to pull the root locus to the left side of s-plane, and
hence has a stabilizing effect on the closed loop system. PI control introduces a zero close
to the origin and a pole at the origin. Generally, the PI controller zero is placed closer to the
origin relative to the other poles and zeros of the system. The result of placing the zero of
PI control closer to the pole at the origin is that it will not influence the transient response
much, which was shaped by the PD control, but will still increase the type of the loop
transfer function by one. Therefore, the PI controller primarily influences the steady-state
error. The resultant PID control parameters as a function of PI and PD controller parameters
can be found as follows,

D(s) = K, <1 + Tis + TDS>
I

o 1 ;

= Kp <l + E) (1 +TDS)
where

K, = K;(l +T5/T))

T, =T +Tp,

Tp = (T} TH) /(T + T()

Understanding the PID control components in terms of their frequency domain rep-

resentation is useful. Figure 2.47 shows the Bode plots of the P, D, I, PD, PI, and PID
controllers. The Bode plot is obtained by replacing s = jw in the transfer function, and

plotting the magnitude and the phase of the transfer function as a function of frequency in
logarithmic scale.

D(Gw) = D(9)|s=jw (2.155)

= |DGw)| - el (2.156)

= [(Re(D(w)))* + (Im(DGw)))*1'/? (2.157)

. el tan™ (Im(D(w))/Re(D(jw))) (2.158)

IDGiw)| = [(Re(D(w)))* + (Im(D(jw)))*]'/* (2.159)
2010g,o |DGW)| = 201og,o([(Re(D(iw)))? + (Im(D(jw)))*1'/?) (2.160)
w = tan"! % (2.161)

The following MATLAB® code generates the Bode plots of various PID controllers versions
for the gains Kp =10.0,K; =1.0,K; = 1.0,

Kp = 10.0 ;

Kd = 1.0 ;

Ki = 1.0 ;

numl=[Kp] ; denl=[1] ; % P- control
num2=[Kd 0]; den2 = [1]; % D-control
num3=[Ki]; den3=[1 0]; % I - control

num4=[Kd Kp]; den4d = [1]; % PD - control

num5=[Kp Ki]; den5=[1 0]; % PI - control

numb=[ (Kp*Kd) (Kp*Kp+Ki*Kd) Ki*Kp]; den6=[1 0]; % PID =
PD * PI - control
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figure(1l); bode(numl,denl); title(’P control:
D(s) = Kp = 10.0’); grid on;
figure(2); bode(num2,den2); title(’D control:
D(s) = Kd s = 1.0 s’); grid on;
figure(3); bode(num3,den3); title(’I control:
D(s) = Ki/s = 1.0/s’);grid on;
figure(4); bode(num4,dend); title(’PD control:

D(s) = Kp+Kd s = 10.0+1.0 s’);grid on;
figure(5); bode(num5,den5); title(’PI control:
D(s) = Kp+Ki/s = 10.0+1.0/s’); grid on;

figure(6); bode(num6,den6); title(’PID :D(s)=(Kp+Kds)
(Kp+Ki/s)=(10.0+1.0s)(10+1.0/s)’);grid on;

Using frequency domain methods, the PID controller gains can be selected to shape
the Bode plots (frequency response) of the controller in order to give the desired shape
to the combined Bode plot of the controlled process and the controller. The desired shape
of the combined Bode plot, that is the frequency response of the loop transfer function
including the controller and the process, is primarily characterized by

1. stability: the gain margin (the magnitude of the plot at the frequency when the phase
is —180°), the phase margin (the difference of the phase of the frequency response
from the —180° at the frequency that the magnitude crosses 0 dB), i.e., if the phase
of the frequency response at that frequency is —150°, the phase margin is +30°),

2. speed of response (bandwidth): cross-over frequency (the frequency at which the
magnitude plot crosses 0 dB) which determines the speed of response (bandwidth)
of the closed loop system,

3. steady-state response and disturbance rejection: gain of the loop transfer function
at the low frequency range (the higher the low frequency gain is, the smaller the
steady-state error and the better the disturbance rejection against low frequency
disturbances),

4. noise rejection: gain of the loop transfer function at the high frequency range should
be low in order to reject high frequency noise.

2.12.7 Practical Implementation Issues of PID Control

Anti-Windup Integral Control When integral control is used in a control system
which has actuator saturation, the integral control can very adversely affect the transient
response and the stability of the closed loop system. Almost all practical control systems
have actuators with saturation. All physical actuation components have limits on the output
they can provide, that is a valve can be fully open, an electric motor can provide a known
maximum torque or force, an amplifier output voltage would be limited to a maximum
supply voltage. When an actuator saturates, the control output no longer changes, effectively
rendering an open loop control system. During that time, if the error sign does not change,
the output of the integrator continues to increase even though the actuator is saturated.
When the error sign changes, and the control signal sign should change, the integral control
component may prevent that due to its large contribution to the control signal that is a
result of the “accumulation” (integral) of the past errors. This is called integrator windup. It
results in poor transient response and possibly in stability problems. The solution is then to
add a component that will have an anti-windup function on the integrator. In digital control,
the easiest and most common method of implementing the integrator anti-windup is to stop
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PID control with integrator anti-windup
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FIGURE 2.48: PID controller with integrator anti-windup.

executing the integral term whenever the actuator saturates. The following code segment
shows an example of a digital PID control with integrator anti-windup.

% PID Control with Intergator Anti-windup: Version 1

% T is sampling period.
% K_p, K_d, K_i are PID gains,
% e and edot are error signal and its time derivative

if abs(u_c) < u_max

ui=mugdi+ (K i *e) =T ;
elseif abs(u_c) >= u_max

u i = u_ i ;
endif

uc=Kp*e+ Kd* edot + u_i ;

This means that during the actuator saturation, the integration function of the controller is
turned off.
Let the parameters of the control system shown in Figure 2.48 be as follows:

G(s)=1/s* (2.162)
Umax = £2 (2.163)
K, =10.0,Kp = 3.0,K; = 2.0 (2.164)

and the commanded position is a unit step change function starting at time # = 0.5 s. The
simulation results for commanded position, actual position, total control signal, and integral
action control signal are shown for PID control alone and PID control with integrator anti-
windup. It is clear that the anti-windup implementation of stopping the integral operation
as soon as the actuator saturates improves the transient response (Figure 2.49).

Derivative Control The derivative control takes the derivative of the input signal
(i.e., error signal) and multiplies it with a gain. The derivative control has the advantage of
adding damping to the system, hence increasing its stability. However, it also amplifies the
high frequency noise content in the signal. Therefore, if the signal has high frequency noise
content, instead of pure derivative control an approximation to it with a low pass filter in
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series should be implemented. In other words, the derivative control may be modified as

uy(s) = Kp se(s) (2.165)
uy(t) = Kp - dz(; ) (2.166)

which should be modified to reduce its high frequency gain, and hence reduce the noise
amplification of it,

1
Md(S) = KD N m e(s) (2167)
dug(t) de(t)
(Kp/N)» — = = —ug(®) + Kp - — (2.168)

The modified derivative gain implementation basically adds a low pass filter to the pure
derivative control. The cross-over frequency of the low pass filter should be selected as high
as possible so as not to significantly change the derivative function, but also low enough
not to amplify high frequency noise. The two versions of the derivative control can be
compared in terms of their effect on the loop transfer function by considering their added
pole-zero on the s-plane and their Bode plots in the frequency domain (Figure 2.50). The

Im (S) A Im (Y) A
Kps Kps
(KD/]V)S +1
D > D >
Re (s) —N/KD Re (5)
(a)
Bode diagram: Kd s , Kd=1 Bode diagram: Kd s/((Kd/N)s + 1)
;Kd=1, N=10

40 40

~ 20 ~ 20
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FIGURE 2.50: A practical implementation of “Derivative” control in order to reduce its high
frequency noise amplification: (a) pole-zero structure in s-plane, (b) Bode plots.
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pure derivative control adds a zero at the origin, whereas the modified derivative control
adds a zero at the origin and a pole on the negative real axis to the loop transfer function.
Similarly, the Bode plot of pure derivative control has a gain that increases to infinity as
the frequency increases to infinity. Whereas, the gain of the modified derivative control has
a finite gain as frequency goes to infinity (Figure 2.49). The MATLAB® code segment to
obtain the Bode plots of the pure derivative control and derivative with a first-order pole
control is given below.

Kd= 1.0 ;

N = 10.0 ;

numl = [Kd 0] ; denl = [1] ; sysl=tf(numl,denl) ; % Kds
num2 = [Kd 0] ; den2 = [Kd/N 1] ; sys2=tf(num2,den2) ; % 1/s
figure(l) ; grid on; % Bode Plots

subplot(1,2,1) ; bode(sysl); grid on;
subplot(1,2,2) ; bode(sys2); grid on;

The high frequency gain of the modified derivative control can be made almost zero
by adding a second first-order low pass filter in series with the first one.

1 1
(Kp/NpDs+ 1 (Kp/Nps + 1

ug(s) =Kp s - -e(s) (2.169)

Another way to implement a practical PD (proportional and derivative) control is to
implement it as a phase-lead compensator, that is

u(s) = (Kps + K,) - e(s) (2.170)
_ (Kps+Ky) 11
M(S) = m . €(S) ( 17 )

where the last equation is an approximation to a PD control. This type of filter is called a
phase-lead filter since for 7y < (Kp/Kp), thatis Ty = 0.1 - (Kp/K,,), the phase of the filter
is positive, which is why it is called a phase-lead filter.

Another common modification to derivative control is to use it only on the feedback
signal (output sensor signal) instead of the error signal if the command signal has disconti-
nuities, that is step changes in the command signal where the derivative at the discontinuity
is infinite. With this modification, the transient response of the system is improved due to
avoided discontinuous and large variations in the control signal, such as

e(s) = r(s) — y(s) (2.172)

ug(s) = Kp s - - (=y(s)) (2.173)

1
(Kp/N)s + 1

Other Practical Variations of PID Control Figure 2.51 shows variations of
the PID control algorithm in real-world applications. However, it should be noted that all of
these variations are not necessarily implemented in one given application. So far, we have
discussed the P-I-D (proportional, integral, and derivative) gains of the PID controller. In
addition we also discussed the integral anti-windup to deal with actuator saturation, and a
more practical application of derivative control to reduce effects of noise in the error signal.
In this figure we illustrate the following practical modifications to the PID controller.

1. Velocity and acceleration feedforward terms are used to improve the transient
response. The velocity feedforward term (K,¢) helps improve the overshoot and
raise time by effectively commanding a larger control signal before the velocity error
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on error entering the
servo loop

control
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compensation =d/dt

f(g)= “mg Sin6”

FIGURE 2.51: Practical implementation and various modifications of PID control algorithm:
(i) velocity and acceleration feedforward, (ii) deadband and limit on error passed on to the
servo loop, (iii) enable/disable integral action, (iv) friction compensation, (v) gravity
compensation, (vi) notch filters, (vii) control signal limit.

gets large. The acceleration feedforward (K,;) term approximately tries to cancel or
reduce the inertial effects on the dynamic response.

2. Deadband, applied on the error that is allowed to enter into the servo control loop, is
sometimes useful in some applications, when a certain amount of error is acceptable
and it is more important to hold the output steady instead of trying to achieve perfect
zero error. Similarly, limiting the maximum value of the error passed on to the servo
loop that is multiplied with the PID gains further might improve transient response
and reduce overshoot.

3. In some cases, integral control maybe completely enabled or disabled. For instance,
we may disable the integral control while in transient response phase, that is derivative
of the command signal is not zero, and then enable it in steady-state condition when
derivative of command signal is zero. In motion control applications, if the closed
loop control variable is the position, then the derivative of the command signal is the
commanded velocity.

if ( (dot_theta_cmd) != 0)
Ki = 0.0
else
Ki = Ki_original
end
ui=mugdi+ K i* e * T _sampling

4. Friction is acommon problem in motion control systems. If the friction force/torque is
known approximately as a function of speed and/or position, it can be compensated for
in the feedforward or feedback path. Compensating in feedforward is more reliable
in terms of stability. Compensating in the feedback block may lead to instability
due to the stick-slip type discontinuous nature and variations in the actual friction
conditions.
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. Gravitational load can be compensated for as a function of the measured position

and inertia of the of the controlled axis. In nonlinear mechanisms and varying load
conditions, a conservative value of effective inertia may be used or a more detailed
inertia estimation algorithm may be used to support this control function.

. Notch filters are used to reduce the likelihood of exciting the structural resonance

frequencies of the controlled sytem by minimizing the frequency content of the
control signal in the vicinity of the resonant frequencies. If there is only one resonant
frequency, then only a single second-order digital Notch filter would be sufficient.
If there are multiple resonant frequencies of concern, then multiple Notch filters in
series should be used.

. Finally, the output magnitude of the control signal to the amplifier may be limited

at the controller level by a saturation function. In some cases, the maximum and
minimum values of the control signal may need to be different, that is the absolute
value of maximum and minimum values do not have to be same (i.e., u =10.0
and u;, = —5.0).

max

. Other practical aspects of PID control implementation are at the higher (supervisory)

level where an algorithm would set the maximum and minimum allowed limits on
the commanded position, commanded velocity, commanded acceleration, following
error to send a warning message to the user, following error to stop the closed loop
control (fatal error). The command signals would not be allowed to exceed these
limits. In addition, the maximum output control signal (#,,,) and root-mean-square
value (ugys) value of the output signal can be monitored to protect the amplifier and
actuator from overheating. If these values are exceeded, the control logic may reduce
the control signal and/or send a warning signal to the user or shut-down the closed
loop control algorithm as a fault condition (i.e., when the maximum control signal
level is exceeded or the RMS control signal level is exceeded).

2.12.8 Time Delay in Control Systems

Time delay is a common problem in control systems. It typically occurs due to transport
delay or actuator response delay. A pure time delay example is in a fluid or thermal control
system. Consider a system where fluid moves with speed V, an actuator (heater) adds heat
at some location, and the measurement of the temperature is taken at some downstream
location at a distance / from where the actuator is located. Clearly, any effect of the actuator

action will be measured only after a time delay of #; = —.

l

Pure time delay can be represented mathematically as follows (Figure 2.52),

() = uy ( — 1) (2.174)
u,(s) u,(s)
) elas >
u (1) u,(1)
A
A R
1
|
1 5
_;—> t tol I Tt
o R FIGURE 2.52: Time delay in control

d systems: pure time delay.
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r(s) , 1 v
—> K e

Y
Y

(s+a)

FIGURE 2.53: A closed loop control system with a process which has pure time delay.

which states that the u, () is simply #4 time period delayed version of u (). Let the Laplace
transform of u,(¢) be U,(s), and the Laplace transform of u,(#) be U,(s); it can be easily
shown from the application of Laplace transform equation that

L{uy(6)} = L{u;(t — 1)} (2.175)
=% U, (s) (2.176)
Uys) s

which shows that the transfer function of pure time delay is e~'a* where t is the magnitude
of the time delay.

Consider the closed loop control system shown in Figure 2.53. When 4 = 0.0, there
is no time delay in the loop. The closed loop transfer function is

Y(s) Ke™1as

R(s) (s+a)+Ke s (2.178)

and the closed loop system characteristic equation which determines the closed loop pole
locations is

Ay(s) =(s+a)+Ke"* =0 (2.179)
o1as

_1+KEE —0 (2.180)
s+a

Figure 2.54 shows the root locus of the closed loop system poles for 74 = 0.0, and two
different approximations to the pure time delay: one with a first-order filter and one with a
second-order filter,

e tds%; Approximation 1 (2.181)
1

ey ————: Approximation 2 2.182

g+ 12 P (2.182)

Clearly, the time delay approximations show that it has destabilizing effect on the closed
loop pole locations. When the time delay does not exist (¢; = 0.0), the closed loop system
is stable for all values of K : 0 — o0. When a two-pole filter approximation is made to
a non-zero time delay, the closed loop system is stable only for the range K : 0 — K*,
where

1 1

K 1+K'——————— =0.0 (2.183)
(tgs+1)2s+a

|S=jW

and unstable for K > K*.
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FIGURE 2.54: Root locus of the closed loop system poles for (a) no time delay (ty = 0.0), and
(b) and (c) two different approximations to the pure time delay (ty # 0.0): one with a first-order
filter and one with a second-order filter, and (d) pure time delay accurately taken into account
without approximation.

A more detailed analysis of the root locus without approximation to the time delay
shows that the closed loop root locus would have infinite number of branches and all of
them would eventually go to the right hand plane for large values of K. The nature of the
infinite number of branches of the root locus can be observed from the fact that

1

1+K e =0
¢ (s+a)

(2.184)
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where
elas = e—the(s) . e—jtdlm(s) (2.185)
= (Real Number) - e 'a¥ (2.186)
e = cos(tyw) — jsin(tyw) (2.187)

where the cos(zyw) and sin(fyw) terms have an infinite number of roots for w. Each solution
for w corresponds to a point on a separate branch of the root locus. The most significant
branch of the infinite number of root locus branches is the one closest to the origin. It is
that branch that goes unstable before the other branches, and hence dominates the transient
response and stability of the closed loop system.

While accurate analysis of a pure time delay in the root locus is rather difficult due
to the infinite number of branches, the analysis in the frequency domain is rather easy.
The Bode plot of a pure time delay is simply a unit magnitude and linear phase angle as a
function of frequency. However, when we plot the phase angle in logarithmic scale of the
frequency, it looks nonlinear (Figure 2.55a).

G,(jw) = e—fa5|s:jw (2.188)
= ¢ W (2.189)

=1.0. ¢t (2.190)

|G,Giw)| = 1.0 (2.191)
ylrad] = —t3s - w(rad/s] (2.192)
wldeg] = —57.3deg/s tys - w(rad/s] (2.193)

The Bode plot of the pure time delay is shown in Figure 2.55a.

s=tf(’s’);

Gl = exp(-1.0*s) ; % Time delay
G2 = 1/(s+1) ;

G3 = Gl * G2;

figure(l) ; grid on;
subplot(2,1,1) ; bode(Gl,’b’); grid on; % Bode plot of time delay only: e”"(-td s)
subplot(2,1,2) ; bode(Gl,’b’,G2,’g’,G3,’r’); grid on;

% Bode plot of, e"(-td s), 1/(s+1l) and e"(-td s) / (s+1)

Notice that the effect of the time delay on the stability (through phase margin and
gain margin measures) of the closed loop system is obvious: it adds phase lag to the loop
transfer function and reduces its stability margins. Eventually, it will make the closed loop
system unstable as the closed loop gain gets larger. Figure 2.55b shows the Bode plot of a
closed loop system (Figure 2.53), with and without time delay in the loop transfer function,
for the following parameters a = 1.0, 75 = 1.0s. Clearly, the closed loop system is stable
for all values of the gain K when there is no time delay, as was confirmed by the root
locus as well. However, when the time delay is taken into account, the closed loop system
eventually goes unstable due to added phase lag by the time delay (the same result was also
confirmed by the root locus analysis above). The closed loop system becomes unstable at a
value of gain K where the phase margin becomes zero. This gain value can be determined
from the Bode plot as follows:

1. Read the value of frequency when the total phase of the loop transfer function
(including the time delay) is —180°: w = w*.
2. At that frequency, read the value of the loop transfer function gain, |G(Gjw*)|.

3. The closed loop gain which defines the stability margin is: K* = Wlw*)l
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FIGURE 2.55: (a) Bode plot of pure time delay. Magnitude is constant
(0dB = 1.0 Output Unit/Input Unit) as a function of frequency. The phase angle is linear as
function of frequency, but looks nonlinear in logarithmic scaled x-axis. (b) Effect of pure time
delay on the stability and performance of a closed loop control system, as displayed by the

Bode plot comparisons.
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Notice that these calculations can be directly read from the Bode diagram due to the additive

nature of logarithmic scale, since

2010g10 K* =20 loglo

1
|GGw*)I

20 loglo K* =20 loglo 1-20 10g10 |G(]W*)|

20log;, K*
20 loglo K*

s

0 —20log ;o |GGiw®)]
—201og,( |G(jw")]

1
|GGw)]

(2.194)

(2.195)
(2.196)
(2.197)

(2.198)

which means that, in dB scale, the gain value that defines the stability limit is the negative
value of the loop transfer function’s magnitude in logarithmic scale (the inverse of the loop
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transfer function gain in linear scale) at the frequency where the loop transfer function has
a phase angle of —180°.

Time delay is a serious problem in closed loop control systems in that it can make
an otherwise stable system unstable. In order to keep the system stable, loop gain must be
limited. Therefore, the overall price paid (to keep the system stable despite the time delay)
is lower bandwidth due to lower loop gain. If the time delay is known in advance accurately,
one way to deal with its destabilizing effects is to use the Otto-Smith regulator type controller
(Figure 2.56a). The Otto-Smith regulator accomplishes closed loop stability behavior as if
there is no time delay, while maintaining the same time delay in the closed loop system as
the open loop system time delay. In other words, the Otto-Smith regulator does not try to
get rid of or change the time delay. It keeps the time delay, plus adds the desired closed
loop poles as if there was no time delay. It can be shown that Figure 2.56a is equivalent to
Figure 2.56b. However, the Otto-Smith regulator can be successfully implemented only if

/
x
Y
Q
o)
N

r (1) y (@)
- > D(s) > G et |——>
r(s) - y ()
®)
Otto-Smith regulator (Digital) :
|
|
| . ) (1
D(z) > DAC] e G(s) y @ >
|
|
|
| G(z)= @D z(9W)
-N | z s
(127)6() ‘ ,
[ J Nd = ll'lt (Id/ tﬁz\mpling)
aYel
ADC

FIGURE 2.56: (a) Otto-Smith regulator implemented as analog controller, (b) equivalent
implementation as analog controller, (c) digital implementation.
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the time delay is known in advance accurately. Digital implementation of the time delay
logic in the control loop (Figure 2.56¢) requires Ny = #3/Tympie number of sampling time
delays in the processed signal, where T, is the sampling period of the digital controller,
that is

e71aS 77N (2.199)
that is, 14 = 2.0, Tympie = 0.1, then Ny = 20. In order to implement this time delay in a

digital Otto-Smith regular controller, we would have to keep track of the past 20 samples
of the control signals.

Example: PID Control of a Motion System with Friction Many mechan-
ical motion systems have friction opposing the motion. When two surfaces move against
each other, the resistance force (or torque) before the relative motion starts is larger than the
resistance force once the motion has started. This friction resists motion. For the relative
motion to start, the applied external force must be larger than the friction force. Further-
more, that initial friction force, so called “stiction” (Coulomb) friction, is not constant
and varies for the same system due to the condition of the surfaces and lubrication levels.
The dynamic model of such a basic motion system is a mass-force system with friction as
follows,

m (1) = feontrol () = frriction () (2.200)

where fii.i0n(f) represents the friction in the system. If the mass is at rest, the only way
for the motion to start is for the control force to be larger than the friction force. Once the
motion starts, the net force (difference between control force and friction force) determines
the acceleration and deceleration of the mass. Again, once it stops, the motion can start
again only if the control force is larger than the friction force.

Without the integral control action, that is the PD controller, a closed loop position
control system which has stiction friction will result in a finite steady-state positioning
error. The reason is that when the control force, determined by the PD controller, is less
than the friction force, the motion of the mass will start to decelerate and come to zero
velocity. At that point, if the actual position is a finite value (the likelihood of the actual
position being exactly the desired position is a random possibility) the control signal from
the PD controller will be only due to the proportional controller since the mass speed is
zero, and that control signal value would be smaller than friction force. As a result, the
mass cannot move and will be stuck at that position with the finite steady-state position
error. The following equations describe this condition,

Jeontrol () = er(t) + Kqé(t) (2.201)
Jeontrol(D) < ftiction() — ¥(1) < 0.0 (2.202)

— i(t) = 0.0 eventually (2.203)

Jeontrol(D) = Kpe(t)  when  i(1) = 0.0 (2.204)

Jeontrol® < frriction(® — X() = 0.0 and i(t) = 0.0 no motion.  (2.205)

With integral control action, that is a PID controller, a closed loop position system will
tend to oscillate about the target position which is referred to as limit cycle oscillations. This
is a fundamental condition that is common in many closed loop motion control systems.
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This behavior can be explained by simply adding the effect of the integral control action
to the PD control behavior above. When the position of the inertia stops at a finite error,
integral control will eventually build the control signal to be larger than the friction and
will be able to start the motion again.

fcontrol(t) = er(t) + Kd e(n) + / e(t)dt (2.206)

But, in the process of doing so, it will result in back and forth overshoot behavior, and
hence result in oscillations about the desired position.

The remedy is either to design and maintain the system to minimize the stiction
friction such that the resulting position error is acceptably small, or to predict it and
compensate for it in the control algorithm explicitly based on the friction prediction.
For a given stiction friction level, the positioning error cannot be guaranteed to be
zero by any PID type controller unless there is a way to eliminate the source of the
stiction friction. Friction prediction and compensation in real-time to achieve zero
positioning error is not practically realistic due to the random and highly varying nature of
friction physics.

The simulation results and physical explanations are shown in Figure 2.57.

PID controller

(1] [xd]
el K Goto From 2,
0.01s+1 . .
Goto 2 Gain | Transfer Fon Mass-force with stiction friction

Step

Gain2  Integrator 2

Coulomb &
Goto 1 Viscous friction = 50

Commanded and actual position Commanded and actual position

Control: force from PD controller Control: force from PID controller

Integral control contribution Integral control contribution

PD controller: Kp =39.47, Kd =8.79 Ki = 0.0 PID controller: Kp = 39.47, Kd = 8.79 Ki = 394.7

FIGURE 2.57: Open loop system which has stiction friction and a PID closed loop controller.
Due to the stiction friction, the integral action of the PID controller causes a cycle of oscillation,
as seen on the simulation results for the PID controller on the right. Without the integral
control, there will be a finite steady-state error, as seen on the simulation results for the PD
controller on the left.
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2.13 TRANSLATION OF ANALOG CONTROL TO
DIGITAL CONTROL

A controller can be completely analyzed and designed using continuous time methods. The
resultant controller is an analog controller which can also be implemented in hardware
using op-amps. The controller can be approximated with a digital controller which would
be implemented using a digital computer. The fundamental tool is the approximation of
differentiation by finite differences.

The basic problem is the following: given G.(s) (analog controller transfer function)
find H,(z) (digital controller transfer function) such that the closed loop system (CLS) under
a digital controller performs as close as possible to the CLS under an analog controller
(Figure 2.58).

The finite-difference approximations considered are

o forward difference approximation,
e backward difference approximation,

e trapezoidal approximation.

y (@

|

r(t) l |

4’@+’ G.(s) I Process >
|
|

|
|
l A/D D/A |
r® l | y (@
: H (2) Hold [T—®| Process >
| )
(b)
e(kT) u(kT)
T * H@ [ *°¢

S
.

‘N_—__’/

e(kT) u(kT)
0——— Hold — G —"—»0

©
FIGURE 2.58: Analog to digital controller approximation: (a) analog closed loop control

system, (b) digital closed loop control system, (c) digital controller approximation to the analog
controller.
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There are other methods such as trapezoidal approximation with frequency pre-warping,
zero order hold (ZOH) equivalent approximation, pole-zero mapping, and first-order equiv-
alence which are not discussed here.

It should be quickly noted that as the sampling rate gets very large relative to the
bandwidth of the controller (i.e., 20 to 50 times larger), the differences between different
approximation methods becomes insignificant. Likewise, if the sampling frequency is not
very large relative to the bandwidth of the controller (i.e., 2 to 4 times larger than the con-
troller bandwidth), the differences between different approximations become significant.

2.13.1 Finite Difference Approximations

The basic concept in approximation of analog filters by digital filters is the finite dif-
ference approximation of differentiation and integration. Let us consider an error sig-
nal, e(f) and its differentiation and integration, and the samples of the error signal
{...,e(kT —T),e(kT),e(kT +T),...},

t
%[e(t)], </ e(r)dr) — (e(kT),e(kT = T),...) (2.207)

t0

Consider a first-order transfer function example,
u(s) _
(S) G(s) = “ta (2.208)
u(t) + au(t) = ae(r) (2.209)
kT
u(t)| =kt = / [—au(zr) + ae(r)]dr (2.210)
0

Discretize the integration

kT-T kT
u(kT) = / [—au(r) + ae(r)]dt + / [—au(z) + ae(z)]dr (2.211)
0 KT-T
kT

ukT) = u(kT — T) + / [—au(r) + ae(r)]dr (2.212)
KT-T
Now, we consider three different finite difference approximations where each one
makes a different approximation to the integration term in the above equation.

(i) Forward difference approximation:

ukT) = u(kT —T) + T|—auw(kT — T) + ae(kT — T)] (2.213)
wkT) = (1 —aT)ukT —T)+ aTe(kT — T) (2.214)

Notice that this equation can be easily implemented in software on a digital computer.
At every control sampling period, all that is needed is the value of the output at the
previous cycle and the error. The algorithm involves two multiplication and one
addition operation.

In order to develop a more generic relationship between the analog and digital
controller approximate conversion, we take the Z-transform of the above difference
equation,

(1= =aD)z Nu(z) = aTz e(z) (2.215)

Notice that a single sampling period of delay in a signal adds a z~! to the transform
of the signal. Likewise, an advance of a single sampling period in a signal adds a z
to the transform of a signal. Using that principle, it is easy to take the Z-transform
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of difference equations and inverse Z-transform of z-domain transfer functions to
obtain difference equations. For real-time algorithmic implementation, we need the
difference equation form of the controller.

u(z) _ alz™!
ez} 1—(1—al)z!
_ a.T
T z—(0-al)
a

T (@-D/T)+a (2210

Notice the substitution relationship between s and z using this approximation

2.217
sta | =1 +a ( )
T
z—1
S — T z=sT+1 (2.218)
(ii) Backward difference approximation:
Another possible approximation is to use the backward difference rule
wkT) = u(kT —T) + T [—au(kT) + a e(kT)] (2.219)

Again, the above equation is in a form suitable for real-time implementation in
software. In order to obtain a more generic relationship for this type of approximation,
let us take the Z-transform of the above equation,

u(@z) =7"'u@) - Tau@) +Tae®) (2.220)
(1+Ta— 7 Yu@) = Tae(z) (2.221)
u(z) _ Ta _ Zla
e(z) 1+Ta-z7! z—-1+4+Taz
=2 (2.222)
g
T
The backward approximation is equivalent to the following substitution between s
and z,
a _,_4 (2.223)
s+a =l
Tz
g =1 (2.224)
1z

(iii) Trapezoidal approximation (Tustin’s method, bilinear transformation)
Finally, we will consider the trapezoidal rule approximation among the finite differ-
ence approximations to the integration,

w(kT) = u(kT — T) + %[—a[u(kT —T)+ ukT)] + [a(e(kT — T) + e(kT)]] (2.225)
Similarly, we take the Z-transform of the above equation,

zu(z) = u(z) + %[—a(l + 2u(z) + a(l + 2)e(z)] (2.226)

[+ %(1 +9-1|u) = %(1 + 2)e(2) (2.227)
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u(@ g.a(l +2)

€@ -1+ +2)

(2.228)

The equivalent substitution relationship between s and z is
a a
«—>
s+a

(2.229)
2 z—1

Ter1 T4
2z-1
Tz+1
A summary of finite difference based digital appoximation of analog filters is given

below.

5 (2.230)

method approximation

FWD — rule s<—Z_Tl

BWD — rule 5 — 1 (2.230)

Trapezoidal — rule s «— —=——

2.14 PROBLEMS

1. Consider a time domain signal y(¢) = 1.0 - sin(2z - 10¢) which is periodic. Select proper sampling
frequencies to illustrate the following sampling effects.

1. A sampling period that is fast enough for accurate sampling and does not violate the sampling
theorem.

2. A sampling period that illustrates aliasing problem as a result of sampling.

3. A sampling period that illustrates the beat phenomenon as a result of sampling.

4. A sampling period that illustrates the hidden oscillations problem as a result of sampling.

Explain your time domain results with the frequency content of the sampled signals. Plot the original
signal and sample signals in the time domain. Plot the magnitude component of the Fourier series of
the original signal and the Fourier transform of the sampled signals as a function of frequency.

2. Consider a mass-force system. Let m =5 kg. A controller decides on the force using a PD
controller on position error. Select the PD controller gains such that the step response of the closed
loop system has no more than 5% overshoot, and the settling time is less than 2.0 s. Confirm your
results with a Simulink® or MATLAB® simulation.

3. Whatis the effect of switching the sign on the controller, that is u(s) = (K, + Ky$)(x(s) — X;q(5))
(this can easily happen in practice by swapping the signal input lines to the analog PD controller
between the command signal and the sensor signal) or by switching the polarity of the controller
output (sign change once in the controller)? What happens if we switch the polarity of both the
command signal and sensor signal as well as the output polarity of the controller (sign change twice
in the controller)? Use a simple mass-force system model under a PD control algorithm to simulate
your analysis and present results.

4. Consider a mass-force system. Let m = 5 kg. A controller decides on the force using a PID type
controller on velocity error. Let velocity commands be r(f) = 10 - . It is assumed that the feedback
sensor provides the velocity measurement of the mass. The controller acts on the velocity error.

1. What is the steady-state error when a P-type controller is used?
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2. What is the steady-state error when a PD-type controller is used?
3. What is the steady-state error when a PI-type controller is used?

Confirm your results with a Simulink® or MATLAB® simulation.

5. Consider the dynamics of a DC motor speed control system and its current mode amplifier.
Consider the the motor torque—speed transfer function is a first-order filter and the current mode
amplifier input—output dynamics is also a first-order filter.

w(s) _ 100

S (2.232)
T(s) 0.02s+1

T(s) = 10 - i(s) (2.233)
i _ __10 (2.234)

ia(s) ~ 0.005s + 1

Consider that the current command is generated by an analog controller (PID type) using motor speed
as feedback signal and commanded velocity signals.

(a) Ignore the filtering effect of the current amplifier, and determine the locus of closed loop poles
(root locus) of the closed loop control system under three different controllers: P, PD, PI. In each
case vary proportional gain as the root locus parameter and select different values of derivative
and integral gains.

Iema(8) = Kp * (Wena(s) —w(s); P control (2.235)
= (Kp + Kys) - (Wemg(s) —w(s);  PD control (2.236)

K.
= (Kp + —‘) - (Wepa(s) = w(s);  PI control (2.237)

s

(b) Repeat the same root locus analysis by including the amplifier dynamics in the analysis. Discuss
your results in terms of the effect of selecting different controller types (P, PD, PI), their gains,
and the effect of additional filter type dynamics in the control loop.

(¢) Consider the same DC motor control problem, except this time consider the closed loop position
control problem. All other components are same, except that the commanded signal is the desired
position signal and the feedback signal is the position signal. As a result, the only difference
in the model is the torque—position transfer function, which has one additional integrator term
compared to the speed control problem,

6(s) _ 100

T(s)  s(0.025+1) (2.238)

Repeat the analysis for part (a) and (b) for the closed loop position control of a DC motor problem.

6. Consider the dynamics of a DC motor speed control system and its current mode amplifier.
Consider the the motor torque—speed transfer function is a first-order filter and the current mode
amplifier input—output dynamics is also a first-order filter.

ws) K,

o= o (2.239)
T(s) = Ky - i(s) (2.240)
v _ K (2.241)

i.ma(s) h 7,5+ 1
Assume that there is a load torque acting as a disturbance on the motor and that it is in the form of
(i) step function, (ii) a ramp function. If we want to make sure that the steady-state speed error due
to the load torque is zero, what kind of controller is required in order to deal with each type of
disturbance (load) torque? Why can’t a PD type controller do the job?
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7. Given an analog PD controller,
G()=K,+Ky-s (2.242)

(a) obtain its digital PD controller equivalent for sampling period T using all of the digital approxi-
mation methods discussed above.

(b) Let K, = 1.0, K4 = 0.7. Plot the Bode diagrams of the analog and the digital approximations for
three different values of 7 = 1/55s, 1/50s, 1/500s.

8. Given an analog PI controller,
G(s) =K, + K- 1/s) (2.243)

(a) obtain its digital PI controller equivalent for sampling period T using all of the digital approxi-
mation methods discussed above.

(b) Let K, = 1.0, K; = 0.1. Plot the Bode diagrams of the analog and the digital approximations for
three different values of 7 = 1/55s, 1/50s, 1/500s.

9. Given an analog PID controller,
G(s)=K,+ K- (1/s)+Ky-s (2.244)

(a) obtain its digital PID controller equivalent for sampling period T using all of the digital approxi-
mation methods discussed above.

(b) Let K, = 1.0, K; = 0.1, K4 = 0.7. Plot the Bode diagrams of the analog and the digital approxi-
mations for three different values of 7 = 1/5s, 1/50s, 1/500s.

10. Consider a DC motor, its amplifier, a closed loop position controller, and load which is connected
to the motor via a gear reducer (Figure 2.59). Consider an analog controller of type PI,

D(s) = us) =K +Kil (2.245)
e(s) P s
e(s) = 0,(s) — 0(s) (2.246)
the amplifier model,

i(s) =K, - u(s) (2.247)
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FIGURE 2.59: Closed loop position control of a DC motor connected to a load via a gear
reducer.
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the DC motor model,

T, (s) =K, - i(s) (2.248)
1
0(s) = WTY) (T, () = Ty(s)) (2.249)

Let the parameters of the components be as follows: K, = 1.0, K, = 1.0, c=10.0, J, =J, + i]z.
J,=01,N=5,J,=1.0.

1. Find the closed loop system transfer function between the commanded position signal, load
torque, and actual position signal. Select the gains of the PI controller K, and K so that the
step response setting time is about 100 ms with overshoot of about no more than 5%, and that
the steady state error in response to a step disturbance load, 7,(f) = 1.0 Step(t), should be zero
(assuming no actuator saturation).

2. Implement the PI controller digitally. Use the trapezoidal rule for the digital approximation.
Neglect the effect of quantization errors due to finite resolution of ADC and DAC. Let sampling
period to be T, = 1.0ms = 0.001 s. Obtain the digital version of the PI controller in the
z-domain as a transfer function, and in the time domain as a difference equation expression.

3. Simulate in the time domain the response of the closed loop system to a step input command
and disturbance torque condition,

0,(t)=1.0 for t > 1.0s (2.250)

T,(t) =1.0 for t>2.0s (2.251)

for both analog controller implementation and digital controller implementation.






CHAPTER 3

MECHANISMS FOR MOTION
TRANSMISSION

3.1

INTRODUCTION

Every computer controlled mechanical system that involves motion is built around a basic
frame of a mechanism which is used to transmit the motion generated by the actuators to
the tool. The actuators provide purely rotary or purely linear motion. For instance, a rotary
electric motor can be viewed as a rotary motion source while a hydraulic or pneumatic
cylinder can be viewed as a linear motion source. In general, it is not practical to place the
actuator exactly at the location where the motion of a tool is needed. Therefore, a motion
transmision mechanism is needed between the actuator and the tool. Motion transmission
mechanisms perform two different roles,

1. they transmit motion from actuator to tool when the actuator cannot be designed into
the same location as the tool with the desired motion type,

2. they increase or reduce torque and speed between input and output shafts while
maintaining the power conservation between input and output (output power is input
power minus the power losses).

The most common motion transmission mechanisms fit into one of three major categories:

1. rotary to rotary motion transmission mechanisms (gears, belts, and pulleys),

2. rotary to translational motion transmission mechanisms (lead-screw, rack-pinion,
belt-pulley),

3. cyclic motion transmission mechanisms (linkages and cams).

Common to all of these mechanisms is that an input shaft displacement is related to the
output shaft displacement with a fixed mechanical relationship. During the conversion,
there is inevitable loss of power due to friction. However, for analysis purposes here, we
will assume ideal motion transmission mechanisms with 100% efficiency.

The efficiency of a motion transmission mechanism is defined as the ratio between
the output power and input power,

3]

out (31)
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FIGURE 3.1: Rotary to rotary motion conversion mechanisms: gear mechanism.

The efficiency can vary from 75 to 95% for different types of motion transmission mecha-
nisms. If we assume perfect efficiency, then

Py =Py (3.2)

which is a convenient relationship in determining the input—output relationships.

The mechanical construction of the mechanism determines the ratio of input dis-
placement to output displacement, which is called the effective gear ratio. The effective
gear ratio is not influenced by efficiency. If a mechanism is not 100% efficient, the loss is a
percentage of the torque or force transmitted. In other words, let us consider a simple gear
arrangement (Figure 3.1) with a gear ratio of N = A6;,/AH

out?

Po=1n-Py (3.3)
Tou  boue =1 Ty - O3y 34
and regardless of the efficiency,
o
N=-2Z (3.5)
eout
Hence,
Towu=n-N-Ty, (3.6)

where the torque output is reduced by the efficiency of the mechanism.

The effective gear ratio of a mechanism is determined using the energy equations.
The kinetic energy of the tool on the output is expressed in terms of output speed. Then, the
output speed is expressed as a function of the input speed. Since both expressions represent
the same kinetic energy, the effective gear ratio is obtained. For the following discussion,
we refer to the load inertia (J;) and load torque (7)) as being applied on the output shaft.
In other words, J; = J,» T} = T,y The reflected values of these on the input shaft side
are referred to as Jiy efr = Jin> Tinerr = Tin- For instance, for a rotary gear reducer, let KE)
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be the kinetic energy of the load with inertia J; and output speed 6,,,. In order to provide
such an energy, the actuator must provide a kinetic energy plus the losses. Hence,

KE, = n-KE,, 3.7)
KE = 3002, (3.8)
=1 % Tinett - 05 (3.9)
- %.]] (G, /N)? (3.10)

Hence, the effective reflected inertia is

1

T -, @3.11)

J; ineff =

In summary, an ideal motion transmission mechanism (efficiency is 100%, n = 1.0)
has the following reflection properties between its input and output shafts

Oin = N - Oy (3.12)
1

Jinett = V2 - (3.13)
1

Tineff = N I (3.14)

where N is the effective gear ratio. The efficiency factor of the motion transmission mech-
anism is often taken into account by a relatively large safety factor. If the efficiency factor
is to be explicitly included in the actuator sizing calculations, then the following relations
hold,

éin =N- 90ut (315)
1

Jinett = N2y i (3.16)
1

Tiner = Non T (3.17)

It is important to note that in either direction of power transmission, the efficiency fac-
tor is in the denominator of the equations which indicates loss of power due to transmission
efficiency in either direction.

A motion transmission mechanism is characterized by the following parameters:

1. The main characteristic of a motion transmission mechanism is its gear ratio. This
is sometimes called the effective gear ratio since the motion conversion may not
necessarily be performed by gears.

2. Efficiency: efficiency of a real gear ratio is always less than 100%. For most gear
mechanisms, forward and back drive efficiencies are same except for the lead-screw
and ball-screw type mechanisms. In such mechanisms, it is appropriate to talk about
rotary to linear motion conversion efficiency, #;, and linear to rotary motion conversion
efficiency, #,. For ball-screw, the typical values of the efficiency coefficients are
ne = 0.9, n, = 0.8, and for lead-screws they vary as a function of the lead angle. The
lead angle is defined as the angle the lead helix makes with a line perpendicular to
the axis of rotation. As the lead (linear distance traveled per rotation) increases, so
does the lead angle, hence the efficiency.
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3. Backlash: there is always an effective backlash in motion transmission mechanisms.
The backlash is given in units of arc minutes = 1/60 degrees in rotary mechanisms,
and in inches or mm units in translational mechanisms. Notice that backlash directly
affects the positioning accuracy. If the position sensor is connected to the motor,
not to the load, it will not be able to measure the positioning error accurately due
to backlash. Therefore, if backlash is large enough to be a concern for positioning
accuracy, there has to be a position sensor connected to the load in order to measure
the true position, including the effect of backlash. In such systems, it is generally
necessary to use two position sensors (dual sensor feedback, or dual loop control):
one position sensor connected to the motor and the other position sensor connected
to the load. The motor-connected sensor is primarily used in the velocity control
loop to maintain closed loop stability, whereas the load-connected sensor is primarily
used for accurate position sensing and control. Without the motor-connected sensor,
the closed loop system may be unstable. Without the load-connected sensor, desired
positioning accuracy cannot be achieved. In systems where the backlash is much
smaller than the positioning accuracy required, the backlash can be ignored.

4. Stiffness: the transmission components are not perfectly rigid. They have finite stiff-
ness. The stiffness of the transmission box between input and output shaft is rated
with a torsional or translational stiffness parameter.

5. Break-away friction: This friction torque (or force) is an estimated value and highly
dependent function of the lubrication condition of the moving components. This is
the minimum torque or force needed at the input shaft to move the mechanism.

6. Back driveability: Motion conversion mechanisms involve two shafts, the input shaft
and output shaft. In the normal mode of operation, the motion and torque in the
input shaft are transmitted to the output shaft with a finite efficiency. Back driveablity
refers to the transmission of power in the opposite direction, that is the motion source
is provided at the output shaft and transmitted to the input shaft. Most spur gear,
belt and pulley type mechanisms are back driveable with the same efficiency in
both directions. Rotary-to-linear motion conversion mechanisms such as lead-screw
and ball-screws have different efficiencies and are not necessarily back driveable.
Ball-screws are considered back driveable for all cases. The back driveability of a
lead-screw depends on the lead angle. If the lead angle is below a certain value (i.e.,
30°), the back driveability may be in question. Furthermore, it also highly depends on
the lubrication condition of the mechanism since it affects the friction force that must
be overcome in order to back drive the mechanism. Worm-gear mechanisms are not
back driveable. There are applications which benefit from that, such as raising a very
heavy load and in the case of power failure in the input shaft motor, the mechanism is
not supposed to back drive under gravitational force and is suppose to hold the load
in position. In short, when back driveability is required, two variables are of interest:
(i) ny, efficiency in the back drive direction, and (ii) Fy;. friction force to overcome
in order to initiate motion, which is highly dependent on the lubrication conditions.

3.2 ROTARY TO ROTARY MOTION
TRANSMISSION MECHANISMS

3.2.1 Gears

Gears are used to increase or decrease the speed ratio between the input and output shaft.
The effective gear ratio is obvious (Figure 3.1). Assuming that the gears do not slip, the



MECHANISMS FOR MOTION TRANSMISSION 137

linear distance traveled by each gear at the contact point is same,

S =8 (318)
A91-r1 =A92~r2 (319)
A6,

N=—— 3.20
. (3.20)

_n
N=22 3.21)

n

Since the pitch of each gear must be same, the number of teeth on each gear is proportional
to their radius,
0 N, r
=1=2-2 (3.22)
6, N n
where N; and N, are the number of gear teeth on each gear. It can be shown that for an
ideal gear box (100% power transmission efficiency),

P

0

out = Pin (3.23)

T, =T, 6, (3.24)

out " Yout

Hence,

N, b, T
N=_2=_n_ "o (3.25)
Ny Oout T
The reflection of inertia and torque from the output shaft to the input shaft can be determined
by using the energy and work relationships. Let the rotary inertia of the load on the output

shaft be J; and the load torque be 7;. Let us express the kinetic energy of the load

1 ”
KE =200, (3.26)

1 .

=3 -y (6, /N)? (3.27)
1 1

=35 (03 (3.28)
1 R
3 Tinefr * (05n) (3.29)

where the reflected inertia (inertia of the load seen by the input shaft) is

J
Jineft = V2 (3.30)
Similarly, let us determine the effective load torque seen by the input shaft. The work done
by a load torque 7} over an output shaft displacement A6, is

W =T, A0, (3.31)
T AG;,

=T — (3.32)

= Tinefr - Ay (3.33)

The effective reflective torque on the input shaft as a result of the load torque on the output
shaft is

(3.34)
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FIGURE 3.2: Rotary to rotary motion conversion mechanisms: timing belt and toothed pulley.

The same concept of kinetic energy and work of the tool is used in all of the other
mechanisms to determine the reflected inertia and torque between output and input shafts.

3.2.2 Belt and Pulley

The gear ratio of a belt-pulley mechanism is the ratio between the input and output diameters.
Assuming no slip between the belt and pulleys on both shafts, the linear displacement along
the belt and both pulleys should be equal (Figure 3.2),

x=A91-r1=A92-I’2 (335)

The effective gear ratio is by definition,

A0,
N=22 3.36
5. (336)
=l (3.37)

LS|

d2
) 3.38
4, (3.38)

The inertia and torque reflection between the input and output shaft has the same relationship
as the gear mechanisms.

Example Consider a spur-gear mechanism with a gear ratio of N = 10. Assume that the
load inertia connected to the output shaft is a solid steel material with diameter d = 3.0in,
length [ =2.0in. The friction related torque at the load is 7} = 2001b - in. The desired
speed of the load is 300 rev/min. Determine the necessary speed at the input shaft as well
as reflected inertia and torque.

The necessary speed at the input shaft is related to the output shaft speed by a
kinematic relationship defined by the gear ratio,

6., = N -0, = 10-300rpm = 3000 rpm (3.39)
The inertia and torque experienced at the input shaft due to the load alone (which we call
the reflected inertia and the reflected torque) are

1
Jineft = IR Ji (3.40)

T 1

ineff = N - (3.41)
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The mass moment of inertia of the cylindrical load,

Jy = %-m-(d/Z)z (3.42)
= % p-m-(d)2)*-1-(d/2)? (3.43)
=%.p.,,.l.(d/2)4 (3.44)
= %-(0.286/386) -7-2.0-(3/2)*1b-in-s? (3.45)
=0.01181b-in-s> (3.46)

where g = 386in/s?, the gravitational acceleration, is used to convert the weight density
to mass density. Hence, the reflected inertia and torque are

Tineft = %02 -0.0118 =0.118 x 107 Ib - in - s° (3.47)
Tinett = % -200 = 20.01b-in (3.48)

3.3 ROTARY TO TRANSLATIONAL MOTION
TRANSMISSION MECHANISMS

The rotary to translational motion transmission mechanisms convert rotary motion to linear
translational motion. Translational motion is also refered as linear motion. Both terms will
be used interchangeably in the following discussions. In addition, torque input is converted
to force at the output. It should be noted that all of the rotary to translational motion
transmission mechanisms discussed here are back drivable, meaning that they also make
the conversion in the reverse direction.

3.3.1 Lead-Screw and Ball-Screw Mechanisms

Lead-screw and ball-screw mechanisms are the most widely used precision motion conver-
sion mechanisms which transfer rotary motion to linear motion (Figure 3.3). The lead-screw

FIGURE 3.3: Rotary to translational motion conversion mechanism: lead-screw or ball-screw
with linear guide bearings.
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is basically a precision threaded screw and nut. In a screw and nut pair, typically we turn
the nut and it advances linearly on the stationary screw. In the lead-screw, used as a motion
conversion mechanism, the nut is not allowed to make rotation around the screw, but is
supported by linear (translational) bearings to move. The screw is rotated (i.e., by an electric
motor). Since the screw is not allowed to travel, but only rotate, the nut moves translation-
ally along the screw. The tool is connected to the nut. Hence, the rotary motion of the motor
connected to the screw is converted to the translational motion of the nut and the tool.

Ball-screw design uses precision ground spherical balls in the groove between the
screw and nut threads to reduce backlash and friction in the motion transmission mechanism.
Any lead-screw has a finite backlash typically in the order of micrometer range. By using
preloaded springs, a set of spherical bearing-type balls are used to reduce the backlash.
Hence, they are called ball-screws. Most XYZ table-type positioning devices use ball-
screws instead of lead-screws. However, the load carrying capacity of ball-screws is less
than that of the lead-screws since the contact between the moving parts (lead and nut) is
provided by point contacts of balls. On the other hand, a ball-screw has less friction than
lead-screw.

The kinematic motion conversion factor, or effective gear ratio, of a lead-screw is
characterized by its pitch, p rev/in or rev/mm. Therefore, for a lead-screw having a pitch
of p, which is the inverse of the distance traveled for one turn of the thread called lead,
[ =1/p in/rev or rev/mm, the rotational displacement (A6 in units of rad) at the lead shaft
and the translational displacement (Ax) of the nut is related by

AO =27-p-Ax (3.49)

L A0 (3.50)

Ax =
* 27w -p

The effective gear ratio may be stated as
Ng=2r-p (3.51)

Let us determine the inertia and torque seen by the input end of the lead-screw due to a load
mass and load force on the nut. We follow the same method as before and use energy—work
relations. The kinetic energy of the mass m; at a certain speed X is

KE = %ml 2 (3.52)
Noting the above motion conversion relationship,
X = ! -0 (3.53)
27 -p
Then
KE=1m. 1 .¢ (3.54)
270 @x-py '
1 .
=3 o - 07 (3.55)

Then, the effective rotary inertia seen at the input shaft (J ;) due to a translational mass on
the nut (m,) is
_ 1
Q27 -p)?
1
=—-
le

Jefe m (3.56)

m (3.57)
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It should be noted that m, is in units of mass (not weight, weight = mass - g), and the J g is
the mass moment of inertia. Therefore if the weight of the load is given, W/,
1
Joif = ——= - (W, 3.58
eff Qr- pp Wi/8) ( )
1
= -W/2) (3.59)
Is
The lead-screw has a very large effective gear ratio effect. Notice that for p = 2,5, 10, the
net gear ratio is N = 4x, 10z, 207, respectively, and the inertial reflection of a translational
mass is a factor determined by the square of the effective gear ratio.
Let us determine the reflected torque at the input shaft due to a load force, F}. The
work done by a load force during a incremental displacement is

Work = F| - Ax (3.60)

The corresponding rotational displacement is

Ar=—— .Ag (3.61)

2z -p

Hence,

Work = Fy- Ax (3.62)

1
=F- -AG 3.63
ox -p ( )
=T+ AB (3.64)

The equivalent torque seen at the input shaft (7,) of the lead-screw due to the load force
Fj at the nut is

Ty = F, (3.65)

- L.y (3.66)

Example Consider a ball-screw motion conversion mechanism with a pitch of p =
10 rev/in. The mass of the table and workpiece is W; = 1000 1b and the resistance force of
the load is F| = 1000 1b. Determine the reflected rotary inertia and torque seen by a motor
at the input shaft of the ball-screw.
_ 1

(27 - 10)2 rad? /in?
=6.56x 102 1b-in-s? (3.68)

Tt -(1000/386) Ib/(in/s%) (3.67)

The torque that is reflected on the input shaft due to the load force Fj is

1
T = -F 3.69
ot = 5, 0 (3.69)
1
= -10001b 3.70
27 rad/rev - 10rev/in (3.70)
= 100 Ib-in 3.71)
2r

15911b-in (3.72)
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Rack

0 Pinion

FIGURE 3.4: Rotary to translational motion conversion mechanism: rack and pinion
mechanism. The advantage of the rack and pinion mechanism over the lead-screw mechanism
is that the translational motion range can be very long. The lead-screw length is limited by the
torsional stiffness. In rack and pinion mechanisms, since the translational part does not rotate,
it does not have the reduced torsional stiffness problem due to the long length.

3.3.2 Rack and Pinion Mechanism

The rack and pinion mechanism is an alternative rotary to linear conversion mechanism
(Figure 3.4). The pinion is the small gear. The rack is the translational (linear) component.
It is similar to a gear mechanism where one of the gears is a linear gear. The effective gear
ratio is calculated or measured from the assumption that there is no slip between the gears,

Ax=r-AO (3.73)
Ax=r-Ab (3.74)
V=r-w 3.75)

where A# is in radian units. Hence, the effective gear ratio is

N = l; if A @isinradunits or wisinrad/s units (3.76)
r

1
T2’

if A@isinrevunits or wisinrev/s units (3.77)

The same mass and force reflection relations we developed for lead-screws apply for the
rack and pinion mechanisms. The only difference is the effective gear ratio.

3.3.3 Belt and Pulley

Belt and pulley mechanisms are used both as rotary to rotary and rotary to linear motion
conversion mechanisms depending on the output point of interest. If the load (tool) is
connected to the belt and used to obtain linear motion, then it acts as a rotary to linear
motion conversion device (Figure 3.5). The relations we developed for the rack and pinion

F, x

T,0

FIGURE 3.5: Rotary to translational motion conversion mechanism: Belt and pulley
mechanism where both pulleys have the same diameter. The output motion is taken from the
belt as the translational motion.
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mechanism identically apply here. This mechanism is widely used in low inertia, low load
force, and high bandwidth applications such as coil winding machines.

3.4 CYCLIC MOTION TRANSMISSION MECHANISMS

3.4.1 Linkages

One degree of freedom linkages define a nonlinear relationship between input and output
motion variables as

Oou =1 (6;) (3.78)

where 6, is the input motion variable, 6, output motion variable, and f( - ) is the non-
linear geometric function. The position, velocity, and acceleration of the output variable
(Ooui(D), Bout(t), éout(t)) are directly determined by the input variable (6;,(f)) and its time
derivatives (8;,(1), 6,(¢)) and the partial derivatives of the nonlinear function with respect
to the input variable (3f(6;,)/08;,, 0*f(6;,)/062).

Linkages are generally one degree of freedom, kinematically closed chain, robotic
manipulators. The motion of one member (output link) of the linkage is a periodic function
of the motion of another linkage member (input link). The most common linkages include

1. slider-crank mechanism (i.e., used in internal combustion engines (Figure 3.6)),

2. four-bar mechanism (Figure 3.7).

The slider-crank mechanism is the most widely recognized since it is used in every
internal combustion engine. It can be used to convert the translational displacement of the
slider to the rotary motion of the crank or vice versa. The length of the crank arm and
the connecting link determine the geometric relationship between the slider translational
displacement and crank angular rotation.

Four-bar linkage can convert the cyclic motion of the input arm (i.e., rotation of the
input arm shaft) to the limited range cyclic rotation of the output shaft. By selectively
choosing the input and output shaft, as well as the lengths of the linkages, different motion
conversion functions are obtained. The motion control of such linkages is rather simple,
since they are mostly used with a constant speed input shaft motion, and the resultant
motion is obtained at the output shaft.

Connecting link

Piston

w%
VN

FIGURE 3.6: Rotary to translational motion conversion mechanism: slider-crank mechanism.
In an internal combustion engine, the mechanism is used as translational (piston motion is
input) to rotary motion (crank shaft rotation) conversion mechanism.
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Coupler

FIGURE 3.7: Four bar mechanism.

From the kinematics of the slider-crank mechanism, the following relations can be

derived,
x = rcosf + [ cos¢ (3.79)
[ singp = r sin@ (3.80)
cosgp = [1 — sin®¢]'/? (3.81)
r 2]

- [1 _ (? sm6> ] (3.82)

)11/2
x= rcosf + [ [1 - <§ sin0> ] (3.83)

r sin(26)

t=—r0|sing + —
X r0 | sin 5 ;
[1 - (%sinﬂ) ]

where r is the radius of the crank (length of the crank link), / is the length of the connecting
arm, x is the displacement of the slider, 6 is the angular displacement of the crank, ¢ is the
angle between the connecting arm and displacement axis. The position and speed of piston
motion and crank motion are related by the above geometric relations. The acceleration
relation can be obtained by taking the time derivative of the speed relation [7].

72 (3.84)

Example Consider a crank-slider mechanism with the following geometric parameters:
r =0.30m, [ = 1.0 m. Consider the simulation of a condition that the crank shaft rotates at
a constant speed () = 1200 rpm. Plot the displacement of the slider as a function of crank
shaft angle from 0 to 360 degrees of rotation (for one revolution) and the linear speed of
the slider.

Since we have the geometric relationship between the crank shaft angle and speed
versus the slider position and speed (Eqn. 3.83, 3.84), we simply substitute for r and / the
above values, and calculate the x and i for § = 0 fo 2z radand & = 1200 - (1/60) - 2z rad/s.
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]
P
Crank position
& speed
_/ I rrcos(u(1)) + I* (1- ((r/D)* sin(u(1)))*2)"0.5 fo- |:|
Crank angle: Fen: x(theta)
2pi rad Slider position
. . . & speed
P sin(u(1)+(r/(2%1) *#(sin(2*u(1)/(1-((r/))*sin(u(1)))*2)10.5)
20%2%*pi
Fenl
Crank
speed [red/s]

oo 0.02
Time offset: 0

FIGURE 3.8: Simulation result of slider crank mechanisms: r =0.3m, / = 1.0 m, speed of crank
shaft is constant at § = 1200 rpm. The resulting slider position and speed functions are shown
in the figure.

The MATLAB® or Simulink® environment can be conveniently used to generate the results
(Figure 3.8).

3.4.2 Cams

Cams convert the rotary motion of a shaft into translational motion of a follower (Figure 3.9).
The relationship between the translational motion and rotary motion is not a fixed gear ratio,
but a nonlinear function. The nonlinear cam function is determined by the machined cam
profile. A cam mechanism has three major components:

1. the input shaft,
2. the cam,
3. the follower.

If the input shaft axis of the cam is parallel to the follower axis of motion, such cams are
called axial cams. In this case, cam function is machined into the cylindrical surface along
the axis of input shaft rotation. If they are perpendicular to each other, such cams are called
radial cams and the cam function may be machined either along the outside diameter or face
diameter. All cam profiles can be divided into periods called rise, dwell, and fall in various
combinations. For instance, a cam profile can be designed such that for one revolution of
the input shaft, the follower makes a cyclic motion that is various combinations of rise, fall,
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Pressure
sgle/-s

Axial cam

Radial cam

Linear
7 \ guide

bearing

.i
e

Eccentricity

FIGURE 3.9: Rotary to translational motion conversion mechanism: cam mechanism.

dwell; that is, rise, dwell, fall, dwell, or rise, fall, dwell. In addition, a cam function may
be designed such that the follower makes single or multiple cycles per revolution of the
input shaft, that is one, two, three, or four follower cycles per input shaft revolution. It is
common to design rise and fall periods of the cam as symmetric. During the dwell periods,
the follower is stationary. Therefore, during dwell period the follower position is constant,
and speed and acceleration are zero. If symmetric cam functions are used for rise and fall
periods, then we are only concerned with the cam function design for the rise period.
A cam profile is defined by the following relationship,

x=f0); 0<6<2r (3.85)

where x is the displacement of the follower, and 6 is the rotation of the input shaft. The
cam function is periodic. The cam follower motion repeats for every revolution of the input
shaft.

In addition to selecting an appropriate cam function, there are three other important
parameters to consider in cam design (Figure 3.7):

1. Pressure angle: measured as the angle between the follower motion axis and the
axis perpendicular to the common tangent line at the contact point between cam and
follower (Figure 3.7). A cam should be machined such that the pressure angle stays
less than about 30° in order to make sure the side loading force on the follower is not
too high.

L

Eccentricity: the offset distance between the follower axis and cam rotation axis in
the direction perpendicular to the cam motion. By increasing eccentricity, we can
reduce the effective pressure angle, and hence the side loading forces on the follower.
However, as the eccentricity increases, the cam gets larger and less compact.

3. Radius of curvature: the radius of the cam function curvature along its periphery. The
radius of curvature should be a continuous function of the angular position of the
cam input shaft. Any discontinuity in the radius of curvature is essentially reflected
as a non-smooth cam surface. In general, the radius of curvature should be at least
2 to 3 times larger than the radius of the follower. The main considerations are the
continuity and ability of the follower to maintain contact on the cam at all times.
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The displacement, velocity, acceleration, and jerk (time derivative of acceleration) are
important since they directly affect the forces experienced in the mechanism. In cam design,
quite often we focus on the first, second, and third derivatives of the cam function with
respect to @ instead of ¢, time. In the final analysis, we are interested in the time derivative
values, since they determine the actual speed, acceleration, and jerk. The relationships
between the derivatives of cam function with respect to 6 and ¢ are as follows.

dx df @) dx dx

. & _dxy .
o~ do dt  do (3.86)
S AC) Px x5 | dx
Z2 = ; =——0*+=0 3.87
doz ~  de? .~ de? do (3:87)
dBx _ dfO) dx _ dBx ;3 dx dé
dx _ : _Lxg DXy B dd 3.88
doe’ ~  de’ dat  de’ 0 ¢ 9) do dr (3.88)

Notice that when @ = constant, then 6 = 0, and d6 /dt = 0. When the input shaft of the cam
speed is constant, which is the case in most applications, then the relationship between the
time derivatives and derivatives with respect to 6 of the cam function simplify as follows,

dx _df(0)  dx _ dx

dx _df0)  dx _ dx 3.8
do do dt db (3-89)
% PO i b

ﬂ=_f( ); dx _d'x ;o (3.90)
do? do? drr  de?

3 3 3 3

dx_df(e); dx _ d’x ;3 (3.91)

de3  de3 ’ dB  de3
Significant effort is made in selecting the f(8) cam function in order to shape the first,
second, and even the third derivative of it so that desired results (i.e., minimize vibrations)
are obtained from the cam motion. As a general rule in cam design, the cam function
should be chosen so that the cam function, first, and second derivatives (displacement,
speed, and acceleration functions) are continuous and the third derivative (jerk function)
discontinuities (if any) are finite. In general these continuity conditions are applied to
cam function derivatives with respect to 6. If the input cam speed is constant, the same
continuity conditions are then satisfied by the time derivatives as well. For instance, a cam
function with trapezoidal shape results in discontinuous velocity and infinite accelerations.
Therefore, pure trapezoidal cam profiles are almost never used. The alternatives for the
selection of functions that meet the continuity requirements in the cam function are many.
Some functions are defined in analytical form (parts of the cam function are portions of the
sinusoidal functions joined to form a continuous function) and some are custom developed
by experimentation and stored in numerical form, that is two column data of 6; versus x;.
The four types of basic cam functions are discussed below (Figure 3.10).

1. Cycloidal displacement cam function has an acceleration curve for the rise portion
that is sinusoidal with single frequency,

d*x(0)
de?

where C; is constant related to the displacement range of x and f; is determined by
the portion of input shaft rotation to complete the rise portion of cam motion. For

= C, -sin(£,0) (3.92)
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|
| [N
: : FIGURE 3.10: Commonly used

> cam profiles. The acceleration
function is shown as a function of
the driving axis. Sinusoidal,
modified sin, and modified
trapezoidal functions are common
cam profiles.

178 2/8 3/8

instance, if rise motion is completed in 6,

ise = 1/21ev = mrad,

fibrie = 27 (3.93)
fi = 92” (3.94)
rise
_ 2z (3.95)
T
=2 (3.96)

Similarly, if rise motion is completed in 1/3rev = 2z /3 rad, then f; = 3. Both dis-
placement and velocity functions are also sinusoidal functions. The speed and dis-
placement functions can be readily obtained by integrating the acceleration curve,

dx(6) 1

— _C. 2. 0
0= lel cos(fle)l0 (3.97)
¢ 1
= — —C,—-cos(f|0) (3.98)
1 fi
0
w0 = | S, L singr0) (3.99)
fl f12 0

o

=—lg- cli2 -sin(f,0);  for 0<60 <0, (3.100)
h fi

Let us assume that the rise portion is to occur in 1/2 revolution of the cam input
shaft. Then, f; = 2. Let the rise distance be x,;, = 0.2 m. Then the constant C; can be
determined by evaluating the displacement cam function at the end of the rise cycle
for 0 = x,

Cl
02=—lz (3.101)
2
C, = 2:0.2 (3.102)
T

Assuming that the cam has symmetric rise and down portions without any dwell
portion, the complete period of motion for the cam is § = 0 to 2 X 6,;.. Acceleration,
speed, and displacement curves for the down portion of the cam are all mirror images
of the rise portion. Mirror image and original function relationship is as follows. The

original function for rise motion is X,

Xise(@) = f(0); 0<0 <0 (3.103)
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Acceleration curve

FIGURE 3.11: Sinusoidal acceleration cam profile: acceleration, speed, and displacement
function for a cam design where half of the shaft revolution is used for the rise motion and the
other half is used for the down motion symmetrically.

then, the mirror image (let us call that x4,y,,,)
xdown(e) zf(zerise —0); erise <0< 2erise (3.104)

Hence the mirror image of the displacement cam function x(8) is x(26;,. — 0),

C 1 .
x(0) = f—:(ZBriSe -6)- CIJZ -sin(f) (20,5 — 0)); O < 0 <20 (3.105)
1

Figure 3.11 shows the acceleration, speed, and displacement curves for one cycle
of the cam motion. If there is a dwell portion for the input shaft rotation range
of O Orise + Oawen> then the dwell portion of the cam function following the rise
portion would be as follows,

x(e) = rise(erise) 5 erise < 0 < Hrise + edwell (3'106)
o) _ (3.107)
do
X0 _ (3.108)
ez '

and for the down portion of the cam,

C 1 .
x(0) = f_l(zerise + Ogyenn — 0) — C) F -Sin(f} (20yi5e + Ogwen — 0));  (3.109)
1 1

grise + gdwell <6< 2erise + edwell (3'1 10)
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dx(0) C 1
40 = _f_ll + CIJTI - 08(f1(20yi5e + Ogwen — 6)) 3.111)
d*x(6) i
do? = Cl ’ Sln(fl (20rise + 9dwell - 0)) 3.112)

2. Modified sine function is a modified version of the first function, cycloidal displace-
ment function. Compared to the original version, this version results in lower peak
acceleration and speed values while maintaining a similar cam displacement function.
This cam function uses at least two frequencies of the sinusoidal profile. Pieces of
the two sine functions are combined to form a smooth cam function.

2

% = C, -sin(f10) + C, - sin(f,0) (3.113)
where C,, C, constants would have non-zero values in some segments and zero values
in other segments of the cam. In other words, in some segments of the cam function
one of the sections of the sinusoidal function is used, in other segments the other
sinusoidal function is used with its appropriate segment connecting to the preceeding
and the following curve. Let 6. be the period of input shaft rotation for the rise
period. f;, f, are two constant frequencies.

2r_ 4n
arise/z grise

2 4x
39rise/2 39rise

h =

(3.114)

) (3.115)

The acceleration function is constructed from the segments of two sinusoidal func-
tions as follows,

d*x(6) . 27 1
=A,- o), 0<0< -0, 3.116
402 o "SI (0rise/2) Jor g Urise ( )
d*x(6) . 27 1 7
=A,- —0 3)); —0..<0< -0 3.117
do2? o "SI0 (39rise/2) + (77"/ ) for g rise =¥ = gVrise ( )
d*x(6) . 27 7
=A,- 0-2r|; -0..<60<L80. 3.118
do? oSN <(9rise/2) T for 8 rise = Y = Vrise ( )

The acceleration function like this describes the movement of the follower for the rise
period. If the follower cycle is made of rise and fall without any dwell periods, the
complete displacement cycle is performed over an input shaft rotation of 6 = 20,;..
Displacement and speed curves are determined by directly integrating the acceleration
curve with zero initial condition for speed and zero initial condition for displacement
at the beginning of integration.

The fall motion curves are simply obtained using a mirror image of the rise motion
curves. During the dwell portion (if used in the cam design), the cam follower
displacement stays constant, and speed and acceleration are zero.

3. Modified trapezoidal acceleration function modifies the standard trapezoidal acceler-
ation function around the points where the acceleration changes slope. The accelera-
tion function is smoothed out with a smooth function, such as a sinusoidal function,
hence eliminating the jerk discontinuity. If purely trapezoidal acceleration profiles
are used, there would be discontinuity in the jerk function when the acceleration
function slope changes from a finite value to zero value (constant acceleration).
In order to reduce the effect of this in terms of vibrations in the mechanism, the
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acceleration profile function includes sinusoidal functions at the corners of the curve
and constant acceleration functions in other segments of the cam. Let 6, be the
period of input shaft rotation for the rise period. The modified trapezoidal accelera-
tion profile is formed by constructing a function where the pieces of it are obtained
from a sinusoidal function with period ;.. /2 and constant acceleration function.

Let us consider a modified trapezoidal acceleration function. The acceleration
function has positive and negative (symmetric to the positive) portions. The variable
portions of the acceleration function are implemented with portions of the sinu-
soidal, and constant acceleration portions are implemented with a constant value
(Figure 3.16),

d? .

ﬁ = A, -sin(270 /(0,5 /2)); for 0 <60 < 0,,./8 (3.119)
d? 1 3

ﬁ = Ag: for S0ue <0< Z04 (3.120)
d2x . , 3 5

Cgr = Ao SN0/ (o)D) = m) for LOne SO 305 (B121)
d’x 5 7

d? = —A,; for gerise <0< ggrise (3.122)
d’x . . 7

3 = Ao+ SiNQa0/(Bise /D) = 27 for £ SO0y (.123)

Again, the acceleration functions describe half of the displacement cycle of the
follower. For a symmetric return function, the mirror image of the same acceleration
function is implemented in the cam profile.

4. Polynominal functions of many different types, that is including third, fourth, fifth,
sixth, or seventh order polynomials, are used for cam functions.

x(0) = Cy+ C,0 + Co0° + C360° + ... + C,0" (3.124)

Typically, the input shaft is driven at a constant speed, and output follower motion is
obtained as a cyclic function of input shaft rotation. Before the development of computer
controlled programmable machines, almost all of the automated machines had one large
power source driving a shaft. Many different cams generated desired motion profiles at
individual stations from the same shaft. Hence, all the stations are synchronized to a master
shaft. The synchronization is fixed as a result of the machined profiles of cams. If a different
automated control is needed, cam profiles had to be physically changed. As programmable
computer controlled machines replace the fixed automation machines, the use of mechanical
cams has decreased. Instead, cam functions are implemented in software to synchronize
independently controlled motion axes. If a different type of synchronization is required, all
we need to do is to change the cam software. In mechanical cam synchronized systems, we
would have to physically change the cam.

Example Consider a cam with its follower as shown in Figure 3.9. Let us consider
the displacement, speed, acceleration, and jerk profiles for modified sine cam functions.
Assume that the input shaft of the cam runs at a constant speed, hence 6=0, %9 =0.0.
Assume that nominal operating speed of input shaft of the cam is § = 2z - 10rad/s (§ =
10rev/s = 600 rev/min ), the total displacement of the cam follower is 2.0 in, and the period
of cam motion for a complete up—down cycle is once per revolution of the input shaft. Since
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the input shaft speed is constant, the time derivatives and derivatives with respect to input
shaft angle are related to each other as

. dx, . d d. dx

k=—=0; i=— —X=—

do do? dt de3

We will assume that the cam has rise and fall periods without any dwell period in between
them. For one half of a cycle (rise period), the cam profile is defined in three sections

0% ) (3.125)

as a function of input shaft displacement which are regions 0 < 8 < %Grise, éé)rise <0<
7 7
gerise’ gerise <6< arise'
It can be shown that the modified sine cam function in the rise region is as follows
(Cam(0)),
d*x(0) .| 4x 1
=A,- 0); 0<06< =0, 3.126
462 oSl ke g rise ( )
A0
AO) _ (AoVhise ) () _ o5 (224 (3.127)
do 4z Bise
A0 0.
x(0) = 2ise (g Trise g (47 g (3.128)
4 4 Orice
Likewise, the cam functions for the other period of motion are defined as follows (Cam, (9)),
d*x(6) {4z T 1 7
p7p = AO + SIn 30ri569 + g s gerise <0< gerise (3129)
dx(0) 3eriqe 4r T
= -A,- | —= 0+ = 3.130
dg st T e < 4z )\ \30,. T3 (3.130)
x(0) =X, +V-0—A,-(30,.)% <sin < AT g4 1)) (3.131)
30rise 3

and similarly, for the period of %Grise <0 < 0, (Cams(0))

2

THO) _ A . sin(4r0/6,. —27): Lo.. <0<0.. (3.132)
02 ~ g i |

dx(0) erise Y

Rl GO 0—2 3.133
0 27 %o < ar J\" o0~ (3.133)

Orice \ >
X(0) =Xy +Vy-0—A,- <:;:> : <sin<;” 0-2;;)) (3.134)

rise
where the constants X, X,,, V;, V, are determined to meet the continuity requirements
at the boundaries of the cam function sections. Using the total travel range of the follower,
we can determine the constant A, as a function of the total travel range specified. Below
are the five equations from which the above five constants can be calculated.

Cam, (%oﬂse) — Cam, (éeﬂse) (3.135)
Cam; (%%se) = Cam, (%%e) (3.136)
i (Cam (500c)) = 5 (cama (g (3.137)
% <C"m2 (%orise» = d% (Cams (%%e)) (3.138)

Cam3(Oyie) = Xrige (3.139)
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The cam function is the combination of Equations 3.128, 3.131, 3.134 and their mirror
images, ordered in reverse, and 6 substituted by 26,;,. — 6 as an independent variable in the
cam functions. The cam function then,

A 0. 0.
Cam,(0) = —2 1% . (g _ rise < 4r 9>> . 0<o< lerise (3.140)
Az dr Oise 8
305\ 4z V4
Cam,(0) =X, +V., - 0-A <ﬂ> -<sin< 9+—>>;
gerise <0< gerise
Orise \ 4z
Cam;(0) =X, +Vy,-0—A <£> '<sin< 9—27r>>;
3 752 s2 o 4r erise (3.142)
ggrise <6< grise
9
Camy(0) = Cam;(20,;. — 0); Oy <0 < g&rise (3.143)
9 15
Cams(0) = Cam,(20,;,. — 0); gQﬁse <6< §0rise (3.144)
15
Camg(0) = Cam (20, — 0); §9rise <6<L20;, (3.145)

For the purpose of manufacturing a cam, we only need the displacement functions for a
complete revolution of the input shaft.

3.5 SHAFT MISALIGNMENTS AND FLEXIBLE COUPLINGS

Mechanical systems always involve two or more shafts to transfer motion. There is always
a finite accuracy with which the two shafts can be aligned in the axial direction. Any shaft
misalignments will result in loads on the bearings and cause vibration, and hence reduce
the life of the machinery. In order to reduce the vibration and life reducing effects of shaft
misalignment, flexible couplings are used between shafts (Figure 3.12).

There are two main categories of flexible shaft couplings:

1. couplings for large power transfer between shafts and motors,

2. couplings for precision motion transfer at low powers between shafts and motors.

High precision motion systems include motors with very low friction and yet very delicate
bearings. Such motors are very sensitive to shaft misalignments. The bearing failure of
the motor as a result of excessive shaft misignment is a very common reliablity problem.
Therefore, in most high performance servo motor applications, the motor shaft is coupled
to the load via a flexible coupling. The flexible couplings provide the ability to make the
system more tolerant to shaft misalignments. However, it comes at the cost of reduced
stiffness of the mechanical system. Therefore, designers must make sure that the stiffness
of the coupling does not interfere with the desired motion bandwidth (especially in variable
speed and cyclic positioning applications).
Couplings are rated by the following parameters:

. maximum and rated torque capacity,
. torsional stiffness,

. maximum allowed axial misalignment,

B W N =

. rotary inertia and mass of the coupling,
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FIGURE 3.12: Flexible couplings used between connecting shafts in motion transmission
mechanisms to compensate for the shaft misalignments and to protect bearings.

5. input and output shaft diameters,

6. input/output shaft connection method (set screw, clamped with keyway),
7. design type (bellow or helical coupling).

3.6 ACTUATOR SIZING

Every motion axis is powered by an actuator. The actuator may be electric, hydraulic or
pneumatic power based. The size of the actuator refers to its power capacity and must be
large enough to be able to move the axis under the given inertial and load force/torque
conditions. If the actuator is undersized, the axis will not be able to deliver the desired
motion, that is cannot deliver desired acceleration or speed levels. If the actuator is oversized,
it will cost more and the motion axis will have slower bandwidth since, as the actuator size
gets larger (larger power levels), the bandwidth gets slower as a general rule. Therefore, it



MECHANISMS FOR MOTION TRANSMISSION 155

is important to properly size the actuators for a motion axis with a reasonable margin of
safety. Along with determining the proper actuator size for an application, the size of the
gear mechanism needs to be determined unless the actuator is directly coupled to the load
(Figure 3.14). The focus of this section is on sizing a rotary electric motor type actuator.
The same concepts can be used for other types of actuators.

The question of actuator sizing is a question of determining the following require-
ments for an axis under worst operating conditions (i.e., largest expected inertia and resistive
load),

. maximum torque (also called peak torque) required, 7,y

. rated (continuous or root mean squared, RMS) torque required, 7,
. maximum speed required, émax,

. positioning accuracy required, (A#@),

N A W N =

. gear mechanism parameters: gear ratio, its inertial and resistive load (force/torque),
stiffness, backlash characteristics.

Once the torque requirements are determined, then the amplifier current and power supply
requirements are directly determined from them.

In general, accuracy and maximum speed requirements of the load dictate the gear
ratio. Below, we will assume that a gear mechanism with an appropriate gear ratio is
selected and focus on determining the actuator size. For a given application, the load
motion requirements specify the desired positioning accuracy and maximum speed. Let us
call that Ax and i,,,,. The desired positioning accuracy and maximum speed at the actuator
(i.e., rotary motor) are determined by,

AO =N - Ax (3.146)
0=N-x (3.147)

max

A gear ratio range is defined by the minimum accuracy and the maximum speed requirement,
that is in order to provide the desired accuracy (Ax) for a motor with a given actuator
positioning accuracy (A#), the gear ratio must be
AQ
N> — (3.148)
Ax
In order to provide the desired maximum speed for a given maximum speed capacity of the
motor (not to exceed the maximum speed capability of the motor), the gear ratio must be
smaller than or equal to
g
max (3.149)

max

N <

o=

Hence, the acceptable gear ratio range is defined by the accuracy and maximum speed
requirement,

(3.150)

Some of the most commonly used motion conversion mechanisms (also called gear mecha-
nisms) are shown in Figure 3.15. Notice that the gear mechanism adds inertia and possible
load torque to the motion axis in addition to performing the gear reduction role and coupling
the actuator to the load. In precision positioning applications, the first requirement that must
be satisfied is accuracy.
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The actuator needs to generate torque/force in order to move two different categories
of inertia and load (Figure 3.14):

1. load inertia and force/torque (including the gear mechanism),

2. inertia (and any resistive force) of the actuator itself. For instance, an electric motor
has a rotor with finite inertia and that inertia is important for how fast the motor
can accelerate and decelerate in high cycle rate automated machine applications.
Similarly, a hydraulic cylinder has a piston and large rod which has mass.

The torque/force and motion relationship for each axis is determined by New-
ton’s Second Law. Let us consider it for a rotary actuator. The same relationships fol-
low for translational actuators by replacing the rotary inertia with mass, torque with
force, and angular acceleration with translational acceleration ({Jr, é, Tt} replace with
{my, X, Fr}),

Jp-0=T; (3.151)

where Jp is the total inertia reflected on the motor axis, T is the total net torque acting
on the motor axis, and @ is angular acceleration. The reflected inertia or torque means the
equivalent inertia or torque seen at the motor shaft after the gear reduction effect is taken
into account.

There are three issues to determine for the actuator sizing (Figure 3.14),

1. the net inertia (it may be a function of the position of the motion conversion mecha-
nism, Figure 3.15),

2. determine the net load torque (it may be a function of the position of the motion
conversion mechanism and speed),

3. the desired motion profile (Figure 3.10).

Let us discuss the first item, detemination of inertia. Total inertia is the inertia of the rotary
actuator and the reflected inertia,

‘IT =‘]m+‘]l,eff (3152)

where J) ¢ includes all the load inertias reflected on the motor shaft. For instance, in
the case of a ball-screw mechanism, this includes the inertia of the flexible coupling (J,.)
between the motor shaft and ball-screw, ball-screw inertia (Jy,), and load mass inertia (due
to Wl)’

L
(2zp)?
Notice that the total inertia that the actuator has to move is the sum of the load (including
motion transmission mechanism) and the inertia of the moving part of the actuator itself.

The total torque is the difference between the torque generated by the motor (7,)
minus the resistive load torques on the axis (7)),

Tr =Ty — Tiegr (3.154)

et = Jc +Jps + W/g) (3.153)

where T represents the sum of all external torques. If the load torque is in the direction of
assisting the motion, it will be negative, and the net result will be the addition of two torques.
The T} may include friction (7}), gravity (Tg), and process related torque and forces (i.e.,
an assembly application may require the mechanism to provide a desired force pressure,
T,), nonlinear motion related forces/torques if any (i.e., Corriolis forces and torques, T),

Ty= T+ Ty + T, + Ty (3.155)

1
T efp = N T (3.156)
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FIGURE 3.13: A typical desired velocity profile of a motion axis in programmable motion
control applications such as automated assembly machines, robotic manipulators.

Notice that the friction torque may have a constant and speed dependent component to
represent the Coulomb and viscous friction, Tf(é).

For actuator sizing purposes, these torques should be considered for the worst possible
case. However, care should be exercised as too much safety margin in the worst case assump-
tions can lead to unnecessarily large actuator sizing. Once the friction, gravitational loading,
task related forces, and other nonlinear force coupling effects in articulated mechanisms
are estimated, the mechanism kinematics is used to determine the reflected forces on the
actuator axis. This reflection is a constant ratio for simple motion conversion mechanisms
such as gear reducers, belt-pulleys, and lead-screws. For more complicated mechanisms
such as linkages, cams, and multi degrees of freedom mechanisms, the kinematic reflection
relations for the inertias and forces are not constant. Again, these relationships can be
handled using worst case assumptions in simpler forms, or using more detailed nonlinear
kinematic model of the mechanism.

Finally, we need to know the desired motion profile of the axis as a function of time.
Generally, we assume a worst case cyclic motion. The most common motion profile used is a
trapezoidal velocity profile as a function of time (Figure 3.13). The typical motion includes
a constant acceleration period, then a constant speed period, then a constant deceleration
period, and a dwell (zero speed) period.

0=0(1); 0<1<10, (3.157)

Once the inertias, load torques, and desired motion profile are known, the required torque
as a function of time during a cycle of the motion can be determined from

T (1) = Jp - 0(0) + Ty o5 (3.158)

= J1(0) - 0(1) + Ty egp(0) + Ty of5(0) + Ty ogs(1) + Ty o6, 0) (3.159)

Notice that before we calculate the torque requirements, we need to guess the inertia of the
actuator itself, which is not known yet. Therefore, this calculation may need to be iterated
few times.

Once the required torque profile is known as a function of time, two sizing values are
determined from it: the maximum and root-mean square (RMS) value of the torque,

T o = max(Ty (1) (3.160)
t 1/2
1 cyc 5
T. =T, = —/ T.(02 dt (3.161)
cyc JO
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From the desired motion profile specification, we determine the maximum speed the
actuator must deliver using the kinematic relations. In order to design an optimal motion
control axis, the actuator sizing and the motion conversion mechanism (effective gear ratio)
should be considered together. It is possible that a very small gear ratio may require a motor
with very large torque requirement, and yet run at very low speeds, hence making use of a
small part of the power capacity of the motor. An increased gear ratio would then require a
smaller torque motor and that the motor would operate at higher speeds on average, hence
making more use of the available power of the motor.

Once the torque requirements are known, the drive current and power supply voltage
requirements can be directly determined for a given electric motor-drive system. Similarly,
for hydraulic actuators, once the force requirements are determined, we would pick the
supply pressure and determine the diameter of the linear cylinder. The speed requirement
would determine the flow rate. Once these are known, then the size of the valve and pump
can be determined.

Actuator Sizing Algorithm (Figure 3.14, 3.15):

1. Define the geometric relationship between the actuator and load. In other words,
select the type of motion transmission mechanism between the motor and the
load (N).

2. Define the inertia and torque/force characteristics of the load and the transmission
mechanism, that is define the inertia of the tool as well as the inertia of the gear
reducer mechanisms (J;, 77).

3. Define the desired cyclic motion profile in the form of load speed versus time (6,(¢)).

Motor Gear mechanism Load
r Ly T Tt .
0 b e st AT Nem s S i Ny, 15, . N
Jm» 'm> BUm J ! | i Ji,]: l A 1 Jy
m 1 T. I7 T,
T Ty ' i K b
1 I 1 |'
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1 | 1 .I. Xy, Xy, Axp
: 1 L L
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Tp. req
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FIGURE 3.14: Actuator sizing: load (inertia, torque/force), gear mechanism, and desired
motion must be specified.
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FIGURE 3.15: Commonly used motion conversion (gear) mechanisms and their input-output
relationships.

Using the reflection equations developed above, calculate the reflected load inertia
and torque/forces (J o, T ofr) that will effectively act on the actuator shaft as well as
the desired motion at the actuator shaft (6,,(t) = 6;,(?)).

Guess an actuator/motor inertia from an available list (or make the first calculation
with zero motor inertia assumption), and calculate the torque history, 7,,(t), for the
desired motion cycle. Then calculate the peak torque and RMS torque from T, (¥).

Check if the actuator meets the required performance in terms of peak and RMS
torque, and maximum speed capacity (7, Tipg, Omay)- If the above selected actua-
tor/motor from the available list does not meet the requirements (i.e., too small or too

large), repeat the previous step by selecting a different motor.

The continuous torque rating of most electric servo motors is given for 25 °C ambient
temperature and an aluminum face mount for heat dissipation considerations. If the
nominal ambient temperature is different form 25 °C, the continuous (RMS) torque
capacity of the electric motor should be derated using the following equation for a
temperature,

Tons = Tons(25 °C) /(155 — Temp°C) /130 (3.162)
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If the T, rating is exceeded, the temperature of the motor winding will increase
proportionally. If the temperature rise is above the rated temperature for the winding
insulation of the motor, the motor will be damaged permanently.

3.6.1 Inertia Match Between Motor and Load

The ratio of the motor’s rotor inertia and the reflected load inertia is always a concern in
high performance motion control applications. It is a rule of thumb that the ratio of motor
inertia to load inertia should be between one-to-one and up to one-to-ten,

Im 1oL (3.163)
Jy/NE 1 10
The one-to-one match is considered the optimal match. Below, we show that the one-to-one
inertial match is optimal only in the ideal case where the motor drives a purely inertial load
and that this inertia ratio results in minimum heating of the motor.
Let us consider the case that the motor is coupled to a purely inertial load through an
effective gear ratio. The torque and motion relationship is

T, (1) = (Jm + ]%Jl) 0, (3.164)

- (Jm + ]%A) N -6, (3.165)
Minimal heating occurs when the required torque is minimized, since torque is proportional
to current and heat generation is related to current (P, = R - i%, where P,y is the electric
power dissipated at the motor windings due to its electrical resistance R and current ). The
minimum torque occurs at the gear ratio where the derivative of 7,, with respect to N is
equal to zero,

d 1\ . (2N ;
(T = (don + ﬁjl) b, + (FJI) NG, (3.166)
=0+ (I - ]%‘h) (3.167)
_o (3.168)

Therefore, the optimal gear ratio between the motor and a purely inertial load which
minimizes the torque requirements (hence, the heating), is

1
o= (3.169)

= J],reﬂected (3.170)

It is important to note that this ideal inertia match (1:1) between the motor’s rotor inertia
and reflected load inertia is optimal only for purely inertial loads. In applications where the
load may be dominated by friction or other application related load torque or forces, the
ideal inertia match may not be a good design.

Example Consider a rotary motion axis driven by an electric servo motor. The rotary
load is directly connected to the motor shaft without any gear reducer. The rotary load
is a solid cylindrical shape made of steel material, d = 3.0in, / = 2.01in, p = 0.2861b/ in3.
The desired motion of the load is a periodic motion (Figure 3.14). The total distance to be
traveled is 1/4 of a revolution. The period of motion is 7., = 250 ms, and the dwell portion
of it is #4,, = 100 ms, and the remaining part of the cycle time is equally divided between
acceleration, constant speed, and deceleration periods, , = t, = 3 = 50 ms. Determine the
required motor size for this application.
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This example matches the ideal model shown in Figure 3.14. The load inertia is

Jy = %-m-(d/2)2 (3.171)
= %.,,.,,.(d/z)Z.l.(d/z)z (3.172)
:%-p-n-l~(d/2)4 (3.173)
= %-(0.286/386)-7z-2.0.(3/2)4 Ib-in-s? (3.174)
=0.01181b-in-s? (3.175)

Let us assume that we will pick a motor which has a rotor inertia the same as the load so
that there is an ideal load and motor inertia match, J, = 0.01181b-in- s2. The acceleration,
top speed, and deceleration rates are calculated from the kinematic relationships,

1y, _1z
Oy=0-1,= 77 (3.176)
6=2-0,/t,=2-(1/4)-(x/2)rad/(0.0555) (3.177)

= 80x/16rad/s = 40/16rev/s = 2400/16 rev/min = 150rev/min (3.178)
b, = 0,/t, = (80x/16)(1/0.05) = 1600z /16rad/s* = 100 7 rad/s*>  (3.179)

6, =00 (3.180)
6y = —100 7 rad/s* (3.181)
b4 = 0.0 (3.182)

The required torque to move the load through the desired cyclic motion can be calculated
as follows,

T, =y +J)-0=(0.0118+0.0118)- (1007) = 7.4141b-in (3.183)
T, = 0.0 (3.184)
Ty=(Jy+J) 6 =(0.0118+0.0118)-(~1007) = —=7.414 Ib-in  (3.185)
Ty = 0.0 (3.186)

Hence, the peak torque requirement is
T =74141b-in (3.187)

and the RMS torque requirement is

1 1/2
Tone = (m(Tf-ra+Tr2-tr+T§-zd+T§W-zdw)) (3.188)
12
= (Ozlﬁ(mmz 10,05 +0.0-0.05 +(~7.41412-005+0.0-0.)) " (3.189)
= 4.689 Ib-in (3.190)

Therefore, a motor which has rotor inertia of about 0.01181b-in- sz, maximum speed

capability of 150 rev/min or better, peak and RMS torque rating in the range of 8.0 1b - in
and 5.0 Ib - in range would be sufficient for the task.

This design may be improved further by the following consideration. The top speed
of the motor is only 150 rpm. Most electric servo motors run in the 1500 rpm to 5000 rpm
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range where they deliver most of their power capacity, while maintaining a constant torque
capacity up to these speeds. As a result, it is reasonable to consider a gear reducer between
the motor shaft and the load in the range of 10: 1 to 20 : 1 and repeat the sizing calculations.
This will result in a motor that will run at a higher speed and will have lower torque
requirements.

3.7 HOMOGENEOUS TRANSFORMATION MATRICES

The geometric relationships in simple one degree of freedom mechanisms can be derived
using basic vector algebra. The derivation of geometric relations for multi degrees of free-
dom mechanisms, such as robotic mechanisms, is rather difficult using three-dimensional
vector algebra. The so called 4x4 homogeneous transformation matrices are very power-
ful matrix methods to describe the geometric relations [8]. They are used to describe the
geometric relations of a mechanism between the absolute values of

1. displacement variables,
2. the relations between the incremental changes in displacements, and

3. force and torque transmission through the mechanism.

The position and orientation of a three-dimensional object with respect to a reference frame
can be uniquely described by the position coordinates of a point on it (three-components
of position information in three-dimensional space) and the orientation of it (described
by three angles). The position coordinates are associated with a point and are unique for
a given point with respect to a reference coordinate frame. Orientation is associated with
an object, not a point. The best way to describe the position and orientation of an object
is to attach a coordinate frame to the object, and describe the orientation and the origin
coordinates of the attached coordinate frame with respect to a reference frame. For instance,
the position and orientation of a tool held by the gripper of a robotic manipulator can be
described by a coordinate frame attached to the tool (Figure 3.16). The position coordinates
of the origin of the attached coordinate frame and its orientation with respect to another
reference frame also describe the position and orientation of the tool on which the frame is
attached.

The transformation of an object between any two different orientations can be accom-
plished by a sequence of three independent rotations. However, the number and sequence
of rotation angles to go from one orientation to another is not unique. There are many
possible rotation combinations to make a desired orientation change. For instance, an ori-
entation change between any two different orientation of two coordinate frames can be
accomplished by a sequence of three angles such as

1. roll, pitch, and yaw angles,
2. Z,Y,X Euler angles,
3. X,Y.,Z Euler angles.

There are 24 different possible combinations of a sequence of three angles to go from
one orientation to another. Finite rotations are not commutative. Infinitesimal rotations are
commutative. That means, the order of a sequence of finite rotations makes a difference
in the final orientation. For instance, making a 90° rotation about the x-axis followed by
another 90° rotation about the y-axis results in a different orientation than that of making a
90° rotation about the y-axis followed by another 90° rotation about the x-axis. However,
if the rotations are infinitesimal, the order does not matter.
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FIGURE 3.16: Multi degree of freedom mechanisms: a robotic manipulator with three joints.
We use this example to illustrate how to describe the position and orientation of one coordinate
frame with respect to another. If we attach a coordinate frame to a workpiece, we can describe
the position and orientation of it with respect to other coordinate frames through the
coordinate frame attached to it.

The 4x4 homogeneous transformation matrices describe the position of a point on an
object and the orientation of the object in three-dimensional space using a 4x4 matrix. The
first 3x3 portion of the matrix is used to define the orientation of a coordinate frame fixed to
the object with respect to another reference coordinate frame. The last column of the matrix
is used to describe the position of the origin of the coordinate frame fixed to the object
with respect to the origin of the reference coordinate frame. The last row of the matrix is
[0 O O 1]. A general 4x4 homogeneous transformation matrix 7" has the following form
(Figure 3.17),

€11 €12 €13 XA
e e e
T = 21 22 €3 YA (3.191)
€31 €33 €33 I
0 0 0 1

For instance, the second column [e;, e,, e3,]T is the cosines of the angles between
the unit vector €, of the coordinate frame A and the unit vectors ?,7, % of the reference frame
O (Figure 3.17). Column vectors are the cosine angles for the second coordinate frame unit
vectors when they are expressed in terms of the unit vectors of the first coordinate frame.
Row vectors are the cosine angles for the first coordinate frame unit vectors when they are
expressed in terms of the unit vectors of the second coordinate frame.

They describe the position and orientation of the coordinate frame A with respect to
the coordinate frame 0. The columns of the (3x3) portion of the matrix which contain the
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FIGURE 3.17: Use of (4x4) coordinate transformation matrices to describe the kinematic
(geometric) relationships between different objects in three-dimensional space. A point is
described with respect to a reference coordinate frame by its three position coordinates. An
object is described by a coordinate frame fixed to it: the position of its origin and its orientation
with respect to the reference coordinate frame.

orientation information are the cosine angles between the unit vectors of the coordinate
frames. Notice that, even though we know that the orientation of one coordinate frame
with respect to another can be described by three angles, the general form of the rotation
portion of the (4x4) transformation matrix (the (3x3) portion) requires nine parameters.
However, they are not all independent. There are six constraints between them, leaving
three independent variables (Figure 3.17). The six constraints are

-8, =10 (3.192)
¢,-2,=10 (3.193)
¢;-8,=10 (3.194)
¢,-¢,=0 (3.195)
¢,-¢,=0 (3.196)
¢, 8,=0 (3.197)
where
G =eyitey)+eyk: i=12,3 (3.198)

are the unit vectors along each of the axes of the attached coordinate frame expressed in
terms of its components in the unit vectors of the other coordinate frame. The use of cosine
angles in describing the orientation of one coordinate frame with respect to another one is
a very convenient way to determine the elements of the matrix.

The 4x4 homogeneous transformation matrices are the most widely accepted and
powerful (if not the computationally most efficient) method to describe kinematic rela-
tions. The algebra of transformation matrices follows basic matrix algebra. Let us consider
the coordinate frames numbered 1, 2, 3, 4 and a point A on the object where the position
coordinates of the point with respect to the third coordinate frame are described by 4, (Fig-
ure 3.17). The description of the coordinate frame 4 (position of its origin and orientation)
with respect to coordinate frame O can be expressed as,

Toy =To1T1p-Toz Ty (3.199)

where Ty, T, Tr3, and T3, are the description of the origin position coordinates and
orientations of the axes of coordinate frames 1 with respect to 0, 2 with respect to 1, and
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that of 3 with respect to 2. The position coordinate vector of point A can be expressed with
respect to coordinates 2 and 3 as follows (Figure 3.17),

r3p = Ta4 - T4p (3.200)
ran =Tz -r3p = Tp3 - T3y ryp (3.20D)
ra =T ra =T Toz T34 1yn (3.202)
roa = Tor - 71a = To1 - T1a - Ta3 - T34 Ty (3.203)

where, r4q = [ X454 Yan Zaa 117 The 3,724, Fias Toa are similarly defined. Notice that
T}, is the description (position coordinates of the origin and the orientation of the axes
of coordinate system 2 with respect to coordinate system 1) of coordinate system 2 with
respect to coordinate system 1. Then the reverse description, that is the description of
coordinate system 1 with respect to coordinate system 2, is the inverse of the previous
transformation matrix,

T =Ty, (3.204)

The (4x4) transformation matrix has a special form and the inversion of the matrix also has
a special result. Let

Tp=|-—-——— (3.205)

Then, the inverse of this matrix can be shown as

T T
Ry, R}, Pa
T =|---—-— (3.206)
000 1

Also notice that the order of transformations is important (multiplication of matrices are
dependent on the order),

Ty Ty #Ty3- Ty, (3.207)

For a general purpose multi degrees of freedom mechanism, such as a robotic manipulator,
the relationship between a coordinate frame attached to the tool (the coordinates of its
origin and orientation) with respect to a fixed reference frame at the base can be expressed
as a sequence of transformation matrices where each transformation matrix is a function
of one of the axis position variables. For instance, for a four degrees of freedom robotic
manipulator, the coordinate system at the wrist joint can be described with respect to base
as (Figure 3.17)

Tog = T01(01) - T12(6,) - To3(03) - T34(64) (3.208)

where 60, 0,, 65, 8, are the positions of axes driven by motors. Any given position vector

relative to the fourth coordinate frame (r,4,) can be expressed with respect to the base as
follows,

roa = Tos * Tan (3.209)

= T01(01) - T12(02) - T3(03) - T34(04) - 14 (3:210)

where 745 = [X4a, Yaa» Zan. 117 the three coordinates of the point A with respect to the
coordinate frame 4.
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The Denavit-Hartenberg method [7] defines a standard way of attaching coordinate
frames to a robotic manipulator such that only four numbers (one variable, three con-
stant parameters) are needed per one degree of freedom joint to represent the kinematic
relationships.

Given the 4x4 transformation matrix description of a coordinate frame attached to the
tool, Ty, with respect to a reference coordinate frame 22, we can determine the position
coordinates of the tool-coordinate frame (x, yT, zp) as well as orientation angles (i.e., roll,
yaw, pitch) of the tool-coordinate frame with respect to the reference coordinate frame and
form the corresponding x vector.

In generic terms, the relationship between the coordinates of the tool and the joint
displacement variables can be expressed as,

x=f(0) (3.211)

The vector variable x represents the Cartesian coordinates of the tool (i.e., position coor-
dinates xp, yp, zp in a given coordinate frame and oriention angles where three angles can
be used to describe the orientation). The description of the position coordinates of a point
with respect to a given reference frame is unique. However, the orientation of an object
with respect to a reference coordinate frame can be described by many different possible
combinations of angles. Hence, the orientation description is not unique. The vector vari-
able @ represents the joint variables of the robotic manipulator, that is for a six joint robot
0 =16y, 0,, 05, 0,, 05, 61".

The f(0) is called the forward kinematics of the mechanism, which is a vector
nonlinear function of joint variables,

[©) = [11(0). £,0), £50). £(0), f5(0), fs(OI (3.212)

The inverse relationship, that is the geometric function which defines the axis posi-
tions as functions of tool position and orientation, is called the inverse kinematics of the
mechanism,

0=5"w (3.213)

The inverse kinematics function may not be possible to express in one analytical closed
form for every mechanism. It must be determined for each special mechanism on a case by
case basis. For a six revolution joint manipulator, a sufficient condition for the existence of
the inverse kinematic solution in analytical form is that three consecutive joint axes must
intersect at a point. Forward and inverse kinematic functions of a mechanism relate the
joint positions to the tool positions.

If a robotic manipulator is always taught (i.e., by using a “teach mode”) the points
the tool tip must go through in three-dimensional space, the controller can record the
corresponding joint angles at each point. Then, some form of interpolation can be used
to define intermediate points to generate the desired motion path. In this type of robotic
manipulator, where the desired motion of the manipulator is defined by a teach mode, inverse
kinematics are never needed. However, in applications where not all of the target points
are taught, inverse kinematics are needed. For instance, target tool tip position may need to
be determined in real-time based on a vision sensor measurement of the target workpiece
position and orientation. Then, the corresponding joint angles must be calculated using
inverse kinematic relations.

The differential relationships between joint axis variables and tool variables are
obtained by taking the differential of the forward kinematic function. The resultant matrix
that relates the differential values of joint and tool position variables (in other words, it
relates the velocities of joint axes and tool velocity) is called the Jacobian matrix of the
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mechanism (Figure 3.17).

are@
i=-—=—.9 (3.214)

i d_ —_—
=J (3.215)

where the J matrix is called the Jacobian of the mechanism. Each element of the Jacobian
matrix is defined as

_ 9fi(0,,0,,05,04,05,0)

ij 90

(3.216)

where i = 1,2,...,m and j = 1,2, ..,n, where n is the number of joint variables. For a six
degrees of freedom mechanism, n = m = 6. If the mechanism has less than six degrees of
freedom, the Jacobian matrix is not a square matrix. Likewise, the inverse of the Jacobian,
J~! relates the changes in the tool position to the changes in the axis displacements,

6=J"x (3.217)

If the Jacobian is not invertible in certain positions, these positions are called the geometric
singularities of the mechanism. It means that at these locations, there are some directions
that the tool cannot move no matter what the change is in the joint variables. In other
words, no joint axis variable combination can generate a motion in certain directions at a
singularity point. A robotic manipulator may have many singularity points in its workspace.
The geometric singularity is directly a function of the mechanical configuration of the
manipulator. There are two groups of singularities,

1. Workspace boundary: a given manipulator has a finite span in three-dimensional
space. The locations that the manipulator can reach are called the workspace. At the
boundary of workspace, the manipulator tip cannot move out, because it has reached
its limits of reach. Hence, all points in the workspace boundary are singularity points
since at these points there are directions along which the manipulator tip cannot
move.

2. Workspace interior points: these singularity points are inside the workspace of the
manipulator. Such singularity points depend on the manipulator geometry and gen-
erally occur when two or more joints line up.

The same Jacobian matrix also describes the relationship between the torques/forces
at the controlled axes and the force/torque experienced at the tool. Let the tool force be
Force and the corresponding tool position differential displacement be éx. The differential
work done is

Work = 6xT - Force (3.218)
Note that the Jacobian relationship

5x=1J-50 (3.219)

and the equivalent work done by the corresponding torques at the controlled axes can be
expressed as

Work = 607 - Torque (3.220)

= 6x" - Force (3.221)
= (J-80)" - Force (3.222)
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Hence, the force—torque relationship between the tool and joint variables is

Torque = JT - Force (3.223)

and the inverse relationship is
Force = (JN)™ - Torque (3.224)

Notice that at the singular configurations (geometric singularities) of the mechanism, those
configuration of the mechanism at which the inverse of the Jacobian matrix does not exist,
there are some force directions at the tool which do not result in any change in the axes,
torques. They only result in reaction forces in the linkage structure, but not in the actuation
axes. Another interpretation of this result is that there are some directions of tool motion
where we cannot generate force no matter what combination of torques are applied at the
joints.

There are different methods for the calculation of the Jacobian matrix for a mechanism
[9,10]. The inverse Jacobian matrix can be either obtained analytically in symbolic form
or calculated numerically off-line or on-line (in real-time). However, real-time numerical
inverse calculations present a problem both in terms of the computational load and also
the possible numerical stability problems around the singularities of the mechanism. The
decision regarding the Jacobian matrix and its inverse computations in real-time should be
made on a mechanism by mechanism basis.

Example Consider two coordinate frames numbered 1 and 2 as shown in Figure 3.18.
Let the origin coordinates of the second coordinate frame have the following coordinates,
ria =[x1a Yia 214 11T=[-0.5 0.5 0.0 1]T. Orientations of axes are such that X, is
parallel to Yy, Y, is parallel but in opposite direction to X;, and Z, has the same direction
as Z;. Determine the vector description of point P whose coordinates are given in second
frame as ryp = [Xp Yop 2op 11T =[1.0 1.0 0.0 1]T.

Using the homogeneous transformation matrix relationship between coordinate
frames 1 and 2,

rip =Ty 1pp (3.225)
2\
‘LA
Y
P
1.0 ——————————:,
7 A ///
_05//-/_____/ - : .X2
R I 1.0
0.5 Vi

X

FIGURE 3.18: Describing the position and orientation of one coordinate frame with respect to
an other.
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where T, is described by the orientation of the second coordinate frame and position

coordinates of its origin with respect to the first coordinate frame.

€11 €12 €13 XA
€1 €x»n €3 VA

€31 €33 €33 Z1A
| 0 0 0 1
[00 -1.0 00 =05
1.0 0.0 0.0 0.5
= (3.227)

00 00 1.0 00
o 0 0o 1

Notice that the orientation portion of the matrix is the coefficients of the relationships

between the unit vectors,

-

i =cosf; € +cosb, €, +cosbs-¢; (3.228)
=e € +ep 6 +eys -6 (3.229)
=0.0-2, +(=1.0)-2, + 0.0 2 (3.230)

J = cosby; - &) + co80y, - €5 + €080, - &5 (3.231)
=ey € +ey 6 +ey-és (3.232)
=102, +(0.0)-2, + (0.0)- &5 (3.233)

k = costy, - €, + cosby, - 6 + cosbs; - &5 (3.234)
=e3-€+e3:6 +e33-63 (3.235)
=(0.0)-¢; +(0.0)- &, + (1.0) - &5 (3.236)

Hence,
rip =Ty rop (3.237)
=[-15 1500 1]T (3.238)

Example The purpose of this example is to illustrate graphically that the order of a
sequence of finite rotations is important. If we change the order of rotations, the final
orientation is different (Figure 3.19). In other words, T, - T, # T, - T;. Let T| represent a
rotation about the x-axis by 90°, and 7, represent a rotation about the y-axis by 90°. Figure
3.19 shows the sequence of both T; followed by T, and T, followed by T;. The resulting
final orientations are different since the order of rotations are different. Finite rotations are
not commutative. We can show this algebraically for this case.

[1.0 00 00 0.0]
0.0 00 1.0 0.0
T, = (3.239)

0.0 -1.0 0.0 0.0
| 0 0 o0 ]
[00 00 —-1.0 0.0]

00 1.0 00 00
T, = (3.240)
1.0 0.0 0.0 0.0
0 0 0 1

Clearly, Tl . T2 ;ﬁ T2 . Tl'
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A
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>y y >y
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FIGURE 3.19: Two finite rotation sequence performed in reverse order. The final orientations
are different. Finite rotations are not commutative.

Example Consider the geometry of a two-link robotic manipulator (Figure 3.20). The
geometric parameters (link lengths /; and /,) and joint variables are shown in the figure.

1. Derive the tip position P coordinates as a function of joint variables (forward kine-
matic relations).

2. Derive the Jacobian matrix that relates the joint velocities to the tip position coordinate
velocities.

FIGURE 3.20: Kinematic description of a
two joint planar robotic manipulator.
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3. If there is a load with weight W at the tip, determine the necessary torques at joints
1 and 2 in order to balance the load.

In this example, we are asked to determine the following relations,

X =J_C(Q) (3.241)
i =J6)©6) (3.242)
Torque = J*(0)(Force) (3.243)

Let us attach three coordinate frames to the manipulator. Coordinate frame 0 is attached to
the base and fixed, coordinate frame 1 is attached at joint 1 to link 1 (moves with link 1),
coordinate frame 2 is attached at joint 2 to link 2 (moves with link 2). The position vector of
the tip with respect to coordinate frame 2 is simple, 7,p = [[, 0 0 1]T. The transformation
matrices between the three coordinate frames are functions of 6, and 6, as follows,

[ cos(§;) —sin(d;) 0.0 0.0]
in(0 9,) 00 0.0
7, = | SO cos@) (3.244)
0.0 00 1.0 00

| o 0 0 1|
[ cos(0,) —sin(@,) 0.0 [ |
in(0 6,) 00 0.0
7, = | S0 cos®) (3.245)
0.0 00 1.0 00

0 0 0 1

Hence, the tip vector description in base coordinates,

rop = [Xop Yop O 1" = Toy-Tip-rop (3.246)

The vector components of ryp can be expressed as individual functions for more clarity,

Xop = .XOP(HI . 02, l] . 12) = l] . COS(G]) + 12 . COS(G] + 02) (3247)
Yop = yOP(Hl, 02, ll’ lz) = ll . Sin(@l) + 12 . Sin(@l + 92) (3248)
Zop = 0.0 (3.249)

The Jacobian matrix for this case can simply be determined by taking the derivative
of the forward kinematic relations with respect to time and expressing the equation in the
matrix form to find the Jacobian matrix.

.xOP = E‘(XOP(HI, 02, ll’ 12)) = J1191 + J1202 (3250)
Yop = 2 Oop(01, 02311, 1)) = 5101 + 200, (325D

where it is easy to show that the elements of the Jacobian matrix J

Iy 7
I [ I 12] (3.252)
J21 J22

B [—l] -sin(@) — I, -sin(@; + 0,) —I, -sin(0; + 6,)

(3.253)
[} -cos(0y) +1,-cos(8; +6,) 1,-cos(6) +6,)
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The torque needed to balance a weight load, F = [Fy Fy]T =[0 — W]T, at the tip is

determined by

Torque Jiyg J 0.0

quer | _ (Y1 21 (3.254)
Torque, Jio Jnl | =W

which shows the necessary static torque at each joint to balance a weight at the tip for

different positions of the manipulator. Notice that since the Jacobian matrix is 2x2, it is
relatively simple to obtain the inverse Jacobian in analytical form.

-l 1 [ lycos(6; +6,) I, -sin(6; + 6,)

Iy -1y -sin(8,) | =1, cos(0;) — I, cos(0; +0,) [ sin(0) — I, - sin(0; + 6,)
(3.255)

Notice that when 6, = 0.0, the mechanism is at a singular point, which is indicated by the
sin(f,) term in the denominator of the inverse Jacobian equation above.

3.8 A CASE STUDY: AUTOMOTIVE TRANSMISSION
AS A “GEAR REDUCER”

An automotive transmission is a gear reducer. It changes the speed ratio (gear ratio) between
the input and output shaft. The input shaft is connected to the crank shaft of the engine, the
output shaft is connected to the lower powertrain which is connected to the differential (or
differentials in four wheel drive vehicles) to drive the wheels. The gear ratio is not constant,
but can be one of a finite number of gear ratios (i.e., in five speed transmission, five different
the gear ratios can be engaged). In continuously variable transmissions, the gear ratio can
be changed to any value between a minimum and a maximum value, instead of one of a
finite number of selections. The mechanism by which the gear ratio is changed from one
ratio to another determines the type of transmission. In manual shift transmissions, the
gear is changed by the operator by moving a lever. In automatic transmissions, the gear is
changed by an electronic control module (ECM) which controls a set of electrically actuated
clutch/brakes or valves. In continuously variable transmissions (CVT), i.e. toroidal CVT,
the gear ratio is changed by continuously varying a drive diameter, hence the gear ratio
can be any value between a minimum and maximum value (hence the name “continuously
varying”), instead of having a finite number of discrete gear ratio numbers, that is, 5-speed
(or 6-speed) transmission meaning there are 5 (or 6) gear ratios to select from.

3.8.1 The Need for a Gearbox “Transmission”
in Automotive Applications

A gearbox is used to change the speed and torque ratio between the input and output shafts.
If we assume that the gearbox operates with 100% efficiency, the input power and output
power are equal to each other. As the gearbox changes the speed ratio between input—output
shafts, it also changes the torque ratio in the inverse ratio.

In automotive and mobile equipment motion, the power output from engine is defined
as a function of speed using the so called “lug-curve” (see Section 1.2). At a given speed,
the maximum power capacity of an engine is known. Hence, the maximum available torque
output from the engine is known as a function of engine speed. The gearbox (better known
as the transmission in automotive applications) essentially scales that lug-curve at different
gear ratios as shown in Figure 3.24, excluding the effect of the torque converter. A typical
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FIGURE 3.21: Resistive load force (or equivalent torque) in mobile equipment and automotive
applications: aerodynamic, gradient, and rolling resistance forces.

transmission has five forward gears. Hence, there are five “the transmission” output speed—
torque curves which are scaled versions of the engine lug curve. A continuously variable
transmission (CVT) can provide any gear ratio value between a minimum and maximum
gear ratio value it is designed for, not just a finite number of discrete gear ratios. Therefore,
a CVT can achieve an infinite number of different scaled versions of the lug-curve between
the minimum and maximum scaled curves (i.e., between gear ratio 1 and gear ratio 5). The
set of lug-curves at different gear ratios shows the maximum torque the engine—transmission
combination can generate at various speed ranges at the transmission output shaft. The gear
ratio allows us to trade torque for speed, that is reduce speed and increase torque between
input and output shafts or vice versa. If the demand for torque changes due to the operating
conditions of the vehicle, we can change the gear ratio to select a different speed—torque
curve capability in order to better meet the demand.

In mobile equipment applications, there are three major categories of resistance to
motion that must be overcome by the engine—transmission output shaft. The resistance
categories are:

e Aerodynamic resistance force due to the friction between the mobile equipment
body and air. This force, and the equivalent torque that the engine must overcome,
is a function of the equipment shape and its aerodynamic properties. In general,
the aerodynamic resistance force grows almost exponentially with the speed of the
equipment (Figure 3.21),

Faero = Faero(Vyehicle) (3.256)

o Gravity resistance force (also called gradient force) is the force acting on the vehicle
due to the gravity force component in non-zero gradients. This force is equal to the
weight of the vehicle times the sinus of the gradient angle,

Fgradiem = Wiehicle - SIn(0) (3.257)
where 6 is the gradient angle. If the vehicle is moving up in the gradient, it is a
resisting force, if it is moving down, it is an assisting force.

® Rolling resistance force is due to the continuous deformation of the tires as the vehicle
moves. In general this force is a function of the tire pressure, vehicle mass, and ground
traction conditions. It does not vary much as a function of the vehicle speed.

F.o1 = Constant (3.258)
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FIGURE 3.22: Engine lug curve between torque-speed, and scaled versions of it at different

gear ratios of the transmission (assuming 100% transmission efficiency), which shows the

speed and torque profile that is delivered at the transmission output shaft, over laid with

resistance curves to determine steady-state operating conditions.

Total resistance force for a given vehicle mass, tire pressure, ground traction condition, a
gradient, and vehicle speed can be expressed as,

Fresist = Faero(Vvehicle) + Fgradient + Froll (3.259)

The total resistance force is determined by the three components as shown in Figure 3.21.
For different gradients and traction conditions, we would have different curves (i.e. A, B,
C) as shown in Figure 3.22. As a vehicle changes gradient and ground conditions while it
is traveling, the total resistance to it changes between these curves. If the vehicle is desired
to maintain a certain speed despite these variations, the output torque (or equivalent force
delivered to the tires) must be large enough to overcome the total resistance.

Therefore, as the operating conditions change, the gear ratio must be changed in order
to meet the demand. The gear ratio decision can be made either by the driver or by a control
computer. The main principle is to overlay the torque—speed curves for different gear ratios
over the actual resistance load curves. Let us assume that the vehicle is operating in gear 4 at
full throttle along the load curve A, at steady-state speed corresponding to about 1500 rpm
at the engine output shaft (point X), where the torque output from engine—transmission is
equal to the load. Consider that the road gradient changes and that now the load curve is the
curve B. At that speed, the load is larger than the torque capacity of the engine—transmission
at the current gear. If no gear change is made, the vehicle speed (and engine speed) will
decrease until the load curve and torque curve intersects at a point (point Y). At that point
engine speed is reduced to about 1250 rpm. If the gradient further increases to load curve C,
the engine—transmission cannot maintain the vehicle speed at the current gear ratio, because
the maximum output torque capacity at the current gear (gear 4) is always smaller than the
load. If the gear is not reduced, the vehicle stops and the engine stalls. The only way to
keep the vehicle moving is to reduce the gear ratio to gear 3 (or a lower gear) so that the
torque output capacity of the engine can meet the load, hence the engine speed stabilizes
at the steady-state speed of about 950 rpm (point Z).

3.8.2 Automotive Transmission: Manual Shift Type

A typical automotive manual transmission has five gear ratios. Figure 3.23 shows a view
of a manual transmission concept. The input shaft is the crank shaft from the engine. The
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FIGURE 3.23: Manual transmission used in automotive applications: operating principle of a
manual transmission (five forward gears, one reverse gear), (Source: How Things Work).
Automatic shift version of the manual transmission, the difference between “manual shift” and
“automatic shift” versions is in the way the synchronizers are moved. In the manual shift
version, the synchronizers are moved manually via a mechanical linkage mechanism. In the
automatic shift version, the synchronizers are moved by an electronically controlled actuation
mechanism (i.e., an electro-hydraulic circuit which controls the flow of a pressurized fluid to
move the synchronizers as well as engage/disengage clutches).

counter-shaft has seven gears: five gears for five forward gear ratios, one gear for reverse
gear, and one gear on the left to couple the counter shaft to the input shaft. The output
shaft similarly has six gears: five gears for five forward gears and one for reverse gear. The
output shaft is connected to the differential which drives the wheels. There is also a clutch
between the engine crank shaft and the input shaft to connect and disconnect the two shafts
temporarily from each other during gear shifts. The gears on the counter-shaft are rigidly
connected to it and rotate at the same speed with the counter-shaft. Whereas the gears on
the output shaft are free-spining. A gear can be rigidly coupled to the output shaft using
the “synchronizers.” The synchronizers rotate at the same speed with the output shaft, but
they are grooved on the shaft so that they can slide along the shaft while rotating. The idler
gear is used to reverse the direction of rotation in the connection between the counter-shaft
gear and the reverse gear.

The gear selector fork is operated by the driver. It has three fingers (arms) to push.
Each finger operates a fork which is connected to a synchronizer. Each synchronizer can be
connected to one of two adjacent gears, and hence can be used to select one of two gears.
As a result, this design can support six different gear ratios (five forward and one reverse)
using three synchronizers. When none of the synchronizers are engaged, the neutral gear
is selected, and no power is transmitted from counter-shaft to the output shaft.
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When the driver wants to change gear,

1. First, the clutch is disengaged so the engine does not power the counter-shaft.

2. Then the gear selector lever is moved to the desired position which then moves the
synchronizer into contact with the selected gear on the output shaft. Hence, that gear
is now connected to the output shaft rigidly, instead of free-spinning. The process
of moving the synchronizer to engage a selected gear takes some time. Before the
clutch is re-engaged, the synchronizer couples with the selected gear, and then brings
its speed to the same speed of the output shaft, and locks it to the output shaft.

3. After that, the clutch should be re-engaged. If this speed synchronization does not
happen well with proper sequence and timing (i.e., the clutch is re-engaged too early,
before the synchronizer brings the selected gear to output shaft speed and locks it in),
then there will be some slip and audible noise in the gear shift until the selected gear
is fully coupled with the output shaft. On the other hand, if the clutch is re-engaged
too late, the vehicle will lose speed due to too operating without a power source for
too long.

The automatic shift versions of this type of transmission are commonly used in
agricultural equipment and automotive applications. The difference in the design is in the
mechanism by which the gears are engaged and disengaged. In the manual version, this is
done by the driver using a shift lever mechanism which physically moves the synchronizers
with a fork mechanism to engage/disengage desired gears. In the automatic version, there
are two main components,

1. Anelectronic control module (ECM) makes the decisions on which gear to shift, based
on various sensor signals (i.e., operator pedal position, engine speed, transmission
output speed), and sends the corresponding command signals (i.e., current) to the
actuation devices (i.e., valve solenoids).

2. An actuation mechanism that would include an electro-hydraulic (or electro-
pneumatic or electric) solenoid actuated valves, cylinders, and hydraulic supply
pressure in order to move the selected synchronizer to the desired gear engage-
ment position. Cylinders in this type of applications are so small and have a very
short stroke, they are often referred as “pistons.”

In other words, the decision to shift the gear is made by the ECM, the actual motion to make
the shift is accomplished by a motion control system (which is controlled by the ECM)
which may be an electro-hydraulic, electro-pneumatic, or all electric circuit. A common
feature of any automatic shift transmission is that the components of the shift motion
mechanism are typically an electro-hydraulic system which has:

e hydraulic supply/return: hydraulic supply pressure line from a pump and return line
to oil reservoir,

e valves: solenoid actuated valves to control the flow or pressurized fluid into the
“actuators,”’

e actuators: small pistons/cylinders which are moved by the flow from the valves and
then the pistons are used to engage/disengage the selected clutch or brakes or move
synchronizers,

e clutch/brakes or synchronizers: highly integrated compact disc clutches and brakes
are built into the transmission frame.

At any given time, the transmission is in either neutral position (none of the gears are
engaged) or in one of the six gear positions (5 forward, 1 reverse). The gear ratio at any
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w.

N, = & (3.260)
Win
N, N-

N=—2.]L. 1=1,2,3,45 (3.261)
NO Ni
Neng N,

Nr=—ﬁ~ﬂ; reverse gear ratio (3.262)
N() N62

where N;’s represent the number of teeth of each gear. Similarly, the torque output delivered
to the output shaft at any gear is

Pyt = Negr * Pin (3.263)
Tout * Wout = et * Teng * Weng (3.264)
Wour = Ny - Weng (3.265)
1
Toue =it * 57 Teng (3.266)
i

where 7. is the efficiency of the transmission, which is in the range of 85 to 97% (0.85
to 0.97) range, we,, = wj, input speed is same as the engine crank shaft speed. Assuming
100% efficiency for the transmission,

1
Tou = N+ Tene (3.267)

Notice that as the gear number in automotive applications increases (i.e., gear 1, gear 2,
gear 3, gear 4, gear 5), the gear ratio value N increases, that is N; = 0.3, N, = 0.5, N3 =
0.66, N, = 0.75, N5 = 1.0. Hence, for a given engine speed, the vehicle speed gets larger.
However, in turn the torque delivered to the output shaft gets smaller as N, increases. For
that reason, when a vehicle is climbing a hill, we need more torque, hence gear should be
shifted down to a lower gear.

The steady-state engine power is characterized by the so-called “lug curve,” which is
torque versus speed at full throttle for a given engine as discussed in Section 1.2. Each gear
of the transmission effectively scales this curve, assuming 100% transmission efficiency at
all gears for the sake of simplicity. Plotting the scaled lug curves (that is the output torque
and speed at the transmission output shaft) on the same figure for five different gears shows
us the speed—torque ranges each gear should be used in (Figure 3.24).

As an example, consider the following simple lug curve data for an engine under full
throttle conditions, and the gear ratios in gears 1 through 5,

Weng = [600 900 1200 1500 1800 2100 2400 ] (rev/min) (3.268)
Tog =025 50 100 95 80 75 701(N-m) (3.269)
N, =[1/3.0 1/2.0 1./1.5 1/1.33 1/09]; i=1,2,3,4,5 (3.270)

Figure 3.24 shows the lug curve and the scaled versions of the lug curve to indicate the
torque at the transmission output shaft at different transmission output shaft speeds.

For instance, if the load torque is very large (i.e., climbing a very steep hill), the
transmission should operate in gear 1 and the maximum achievable speed is shown in the
figure. Likewise, if the load torque is very small and top speed is of importance, then
the transmission should be operated at a high gear (i.e., gear 5). Figure 3.24 shows the
maximum load torque and speed that can be supported at each gear.

Let us assume that the engine is operating at full throttle, and the transmission is in
gear 3. Then the operating curve of the vehicle is the gear 3 speed—torque curve shown. If
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FIGURE 3.24: Engine lug curve between torque-speed, and scaled versions of it at different
gear ratios of the transmission (assuming 100% transmission efficiency) which shows the
speed and torque profile that is delivered at the transmission output shaft.

the vehicle speed corresponds to 1000 rpm output shaft speed at the transmission output
shaft connecting to the differential, and the load torque is constant at about 120% of the
maximum engine torque, then the available torque delivered at that condition is larger than
the load torque (torque delivered to output shaft is about 140% of the maximum engine
torque at gear 3 at that speed), then the vehicle will accelerate until the output torque drops
and equals load torque on the curve for gear 3. Again, we assume the engine is at full
throttle, which means that the engine is operating at full capacity (maximum fuel rate,
i.e., gas pedal is pressed to its maximum displacement). In order to find the steady-state
operating condition under a constant load at a given gear, draw a horizontal line from the
current operating load condition. The point where this line crosses the lug-curve at the given
gear ratio gives us the steady-state operating condition, and hence the steady-state operating
speed where the output torque matches the load torque. In this example case, the vehicle
speed will stabilize in steady state at a speed corresponding to about 1500 rpm output shaft
speed. Similarly, if the vehicle is running at this speed and load torque increases to 140%,
perhaps due to an increase in road slope, then the vehicle speed would slow down until
the engine (and hence vehicle speed) drops to a value on gear 3 curve where the produced
torque is equal to the load torque. In this case this occurs around 1000 rpm. As a further
discussion, if the load torque is 160% of the maximum torque, the gear has to be shifted to
the lower gear, that is gear 2, in order to meet the load demand. If the gear is maintained at
gear 3 under this condition, the engine will stall (stop), since at gear 3 there is no way the
engine can output as large a torque as demanded. The only way to meet the load demand
is to reduce the gear ratio, hence increase the torque multiplication factor to deliver more
torque to the output shaft. In this case, if the gear is shifted to gear 2, the vehicle speed
would stabilize at a speed that corresponds to the output shaft speed of the transmission at
about 800 rpm under full throttle condition.

3.8.3 Planetary Gears

Figure 3.25 shows two examples of planetary gear sets. Figure 3.25a shows the most
commonly used form of planetary gears with an internal ring gear. Figure 3.25b differs
only in the fact that the ring gear is not an internal gear, but an external gear. Planetary
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FIGURE 3.25: Planetary gears: (a) ring gear is an internal gear, (b) ring gear is an external gear.

gears are also called epicyclic gears. There are four main components of a planetary
gear:

1. sun gear,

2. carrier (also called planetary carrier or arm),

3. planetary gear,

4. ring gear.

There are five possible conditions of planetary gear applications (Figure 3.26): in four of
the conditions one of the components is fixed.

1. Sun gear is fixed, (w; = 0.0): ring gear, planetary gear, and planetary carrier all
rotate in the same direction. This is called the walking planetary gear condition
(Figure 3.26a).
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FIGURE 3.26: Four common configurations of planetary gears: (a) sun gear is fixed: directions
of rotation of planetary gear and carrier are same, (b) ring gear is fixed: directions of rotation of
planetary gear and carrier are opposite, (c) planetary carrier is fixed, non-planetary operation
(idler). (d) planetary gear is fixed to the carrier (cannot rotate about the carrier axis). Locked
condition. All components rotate as one unit, gear ratio is 1:1.

2. Ring gear is fixed (w4 = 0.0): sun gear and planetary carrier rotate in the same
directions, planetary gear rotates about its own shaft in the opposite direction (Figure
3.26b). This is also called the walking planetary gear condition.

3. Planetary carrier is fixed (w, = 0.0): functions as a non-planetary gear. The planetary
gear acts as an idler gear. This is called the idling planetary gear condition (Figure
3.26¢).

4. The planetary gear is fixed, while the sun, ring, and carrier are allowed to move
(Figure 3.26d). In this condition, all components move as one unit, as if they are
connected to each other with a one-to-one (1 : 1) gear ratio.

5. None of the planetary gear components are fixed (Figure 3.25), two of the components
are used as the input shaft and one of the component outputs is used as the output.
This results in a continuously variable transmission (CVT or also sometimes called
“split torque transmission” (STT), because the torque delivered to the output shaft is
“split” between two input shaft sources).



MECHANISMS FOR MOTION TRANSMISSION 181

If the carrier is fixed (not moving), the planetary gear reduces to a standard gear,
with the gear ratio being the ratios of each gear (Figure 3.26c),

w w3\ N N
Ny = _3=sgn<_3> M__ M (3.271)
wi wi /) N3 N3
w, wys\ Ny N wy\ N N
Ny=—2=sgn( 2 )L 2 oggn(22) L= (3.272)
wq wq N3 N4 wq N4 N4

where the gear that is connected to both input shaft and output shaft (in this case the planetary
gear) acts as an idler gear. This is called the “idler” or “idling” mode of operation for a
planetary gear. The idler gear does not change the gear ratio, but changes the direction of
rotation only. The contribution of the idle gear to the gear ratio is multiplication by —1.
The sign of rotation in the gear ratio can also be incorporated into the definition of the gear
ratio. It is customary to consider the direction of rotation in counter-clockwise as positive,
and the rotation in clockwise direction as negative. The sgn( - ) is negative for a planetary
gear with internal ring gear (Figure 3.25a) for both equations. The sgn( - ) is negative for
the first, and positive for the second, equation for the planetary gear type with external ring
gear shown in (Figure 3.25b).

If the planetary gear is fixed about its local axis of rotation on the carrier, the relative
rotational speed of the planetary gear with respect to the carrier is zero, (w3, = 0.0), then
the gear mechanism is in locked condition, where the angular speed of the sun, carrier and
the ring gear are all same, in other words, have all gear ratio of 1:1 with respect to each
other (Figure 3.26d).

W =Wy = Wy (3.273)
Nyy =Ngy =1 (3.274)
W3 =W, +Wwszy (3.275)
w3 =w,+0 (3.276)
W3 = W, (3.277)

In the planetary gear mode, the carrier is not fixed, but moving. This mode is also
referred to as the “walking” mode. In walking mode, either the sun gear or the ring gear
is held stationary. In the case of the stationary sun gear, the planetary gear always turns
in the same direction on its pin as the planet carrier rotation (Figure 3.26a). In the case of
the stationary ring gear, the planetary gear turns in the opposite direction on its pin as the
planetary carrier (Figure 3.26b).

In planetary mode, the gear ratio relationships are applicable in terms of the relative
velocities of the components with respect to the carrier. The relative gear ratio definition with
respect to the planetary carrier is the key principle in defining the gear ratio relationship
of planetary gears, analogous to the non-planetary case where the carrier is fixed. Below
are the two fundamental kinematic equations for planetary gear ratio calculations

w w3 —w w N N w3 —w N
Ny =22 M3 2_sgn<ﬁ>_1=__1_> S 2oL (3278)

g = =
Wi Wy —wp wip ) N3 N3 Wi —wy N3

w, Wy — W
N, o= a2 Waz

41 = -
Wi Wi =Wy

Wyp Nl N’; Wyo Nl Nl Wy — Wy Nl
= Sg}’l —_ _ —— = sgn e _— > —— = —— (3279)
Win N3 N4 Wio N4 N4 Wi — Wy N4

where we define the above gear ratios as relative, as indicated by the subscript “r.”
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Of the four elements of a planetary gear, two of them can be specified as inputs. In
other words, planetary gears have two degrees of freedom that can be specified by the user,
that is, the speed (absolute angular velocity) of the any two components. Then, the absolute
speeds of the other two components can be found from the above equations. Once that is
known, the gear ratios can be expressed between any two absolute angular speeds, that is

If we take one of the components as the output shaft of interest, and consider two
input shafts as input shafts, this configuration can be used as a “continuously variable gear
ratio” or a “continuously variable transmission” (CVT). The output shaft speed is a function
of two input shaft speeds. If we consider one of the input shafts as the primary input shaft
which has a gear ratio to the output shaft, then we can consider the second input shaft to
effectively change the gear ratio between the primary input shaft speed and output shaft
speed since we know how the second input shaft speed contributes to the output shaft speed.

For instance, let us consider that the input shafts are the ring and sun gears, and the
output shaft is the carrier. The carrier speed can be calculated as (Figure 3.25a)

— N
WazWwo __ M1 (3.280)
Wl - W2 N4
N N,
! 4 (3.281)

Wy = “wy + W
27N +N, """ N +N,

where the gear ratio between w, and w; is shown. But we can consider the contribution
of w, as effectively changing that gear ratio. This method is used in continuously variable
transmissions (CVT). Similarly, for the same condition, we can derive the gear ratio rela-
tionship between the two input shafts and the planetary gear (component number 3) from
the above equations. It can be shown that the gear ratio relationship is

- N
Wy=wr My (3.282)
Wl—W2 N3
N, (N, +N Ny (N +N.
wy= b (L3 ) e 2 (L3 ) L, (3.283)
Ny \N; + N, Ny \N, + N,

In most planetary gear applications, one of the three components other than the
carrier (typically the sun gear, planetary gear, or ring gear) is fixed, one of the remaining
two components acts as the input shaft, and the remaining two components, rotation is
kinematically determined by the appropriate gear ratio where one of the two remaining
components is the output shaft. If the carrier is fixed, the gear mechanism is in non-planetary
mode.

For the planetary gear type shown in Figure 3.26b, and for this special configuration
(ring gear is fixed) and the sun gear is input, the absolute gear ratios can be shown from
above equations as follows (set w, = 0.0),

W Ny

Ny=-2=—1_ (3.284)
Wi Nl +N4
ws3 Nl Nl +N3

Ny = (DT (3.285)
w1 N3 (Nl +N4

It is trivial to show that N3, = N3; /Ny, Ny = Ny = Ny3 = 0.0.

This configuration (ring gear fixed) is used in final drive gear reducers inside the wheel
in large construction equipment applications. There is a planetary gear reducer between
the output shafts of the differential and the tire-wheel assembly. The sun gear is connected
to the differential output shafts (input to the planetary gear reducer of the final drive), the
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FIGURE 3.27: Automatic transmission used in heavy equipment applications showing the use
of planetary gears, controlled clutches, and brakes to select gear ratios. The torque converter
provides a variable hydrodynamic coupling (variable gear ratio) between the engine input shaft
and gear reducer section of the transmission. The table on the right shown which clutch/brake
combination must be engaged to select a particular gear (Reproduced with permission from
Volvo Trucks).

ring gear is fixed to the vehicle frame, and the output shaft is the planetary carrier which is
connected to the tire-wheel assembly (Figure 3.34).

In transmission applications, multiple stages of such planetary gears are stacked in
series (Figure 3.27). Then, using electrically (or electro-hydraulically) controlled multi
disc clutches and brakes, we can decide in real-time which component to fix and which
component to rotate in each planetary stage. Through controlled clutches and brakes, we
can change from one gear ratio to another, for example from N,; to N3; by disconnecting
the motion of the gear 2, and then connecting the motion of gear 3 to the output shaft by dis-
engaging and engaging the clutches and brakes for the respective gears. For a good smooth
transition, the transient dynamics of this clutch/brake disengagement/engagement motion
must be carefully controlled. For instance, simple ON/OFF control of the clutch/brake
disengagement/engagement would result in very rough and unacceptable response (i.e.,
similar to a beginner driver’s gear shift on a manual shift transmission).

The multi stage planetary gear mechanism, shown in Figure 3.27, provides ten dif-
ferent gear ratios, as shown on the table on the right: six gear ratios for forward motion,
two gear ratios for reverse motion, and two gear ratios for the neutral condition. This type
of automatic transmission is used in articulated trucks and similar mobile and construction
equipment applications. A common design characteristic of multi stage planetary gears is
that adjacent stages share a component with each other. For instance, the stage 1 ring gear,
stage 2 carrier (Figure 3.28), and the stage 3 ring gear are all rigidly connected to each other
as one component. Similarly, the stage 3 planetary carrier is connected to stage 4 ring gear,
which is then rigidly connected to the stage 5 ring gear. The stage 4 carrier is connected to
the sun gear of stage 5. Notice that the sun gear of stage 5 is the output shaft of this multi
stage planetary gear mechanism (Figure 3.28).

The electro-hydraulically controlled multi disc brakes (B1 through B5) and clutches
(C1 and C2) are engaged or disengaged, as shown in the table, to select the desired gear
ratio. It is important to note that the transition of the state of a clutch or brake from engaged
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Gear: F1

Input
shaft

Stages: 1, 2, 3, 4, 5

FIGURE 3.28: Automatic transmission used in heavy equipment applications showing the use
of planetary gears, controlled clutches, and brakes to select gear ratios: condition for gear
Forward 1 (F1) (Reproduced with permission from Volvo Trucks).

to disengaged or from disengaged to engaged state is important for smoothness of the
shift quality. To this end, the transition of the clutch/brake engagement/disengagement is
controlled by pressure regulating valves that control the fluid flow to the clutches/brakes.

Consider the clutch and brake engagement conditions for forward gear 1: F1 (Fig-
ure 3.28).

1. Clutch 1 (C1) locks the input shaft to the main shaft.

2. Brake 5 (B5) locks the planetary carrier of stage 5 to the transmission housing. As a
result, the planetary stage 5 is in the idling condition, which means that it is acting as
a regular gear since its planetary carrier is fixed.

3. This forces the ring gear of stage 4 (item 4,4), which is shared by stages 4 and 5, to
rotate in the opposite direction relative to the sun gear numbered (4,1) in the figure.
The output shaft (connected to sun gear of stage 5, number (5,1) in the figure) is then
driven in the opposite direction to the ring gear. The net result is that output shaft and
input shaft are in the same direction, hence the forward gear.

The gear ratio between input and output shaft speeds can be found as follows. Note that
the gear numbers of each stage are defined as follows, N, ;, where i is the planetary stage
number (1, 2, 3,4, 5), and j is the gear number in that stage: 1 for sun gear, 2 for planetary
carrier, 3 for planetary gear, 4 for ring gear. The speeds are also defined with the same
notation, Wij» where i is the planetary stage number (i = 1,2,3,4,5), and j = 1,2,3,4 the
component numbers of that stage, sun, carrier, planet, and ring gears, respectively. The
output shaft speed (the shaft speed of the sun gear of planetary stage 5) is determined by
the ring gear speed of stage 4 as follows. Stage 5 operates in idle condition because its
planetary carrier is fixed, and the ring gear of stage 4 and stage 5 are the same, and the
speed of the output shaft is the same as the speed of the planetary carrier of stage 4,

Wout = Ws.1 (3.286)
=Wy, (3.287)
w N.
Sl 54 (3.288)
Wsa  Ns
Wsyq = Wyay (same component) (3.289)
Ns4

Wou = =3 Wi (3.290)
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From the basic planetary gear relationship derived above, we can write the following for
planetary stage 4,

S EE L S (3.291)
’ Nyj+Nyy TNy Ny ’

Wout = WS,l (3292)

=Wy, (3.293)

where equations are simply modified by their subscripts to indicate the planetary stages.
Given the three relationships above, the output speed w,, = ws ; = w, , can be calculated
as function of input speed wy ;. In other words, we can eliminate w, 4 from the above
equations, resulting in a gear ratio relationship between w, ; (the input shaft speed) and
wy , which is the same as the output shaft speed of the transmission. It can be shown that
the resuting gear ratio relationship is

P R X (3.294)
42 = T W41t o " Wau .
Nyj+Nyy Ny +Nyy
N, N, N.
=¢-w4,1—¢i-w42 (3.295)
Nyj+Nyy Nyj+NygNyy
N, Ns,17' N
_ [1 N $i] M, (3.296)
Ny +NygNyy Nyj+Nyy
where the gear ratio at this gear is
N Ns, 17" N
GR, = [1 +—t —5"] L (3.297)
Ny +NyaNyg Nyy+Nyy
N,
s (3.298)

Nyy +Nyg+Ns g

Example: Planetary Gears Consider Figure 3.25a with the following gear param-
eters: Ny =25, N3 =50, N, = 100 gears. Inputs are specified as: sun gear speed w; =
100 rev /min and the ring gear is stationary, w, = 0.0 rev/min. Find the speed of the carrier
and the planetary gear and absolute gear ratios between the sun gear and the carrier, and
the sun gear and the planetary gear.

For the direct application of the two equations we have above, first we will find the
absolute velocity of the two components, then calculate the absolute gear ratios.

w Wy —w Ny N N
Ny =—2=2""2 —gon(-)— - = =sgn(-)— (3.299)
Wip Wy =W, N3 Ny Ny
0 - W2 25
== 3.300
100 — w, 100 ( )
wy = 20rev/min same direction as w (3.301)
Wi W3 =W Ny
Noai = - = O)— 3.302
ol Wip Wi =W R )N3 ( :
ws —20 25
= - _Z 3.303
100 - 20 50 ( )
wy = —20rev/min opposite direction to w, (3.304)

Notice that wy is the absolute angular velocity of the planetary gear. It has two components
contributing to its absolute angular velocity: angular velocity of the carrier (w,, component
2) and angular velocity of the planetary gear with respect to the carrier about it own rotation
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axis, wsz,. As indicated above,

W3y = W3 =W (3.305)
w3y = —20 — 20 rpm (3.306)
= —40rpm (3.307)

which is the angular velocity of the planetary gear about its own rotation axis.
Then the net gear ratios between sun gear and carrier (N, ), and sun gear and planetary

gear (N3;)
Mo = % - % - é (3.308)
Ny = :i—j -2 =-z (3.309)
The absolute gear ratios could also be calculated for this case using the equations
N
M= +1N4 =2 ersloo = % (3.310)
N31=%<x:xi‘l>=%(%—l>=—§ (3.311)

In transmission applications, we could obtain two different gear ratios from this single
planetary gear stage: use a brake (B1) to lock the ring gear, and clutch (C1) to engage the
carrier to the output shaft, hence obtain a gear ratio of 1 between the input and output
shafts. Alternatively, use a brake (B1) to lock the ring gear, and a second clutch (C2) to
engage the planetary gear to the output shaft to obtain a gear ratio of —é between input and
output shafts.

3.8.4 Torque Converter

Figure 3.27 shows an automatic transmission based on a planetary gear mechanism. The
input section of an automatic transmission has a forque converter which functions as a
hydrodynamic flexible coupling between the engine and the transmission (Figure 3.29a and
b)!. It can also be viewed as an automatic clutch with slip capability. As a result, it provides
a damping to the power transmission line. Torque converter provides a variable gear ratio
between its input—output shafts. The main disadvantage of a torque converter is its lower
power conversion efficiency compared to direct drive. Because the power is transmitted by
the moving fluid, it creates heat, hence the losses. In addition, a cooling system may be
needed to remove the heat.
The torque converter has three main components:

1. The impeller, which is connected to the input shaft of the torque converter, which is
also the engine output shaft. The impeller converts the mechanical energy of its input
shaft to the hydrodynamic energy of the coupling fluid.

2. The turbine, which is connected to the output shaft of the torque converter, which is
connected to the input shaft of the transmission’s planetary gear set, and converts the
hydrodynamic power of the fluid back into mechanical rotational motion of its shaft.

3. The stator is a component that redirects the coupling fluid between the turbine and
the impeller, typically stationary, however in some cases it can be free-wheeling or

! This sub-section is based on Lectures by Dr. Richard Ingram.
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FIGURE 3.29: Torque converter: (a) components: impeller, turbine, stator. There are also
impeller (neutralizer) clutch and lock-up clutch in heavy equipment applications. (b) Functional
relationship torque converter components. (c) Steady-state input-output relationship for torque
converter: torque ratio and primary torque as a function of speed ratio, and efficiency of torque
converter as a function of speed ratio.
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connected to the impeller shaft with a one-way clutch which allows it to turn only in
the same direction as the impeller, not reverse.

There are two common modifications to the torque converter in heavy equipment
applications (Figure 3.29a and b):

o Neutralizer clutch (also called impeller clutch) which is used to disconnect the input
shaft of the torque converter (shaft of the impeller) from the engine shaft so that
partial power or no power is transmitted from the engine to the torque converter. It
is typically a proportionally controlled, not ON/OFF, type clutch. When it is fully
engaged (ON), the full power transmission from engine to torque converter occurs.
When it is fully disengaged (OFF, in neutralized state), there is no power transfer
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from the engine to the torque converter’s impeller shaft, hence the engine and the rest
of the powertrain is effectively disconnected. In a partially engaged state via a propor-
tional pressure control circuit on the neutralizer clutch, partial power is transmitted
between the engine and the torque converter. This proportional control capability of
the neutralizer clutch can be used to limit the torque transmitted to the transmission,
that is to limit the rimpull force (traction torque) for traction control, or to manage
how much power is allowed to go to the transmission in order to allocate the rest of
the available engine power to the other hydraulic systems. This is sometimes referred
as the power management algorithm or power management strategy in vehicle con-
trol terminology. Power management refers to the controlled distribution of available
engine power among two or more subsystems, that is transmission, steering, and
implement hydraulic systems.

o Lock-up clutch which is used to mechanically lock the impeller shaft and turbine
shaft without slip, effectively providing a rigid coupling and eliminating the torque
converter’s hydrodynamic coupling function. This also referred to as the direct drive
mode of the torque converter, where the torque converter is effectively non-functional.
This is an ON/OFF type of clutch with a controlled dynamic transition between ON
and OFF states. It is used in heavy equipment applications after the first gear to
eliminate the inefficiency of the torque converter. In such applications, the torque
converter is used (lock-up clutch is not engaged) only on the first gear. When the lock-
up clutch is engaged, the torque converter section is not transmitting power through
the hydrodynamic coupling. In order to minimize the power loss in the circulated
fluid between impeller-turbine-stator, the stator is generally of the free-wheeling type
instead of being fixed to the housing when the lock-up is engaged.

The only components of a torque converter that are subjected to wear, are the friction discs
of the neutralizer and lock-up clutches and the seals. The rest of the components are rather
highly reliable, rigid components that rarely need servicing.

The torque converter behavior is modeled by two steady-state algebraic functions
(Figure 3.29c¢): torque ratio and primary torque. The torque ratio (also called torque multi-
plication) is higher when there is a larger relative speed difference between the input and
output shafts. When the impeller and turbine shaft speeds are the same, there is no torque
transmitted between the two shafts. The two characteristic functions of the torque converter
are defined as follows, as a function of speed ratio N,, = Wy, /W;

imp
1. torque ratio, Np(&V,,), between impeller and turbine shafts as a function of the speed
ratio, and

2. primary torque, T;,(Ny,), as a function of the speed ratio.

For a given torque converter, these two characteristic functions can be measured as follows
(Table 3.1):

1. connect the torque converter between an engine and a dynamometer (also called a
dyno),

2. set the engine speed to the rated speed, that is w,,.,q = 1800 rpm, via a closed loop
engine speed controller so that the engine maintains that speed,

3. control the dyno to maintain desired speeds from zero to rated speed at selected
intervals in steady state, that is again using a closed loop dyno speed controller,
Wyno = 0rpm, 100 rpm, ..., 1800 rpm,
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TABLE 3.1: Table for measurement and calculations to characterize the steady-state
input-output behavior of a torque converter: determining torque gain (Ny(N,,)) and
primary torque (Tp(N,,)) as a function of speed ratio (N, = W4,/ Wimp)-

Controlled Controlled Measure Measure Calculate Calculate
w, T,

Weng = Wrated Wdyno Teng = Tp Tdyno N, = v:Tv,:: Ny = %r:‘:
1800 rpm 0rpm X X
1800 rpm 100 rpm X X

X X

X X
1800 rpm 1800 rpm X X

4. then measure the following variables in steady state: engine output shaft (impeller)
and dyno shaft (turbine) speeds as well as torques,

Wimp = Weng = Wrated (3.312)
Waurb = Wdyno (3.313)
Ty = Timp = Teng (3.314)
Tours = Tayno (3.315)
5. then calculate and plot the following data (Figure 3.29c¢):
Ny = Wayno/Weng = Wayno/ Wrated (3.316)
Ny = Tturb/Timp (3.317)

Plot the two variables

o T,(N,,) versus speed ratio N,
® Np(Ny) = Tayno(NVy,)/ Teng(Ny,) versus speed ratio Ny,

These two functions characterize the steady-state input—output relation of a torque
converter.

For a given torque converter, we would have the T,(Ny), Nr(Ny,) functions. In specific
steady-state operating conditions, if the input and output shaft speeds of the torque converter
are known (given: wi,,, W,p)» then the input and output torques can be calculated as

imp»
w 2
eng
Timp(Ny, Wimp) = T (V) - < > (3.318)
Wrated
Turp(Nyy» Wimp) = Np(Ny) - Timp(Nw’ Wimp) (3.319)

where wey, = Wipp, Wy, are impeller and turbine speeds, T, Ty, are torques at impeller
and turbine shafts. Notice that, in the above measurements to characterize a torque converter,
the impeller (engine output shaft) speed is maintained at a constant rated speed and 7,(Ny, )
is obtained for a constant impeller speed as turbine speed varied from zero to the rated
speed. To obtain the impeller torque at a general operating speed of the engine, we use the
parabolic relationship as shown above. In the most general form Ty, = Tjpp(Ny, Weng)-
When we,e = Wigieqs then this relationship reduces to the Ti,,(Ny,) = T (Ny,).

The magnitude of these two functions depends on the physical size of the torque
converter. The exact shape of these two functions is determined by the shape of the blades
in the impeller, turbine, and stator, which are customized differently for different machine

applications. For instance, the blade shapes in a torque converter in a truck would be
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different from those in a passenger car, because these two machines require different torque
converter behavior.

In order to understand the role and dynamics of the torque converter in the vehicle
drive train dynamic simulation, consider the torque converter as a nonlinear coupling device
that is flexible or that can have different slip between input and output speeds. Consider the
beginning of a simulation, where the engine has a speed and the vehicle has a speed.

1. The impeller speed of the torque converter is determined by the engine speed,

W (3.320)

Wimp = Weng

2. Turbine speed is determined by the speed of the vehicle which is reflected to the
turbine by the lower powertrain gear ratio,

1
Warb = 3~ " Wiire (3.321)
Ny,
where wy;,. is the vehicle tire speed, and Ny, is the total gear ratio of the lower
powertrain (between turbine speed and tire speed).
3. Then, Tj,, and Ty, torques are determined from the steady-state characteristics of
the torque converter.

The efficiency of torque converter is defined as

POUI
e = 5o (3.322)
— Tout *Wout (3.323)
Ty - Win
_ Turb * Wiurb (3.324)
Timp * Wimp
=N, -Nr (3.325)

The maximum efficiency of a torque converter occurs around 0.7 to 0.85 speed ratio range
and is around the 85-90% range. When the speed ratio of the torque converter is zero, the
power conversion efficiency is zero because output speed, and hence the output power, is
zero. When the speed ratio is one (both impeller and turbine shaft speeds are the same),
the power conversion efficiency is also zero because the torque output (and torque ratio)
is zero. Between these extremes, the efficiency curve is similar to a parabolic function of
speed ratio, where the maximum efficiency is achieved around the 0.7 to 0.85 speed ratio
range (Figure 3.29c).

For a specific machine application, the engine and torque converter should be sized
properly. This is called engine—torque converter matching. The basic objective is to match
the power level of the engine and the power transfer capability of the torque converter.
Different machine applications require different engine—torque converter matching in that
the maximum efficiency of the torque converter occurs at the rated speed of the engine
(full-matched case), at above the rated speed of the engine (light-matched case), and at
below the rated spedd of the engine (heavy-matched case). Roading machines typically
have heavy to full match, whereas non-roading machines (such as wheel type loaders)
typically have light to full match.

For a given torque converter, we have the torque gain (Np(N,,)) and primary torque
(T,(Ny)) functions as functions of the speed ratio. Let us consider a load torque and
its reflection on the impeller. In other words, the impeller torque is the reflected load
torque acting on the engine output shaft. The intersection of the engine lug curve and this
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FIGURE 3.30: Steady-state operating condition of a machine with an engine and torque
converter based transmission: (a) At full throttle, the steady-state engine operating condition is
determined by the intersection of the engine lug curve and impeller torque curve for a given
torque converter speed ratio. For different speed ratios, different impeller torque curves give us
different steady-state operating conditions for the engine. (b) The calculated rimpull force as a
function of machine speed: given a gear setting, calculate equivalent force delivered at the
tire—ground interaction as a result of the torque converter output torque as a function of
different speed ratios and engine speed in steady state. (c) Rimpull power: rimpull force times
the machine travel speed. Notice that the maximum power delivered at the rimpull is about the
same for all gears, where the shape of the power curve as a function of machine speed is
simply stretched out as a function of machine speed for different gears.

Timp(Weng) due to load for different speed ratio N,, = 0.0,0.1, ..., 1.0 curves defines the
steady-state operating speed and torque of the engine when the engine is at full throttle
(Figure 3.30a). Then, at a given torque converter speed ratio (i.e., N, = 0.0, 0.1, ..., 1.0), we
can find the stall point, hence the engine torque and engine speed (T, = Tepg and w
on Figure 3.30a).

Given the current gear ratio of the planetary gear set and the rest of the gear ratios
(differential and final drive) are known for a given machine, we can calculate the rimpull
force at this condition,

eng>

Vinachine = Ntotal ' Nw *Weng (3.326)
1
Frimpull = N_ “Mp - Ty (3.327)

total
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where N, is the total gear ratio from the torque converter output shaft to the tire—ground
contact point (it includes the average radius of the tire, R,,., in the gear ratio between the
shaft rotation and linear displacement of the tire),

Ntotal = Nplanetary : Ndiff : Nﬁnal drive Rave (3.328)

where Npjaneary 1S the gear ratio at the currently selected gear (ratio between the speed of
the torque converter output shaft which is turbine and the speed of the planetary gear set
output shaft), Ny is the gear ratio at the differential, Ng, 41 drive 15 the gear ratio of the final
drive, iy, is the power transmission efficiency of the lower powertrain from turbine shaft to

the tires.
For a given gear condition (i.e., gear 1, gear 2, gear 3), if we repeat this calculation
for different speed ratios of the torque converter, N,, = 0.0,0.1, ..., 1.0, we can plot the

rimpull force developed at the tire—ground interaction at that gear as a function of machine
translational speed. If we repeat this for different gears (different N, values), then we
obtain different rimpull force versus machine speed curves for different gears (Figure
3.30b). This set of rimpull force—machine speed curves for different gear ratios defines the
tractive (rimpull) force capability of a machine. In steady state, for a given gear ratio of
the transmission, each curve shows the maximum rimpull force the machine can generate
at different machine speeds. Actual measured rimpull force curves versus machine speed
would be a little different than the calculated rimpull force curves due to slip between tires
and ground as well as friction losses, hence there is some error in calculating the machine
speed based on the engine speed.

Rimpull force versus machine speed curves for a machine which has a drive train
without torque converter (a direct coupling between engine and gear reducer set, i.e.,
planetary gear set) would look like the curves shown in Figure 3.24. When a torque
converter is included in the coupling between the engine and gear set, the rimpull force
versus machine speed curves are a little smoother, and the rimpull force is a little smaller
compared to the direct drive case. This is expected since the torque converter is less efficient
than the direct coupling.

The power delivered to the rim of the machine (rimpull power) is the engine power
minus the transmission losses. Notice that the maximum rimpull power is about same for all
gears. The difference is simply due to efficiency differences in the transmission at different
gear ratios. The shape of the rimpull power curve is simply stretched for different gears
(Figure 3.30c).

One simple measurement to confirm the engine and drive-train capabilities of a
machine is to measure the stall point. That is, for a given gear ratio (i.e., gear 1), set the
engine to full throttle, and load the machine such that the machine speed is zero (N, = 0.0),
and measure the rimpull force and the engine speed at that point (maximum rimpull at
machine stall speed). This measured data then can be compared with the specifications (i.e.,
maximum rimpull force on Figure 3.30b) to verify the accuracy of how well the machine
at hand meets the specified performance. About 3—-5% variation between specifications and
actual measured values is normal as a result of manufacturing variations and measurement
errors.

3.8.5 Clutches and Brakes: Multi Disc Type

Clutches and brakes are very common components in motion transmission mechanisms
such as transmissions. They both involve two shafts. A clutch transmit torque from one
moving shaft to another moving shaft. In the case of brakes, the second shaft is stationary.
By controlling a combination of clutches and brakes, different gear ratios are obtained from
the transmission.
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FIGURE 3.31: Multi disc clutch and brake concept. (a) Two-dimensional cross-sectional view
of a multi disc clutch, (b) three-dimensional cut-away view of a multi disc brake.

Multi disc clutch and brakes are perhaps the most versatile types among others. The
basic principle of torque transmission, via clutch and brakes, is the friction between two
discs. If we press two discs against each other, the friction between them will transmit
torque from one to another. Now, we extend this idea to a set of discs, where one set is
connected to shaft one, the other set connected to shaft two. In addition they are connected
to their respective shafts through axial grooves so that they can move translationally (slide
along the shaft) along the rotation axis. The two sets of discs would be placed in alternating
order in order to maximize the friction surface. The actuation mechanism for the clutch and
brakes can be mechanical, air pressure, hydraulic, electro-hydraulic, or electromagnetic.
The role of the control mechanism is to provide the control power to simply force or release
(engage or disengage) the friction discs against each other. Figure 3.31 shows the concept
of a multi disc clutch. If either one of the shafts is fixed, it functions as a brake. If a hydraulic
mechanism controls the fluid flow to the piston chamber to regulate the pressure, then we
control the friction between the discs that connect the shafts to each other. The fluid flow,
which is controlled in such a way to as regulate the pressure, is controlled by an electro-
hydraulic proportional valve where the current applied to the valve solenoid will result in
a proportional pressure. In clutch/brakes, where the transmitted torque is proportionally
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controlled, the pressure at the piston control chamber is regulated proportionally to the
desired torque transmission. Such multi disc clutch/brake components are commonly used
in automotive transmissions to engage or disengage desired gear ratios.

The actuation mechanism may also be based on a direct electrical coil actuation. When
the current is applied to the coil, it acts as an electro-magnet, and is used to engage/disengage
the multi disc brake/clutch. If the coil current is proportionally controlled, then the multi
disc brake is capable of proportional operation.

The mechanical dimensions and the number of disc-plates used determines the max-
imum torque capacity of the multi disc clutch/brake. The dynamic response depends on
the type of actuation method, that is mechanical linkage, pneumatic, hydraulic, electro-
hydraulic, or direct electro-magnetic. Typical response times vary from 15 ms to 500 ms
for electro-magnetically controlled types.

3.8.6 Example: An Automatic Transmission
Control Algorithm

Figure 3.32a shows the basic logical blocks of an automatic transmission control algorithm.
In automatic transmission control, the real-time control algorithm in the electronic control
module (ECM) essentially tries to do what a good professional driver tries to do with a
manual shift transmission; accomplish a “smooth and yet fast enough” gear shift using
various sensory information about the condition of the vehicle.

The algorithm monitors three main sensory signals:

1. transmission gear selection lever, operated by the driver (i.e., P, R, N, D for park,
reverse, neutral, and direct automatic mode),

2. engine speed sensor (input speed to transmission),

3. transmission output speed sensor.

Based on the operator gear selection, the algorithm selects a desired gear ratio. If the
operator selects P or N, the corresponding gear ratio selection is directly made based on
that selection of the operator. If the operator selects R or D, the gear ratio is selected based
on the engine speed and transmission output speed sensor. The algorithm estimates the
vehicle speed based on the transmission output speed (neglecting the effects of wheel slip),
and decides on the appropriate gear. This decision is based on the principle illustrated in
Figure 3.32.

Given current gear and current engine speed, from the gear shift table we can deter-
mine up-shift speed and down-shift speed for the transmission output speed (Figure 3.32b).
If the current transmission output speed is between these two values, no gear change is
made. If it is below the down-shift speed value, the gear is shifted down one gear. If it is
larger than the up-shift speed value, the gear is shifted up one gear. In order to make sure
the gear shift does not occur due to noise in the signal, the measured transmission output
speed is verified to be out of the range defined by up-shift and down-shift speed values for
a period of time, that is 100 ms, before an actual up-shift or down-shift decision is made.

Next, using a look-up table, the algorithm determines which clutch/brake combination
should be engaged and disengaged (Figure 3.32a). An example of such a table is shown
in Figure 3.27. Once the decision of which clutch/brake combination needs to be engaged
or disengaged is made, the next block on the control algorithm implements a pressure
control algorithm to achieve the desired pressures in those clutch/brakes as a function
of time as shown in Figure 3.32c. This is to control the transient response of the gear
shift. The figure shows the typical desired pressure profile for smooth gear shifting in
automatic transmissions. In large equipment applications, typical clutch/brake engagement
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FIGURE 3.32: Automatic transmission control algorithm: (a) different logical components of
an automatic transmission control algorithm, (b) gear selection logic, (c) controlled pressure as
a function of time in engaged and disengaged clutch/brakes.

and disengagement takes between 300—700 ms. Notice that a clutch/brake engagement is
performed in two phases:

1. fill phase (up to 200 ms), and
2. modulation phase (up to 500 ms).

During part of the gear shift process, engine torque is not transmitted from the transmission
input shaft to the output shaft. As a result, the lower powertrain (components between the
transmission output shaft and wheels) does not get power from the engine during part of
the gear shift time period. That is why it is important that the gear shift happens smoothly
without too much time delay so that the vehicle does not lose noticeable speed. On the
other hand, if the shift happens too fast there will be too much variation in the speed
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FIGURE 3.33: Powertrain of an articulated truck: Volvo Model A series, (a) picture of the
articulated truck showing the powertrain, (b) powertrain components: engine, transmission
with torque converter, differentials, (front, center, rear, inter axle (two of them)) and multi disc
brakes. Each differential has locking mechanism under operator (or ECM) control for traction
control purposes (Reproduced with permission from Volvo Trucks).

of the vehicle (too much accelleration or deceleration). Therefore, a good balance must
be found between a “smooth yet fast enough gear shift.” The clutch/brake modulation is
accomplished by controlling the solenoid operated valves that control the pressure in the
respective control cylinders of the clutches/brakes Figure 3.31. Each valve used to control
one of the clutch/brake is proportionally operated. It has at least three ports: the pump
pressure supply port, tank pressure supply port, output pressure port. By controlling the
position of the valve spool, the output pressure of the valve is proportionally controlled
between the pump supply pressure port and tank pressure port. Such valves are referred to as
electronically controlled pressure control (ECPC) valves. The logic of pressure modulation
may be open loop based on a time profile or closed loop based on measured pressure
feedback. Automatic transmission control algorithms have different names based on the
type of control logic they implement in the “gear selection algorithm” block (Figure 3.32a)
such as full throttle shift, part throttle shift, controlled throttle shift.

3.8.7 Example: Powertrain of Articulated Trucks

An articulated truck powertrain is shown in Figures 3.33 and 3.34 where a picture of
an articulated truck is shown along with the components of powertrain. The powertrain
components are
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FIGURE 3.34: Axle (front or rear) of a vehicle: differential, final drive based on a single stage
planetary gear (used in heavy equipment applications), and brakes in the final drive housing.
The sun gear is driven by the shaft coming from the differential, the ring gear is fixed to the
frame, the planetary carrier is connected to the output shaft (to the tire-wheel). Reprinted
Courtesy of Caterpillar Inc.

1. The diesel engine which is the mechanical power source for the machine.

2. The automatic transmission with torque converter. The word “automatic” transmis-
sion means that the gear shifting at the planetary stage is handled automatically by
the ECM. The torque converter provides the “flexible coupling” function between the
diesel engine and planetary gear stage. In this particular case, there is also a hydraulic
retarder in the transmission (also see Figure 3.27, component D). The role of the
hydraulic retarder is to provide the braking role by simply spinning the hydraulic fluid
in the transmission and transforming the mechanical energy into heat. As a result, the
hydraulic retarder is used as part of the braking system to decelerate the machine. In
many operating conditions it can meet the deceleration requirement of the machine
such that the disc-brakes do not need to be applied, hence improving the brake life
due to reduced usage of brakes.

3. A transfer gear is used to transmit power from transmission output to both front axle
and center/rear axels.

4. The front/center/rear axels each have a differential (Figure 3.35), left and right axle
shafts. On each axel shaft there are disc-brakes and a final gear reduction mecha-
nism. In addition, the differentials have locking mechanisms which are controlled by
operator input (or automatically by the ECM) for the purpose of traction control.

The differential gear, shown in Figure 3.35, has three shafts: one input shaft and two
output shafts. The relative motion of the planetary gear (component number 3) adds in the
opposite direction to the left and the right output shafts. The purpose of the differential
mechanism is to allow different output speeds between two output shafts driven by the



198 MECHATRONICS

Sun gear

Right axle

Left axle

Planet gear

| Driveshaft

Pinion(1)

Ring gear

Planet gear (3)
2)

Sun gear (5)
Right axle

Toutl V/A _V/A

Woul | 77KV 7/

Sun gear (4)

Left axle Planet gear

Planet carrier or arm

FIGURE 3.35: Automotive differential gear as an example.

same input shaft. In mobile and automotive applications this is needed when the vehicle
travels over a path that has curvature, not a straight line. In that case, in order to avoid tire
slip, the outside wheels must rotate at a faster rate than the inside wheels.

The fundamental relationship for differential operation can be expressed under two
conditions:

1. unlocked differential,
2. locked differential.

The unlocked differential mode is the normal mode of operation of the differential.
In this case the output torques transmitted to each output shaft are the same. Output shaft
torques cannot be different, because the reaction forces on the planetary gear from the output
shafts must be the same, but the output shaft speeds can be different which is determined
by the dynamics of the whole system.

In the locked differential mode, that is the planetary gear is not allowed to rotate
about its own axis, the output speeds of the two shafts must be the same, but the transmitted
torques to output shafts can be different. In this case the differential becomes a regular gear
reducer, and its “differential” function is cancelled. In unlocked and locked differential
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conditions, the following fundamental relations hold,

Toui1 = Tourns  unlocked differential mode (3.329)
Woutl = Wourzs  locked differential mode (3.330)

where T, 1, Toup are output torques, and w1, Wourp are output shaft speeds of the differ-
ential.

When in locked condition (or unlocked condition and the planetary gear speed around
its carrier axis is zero, hence both output shaft speeds are same), the differential’s gear ratio
is (Figure 3.35)

Ny
Ngigg = — 3.331
diff N, ( )
Woutl = Wourz = Naiff * Win (3.332)

When it is in unlocked condition, output speeds can be different, which is determined by
the dynamic interactions of the load and traction conditions and the type motion path the
vehicle is following (i.e., a curved path),

Woutt = Naift - Win + Aw (3.333)
Wour = Nair * Win — Aw (3.334)

where Aw speed is added and subtracted from two output shafts due to the rotation of the
planetary gear about its carrier axis, which results in “differential” speeds between the two
output shafts.

Normally, a differential operates in the unlocked case. If the vehicle travels on curved
paths, the differential allows the outside wheel to rotate faster than the inside wheel in
order to accomodate the speed differential needed. This is provided by the rotation of the
planetary gear about its own axis. This is the main function of an unlocked differential
operation, reducing tire slip and wear in curved paths.

The drawback of the unlocked differential condition is that the torques transmitted
to each output shaft are the same. The implication of this is that if the two wheels have
different traction conditions on the ground, then one of the wheels which has less traction
will spin much faster than the other wheel. Eventually, the maximum torque that can be
delivered to each wheel is limited by the smallest of the traction torques available between
the tires and ground. Consider a case where a vehicle is on straight line path, but the left
wheel has almost no traction due to ice, while the right wheel has good ground traction.
If we start from a stopped condition, the left wheel spins at a high speed and provides not
much traction to the vehicle, and the right wheel will move very slowly or will not move at
all (or even rotate in reverse direction) depending on how small the traction torque available
between the tire and icy surfacis. The differential will not be able to direct more torque to
the wheel that has more traction. The maximum torque that the differential can transmit is
limited by the smaller of the two traction torques that can be supported by each tire—ground
interaction. Under these conditions, the differential is better to be locked to provide better
traction at the expense of giving up the differential function (different output shaft speeds)
temporarily. When the differential is locked, both output shafts must then rotate at the same
speed. This eliminates the condition that the maximum torque transmitted is limited by the
minimum traction. As a result, traction is improved. However, the penalty paid is that if
the vehicle is moving on a curved path, there will be tire slip and more wear on tires, and
steering quality will be poorer, since the wheel speeds are forced to be same by locking the
differential.
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FIGURE 3.36: Engine lug curve, machine speed versus rim pull force capacity: (a) engine lug
curve for torque and power output as a function of engine speed at full throttle, (b) rim pull
force at different gear ratios and machine speeds. In order to determine the maximum uphill
grade the machine can climb at a given speed and machine weight, draw a vertical line from
the desired machine speed to the rim pull curve, from there draw a horizontal line to the grade
curve. Read the grade value which this horizontal line crosses for the machine weight
(Reproduced with permission from Volvo Trucks).
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The traction force (rim pull force) capability and speed of the truck directly determine
its productivity capacity. The performance curve that defines the maximum traction force
(rimpull force) as a function of machine speed is determined by the engine torque—speed
curve (lug curve), transmission (torque converter and planetary gear reducer set), and the
lower powertrain gear ratios (differential, final drive). Figure 3.36 shows a manufacturer
specified performance curve for rimpull versus machine speed. A commonly used perfor-
mance criteria for such machines is their grading capability. That is the maximum up-hill
grade it can climb at a given machine speed and machine weight. In order to determine
the maximum uphill grade capability the machine can climb at a given machine speed and
machine weight (Figure 3.36),

1. draw a vertical line from the given machine speed to rim pull curve,
2. from there draw a horizontal line to the grade curve,

3. then, read the grade value which this horizontal line crosses for the machine weight.

This is the maximum uphill grade the machine can climb at the given machine speed and
machine weight. For instance, at about 15 km/hr machine speed, and machine weight of
40000 kg, the maximum uphill grade this machine can climb is about 10%. If the machine
weight is 20 000 kg, the machine can climb about 20% grade at the same speed.

3.9 PROBLEMS

1. Consider a gear reducer as shown in Figure 3.1. Let the diameter of the gear on the input shaft be
equal to d; = 2.0 in and width w, = 0.5 in. Assume that the gear is made of steel and that it is a solid
frame without any holes. The ouput gear has the same width and material, and the gear reduction
from input to output is N = 5, (d, = 10.0 in). The length and diameters of the shafts that extend to
the sides of the gears are d;; = 1.01in, d, = 1.0inand /;; = 1.0 in, [, = 1.0 in. Let us consider that
there is a net load torque of 7}, = 501bin at the output shaft?

1. Determine the net rotary inertia reflected on the input shaft due to two gears and two shafts.

2. Determine the necessary torque at the input shaft to balance the load torque.

3. If the input shaft is actuated by a motor that is controlled with 1/10 degree accuracy, what is
the angular positioning accuracy that can be provided at the output shaft.

2. Repeat the same analysis and calculations for a belt and toothed pulley mechanism. The gear
ratios and the shaft sizes are the same. The load torque in the output shaft is the same. Neglect the
inertia of the belt. Comment on the functional similarities. Also discuss practical differences between
the two mechanisms.

3. Consider a linear positioning system using a ball-screw mechanism. The ball-screw is driven
by an electric servo motor. The ball screw is made of steel, has length of /;; = 40 in, and diameter
of di; = 2.5 in. The pitch of the lead is p = 4 rev/in (or the lead is 0.25 in/rev). Assume that the
lead-screw mechanism is in vertical direction and moving a load of 100 /bs against the gravity up and
down in z-direction.

1. Determine the net rotary inertia reflected on the input shaft of the motor.

2. Determine the necessary torque at the input shaft to balance the weight of the load due to
gravity.

3. If the input shaft is actuated by a motor that is controlled with 1/10 degree accuracy, what is
the translational positioning accuracy that can be provided at the output shaft?

4. For problem 3, consider that the typical cyclic motion that the workpiece is to make is defined
by a trapezoidal velocity profile. The load is to be moved a distance of 1.0 in in 300 ms, to wait
there for 200 ms and then move in the reverse direction. This motion is repeated continuously.
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Assume the 300 ms motion time is equally divided between acceleration, run, and deceleration times,
t, =t =t; =100 ms (Figure 3.13).

1. Calculate the necessary torque (maximum and continuous rated) and maximum speed required
at the motor shaft. Select an appropriate servo motor for this application.

2. If an incremental position encoder is used on the motor shaft for control purposes, what is the
required minimum resolution in order to provide a tool positioning accuracy of 40 pin.

3. Select a proper flexible coupling for this application to be used between the motor shaft and
the lead-screw. Include the inertia of the flexible coupling in the inertia calculations and motor
sizing calculations. Repeat step 1.

5. Repeat the same analysis and calculations of Problem 3 and 4, if a rack and pinion mechanism
was used to convert the rotary motion of motor to a translational motion of the tool.

1. First, determine the rack and pinion gear that gives the same gear ratio (from rotary motion to
translational motion) as the ball-screw mechanism.

2. Discuss the differences between the ball-screw, rack and pinion, and belt and pulley (transla-
tional version) mechanisms.

6. Given a four-bar linkage (Figure 3.7), derive the geometric relationship between the following
motion variables of the mechanism. Let the link lengthsbe /;, = 1.0m,/, =2.0,/; =1.5m,/, = 1.0m.

1. Input is the angular position (6,(#)) of link 1, output is the angular position of link 3, (6;()).
Find 6; = f(6,). Plot 8; for one revolution of link 1 as function of 6.

2. Determine the x and y coordinates of the tip of the link 3 during the same motion cycle. Plot
the results on the x-y plane (path of the tip of link 3 during one revolution of link 1).

7. Consider the cam and follower mechanism shown in Figure 3.9. The follower arm is connected
to a spring. The follower is to make an up—down motion once per revolution of the cam. The travel
range of the follower is to be 2.0 in in total.

1. Select a modified trapezoidal cam profile for this task.

2. Assume the input shaft to the cam is driven at 1200 rpm constant speed. Calculate the maximum
linear speed and linear accelerations experienced at the tool tip.

3. Let the stiffness of the spring be k = 100 Ib/in and the mass of the follower and the tool it is
connected to m; = 10 Ib. Assume the input shaft motion is not affected by the dynamics of
the follower and tool. The input shaft rotates at constant speed at 1200 rev/min. Determine
the net force function at the follower and tool assembly during one cycle of the motion and
plot the result. Notice that

F(1) = mgk(1) + k- x(1) (3.335)

and x(t), X(r) are determined by the input shaft motion and cam function. What happens if the
net force F(f) becomes negative? One way to assume that F'(¢) does not become negative is to
use a preloaded spring. What is the preloading requirement to ensure F(¢) is always positive
during the planned motion cycle? The preload spring force can be taken into account in the
above equation as follows,

F(1) = mi(1) + k- x(0) + Fy, (3.336)

where F,. = k-x, is a constant force due to the preloading of the spring. This force can be

set to a constant value by selection of spring constant and initial compression.
8. Consider an electric servo motor and a load it drives through a gear reducer (Figure 3.14).
1. What is the generally recommended relationship between the motor inertia and reflected load
inertia?
2. What is the optimal relationship in terms of minimizing the heating of the motor?
3. Derive the relationship for the optimal relationship.
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9. Consider the coordinate frames x,y,z, attached to link 2 and x;y;z; attached to link 3 in Figure
3.16. Let the length of link 2 be /,.

1. Given that joint 2 and joint 3 axes are parallel to each other (z, is parallel to z;), write the 4x4
transformation matrix that describes the coordinate frame 3 with respect to coordinate frame
2; thatis, Tp; = ?

2. Determine T3,, the description of the coordinate frame 2 with respect to coordinate frame 3
(Hint: Ty, = T, ™).

10. Consider the problem in Figure 3.20. Let /, = 0.5m,/,0.25 m, and F be the weight of a payload
mass of m = 100kg, then F =9.81- 100N, in the vertical negative direction of Y,. Determine the
joint torques necessary to hold the load in position at the following conditions. Neglect the lengths
of the links.

L6, =0°0,=0
2. 0, =30°, 6, = 30°
3.0, =90°, 0, = 0°

11. The objective of this problem is to illustrate the problem of backlash in motion control systems
and how to deal with it. Consider the closed loop position control system shown in Figure 10.4.
Assume that the gear motion transmission mechanism is a lead-screw type (Figure 3.3). Further, let
us model the components as follows:

¢ the motor dynamics as inertia only (J,,) with no damping, and current to torque gain is K,

e a position sensor connected to the motor that gives N, count/rev number of counts per
revolution,

¢ amplifier as a voltage to current gain (K, ) with all filtering effects neglected,

e lead-screw and the load it carries is modeled with its effective gear ratio (N = 1/(2zp)) where
p(rev/mm) is the pitch and mass m (rotary inertia of the lead screw is neglected). Assume there
is load force acting on the inertia (F)). In addition consider that the lead screw has a backlash
of x,, which we will assume is a constant value.

e control algorithm is implemented with an analog op-amp as a form of PID controller.

Assume the following numerical values for the system components: J,, = 107> kg-m?,
Ky =2.0 Nm/A, N, = 2000 count/rev, K, =2A/V,p = 0.5 rev/mm, m = 100 kg, F, = 0.0N, x, =
0.1 mm. For simplicity, use the following relationship for the total inertia acting on the motor (although
during the period of motion when backlash is in effect and the lead-screw is not moving the nut,
the load inertia is not coupled to the motor; but we will neglect this) as well as motor torque and
transmitted force to the moving mass,

1
J =17 P 3.337
t m + (27[17)2 m ( )
1
= —"F 3.338
! 2zp ! ( )

(a) If the desired positioning accuracy of the load is 0.001 mm, draw a control system block diagram
and sensors to achieve this (Hint: due to backlash, we must have a load-coupled position sensor.
Let the resolution of that sensor be called N, counts/mm. Further, we should have a measurement
accuracy that is 2 to 5 times better than desired positioning accuracy).

(b) Develop a dynamic model of the closed loop control system (i.e., using Simulink®). Simulate the
motion in response to a rectangular pulse, that is initial position and commanded position are at
zero until r = 1.0 s, then a step position command of 1.0 mm and back to zero position command
at t = 3.0 s, and continue simulations until # = 5.0 s. Use the motor-coupled position sensor for
velocity loop with a P-only gain, and a load-coupled position sensor in the position loop with a
PD-type control. Adjust the gains in order to achieve a good response.

(c) What happens if you use only the motor-coupled position sensor, not the load-coupled position
sensor? Show your claim with simulation results. Modify component parameters if necessary to
illustrate your point.
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(d) What happens if you use only the load-coupled position sensor, not the motor-coupled position
sensor? Show your claim with simulation results. Modify component parameters if necessary to
illustrate your point.

Simulate a condition as follows: the engine runs at a constant speed. The friction coefficient
at each tire—ground contact is constant and the same for all tires, and the vehicle weight is equally
distributed in all tires. The initial direction of motion and steering is a straight line motion. The
steering angle is zero at all times, which means all the wheels are aligned to move in a straight line.
Based on a different desired gear selection as a function of time (i.e., step changes in gears at specific
points in time), assume instantaneous gear shift and clutch engagement/disengagement. Assume the
clutch stays engaged at all times except when the neutral gear is selected.

12. (This problem can be assigned as a small research project for students).
Develop a mathematical model of a four wheel drive vehicle including the following compo-
nents of the powertrain (Figure 3.37):

@ Position sensors

Brake 4@
Peddl sensor
ALcelerator l Brakes
Pedal sensor T(
Speed Speed .
sensor sensor Y Vehicle speed

ir —
Engine | Torque _| Planetary Lower Tire & ground
> . > -
© converter gear set powertrain interaction >
Traction force

FIGURE 3.37: Automotive powertrain block diagram: engine, transmission (torque converter
and planetary gear set), lower powertrain, brake, and tire—ground interaction.

1. Engine is to be modeled as a lug curve for different throttle values (without any transient
dynamlcs) eng(othrollle7 Wend»

‘Ieng : Weng(l) eng(elhrotlle’ Weng 1mp(t) (3339)

T e Oihrorties Weng)- This function is commonly referred as the “engine map.” The maximum
torque of the engine at full throttle is 1000 N m. Define an reasonable engine map based on
this information, that is, 7¢,,(Ocoie> Wena)> 100k up table.

2. Transmission is to be modeled on a torque converter and a planetary gear set. We model the
torque converter with its steady-state torque ratio and primary torque functions, whereas the
planetary gear set is assumed to shift to the desired gear instantanously. The transient time
in the gear shifting is neglected, as well as the inertial and stiffness characteristics of the

transmission. Simply model the planetary gear set as an ideal gear ratio device.

Tinp () = Ty (W /weng) ;g (3.340)

T = N Waro/Weng) * Tinp(®) (3.341)

N, = N,(gear) (3.342)

Tou(®) = N, - Ty (D) (3.343)

Wourlt) = =+ Wy (1) (3.344)
P

The torque converter is to be modeled as two steady-state functions: primary torque and torque
ratio, which are defined as a function of the speed ratio. The efficiency of the torque converter
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is assumed to be 100%. Define the two steady-state curves of the torque converter

2
T (Wengs W) = 1000 — 4000 - ((M) - 0.5) (3.345)

Weng

N, (Wengs W) = 2.5 - <1 - M) (3.346)
eng

where w, is the rated speed where torque converter performance is given, and N, is
the gear ratio of the planetary gear set at the selected gear = {-1,0,1,2,3,4,5}, N, =
{-2.5,0,2.5,1.5,1.0,0.75,0.5}.

3. There are two identical differentials: one for the front wheel pair, and one for the rear wheel
pair. Let us assume they are all in locked condition. The final drive gear ratio does not exist.
In other words the output shafts of the differentials drive the wheels directly.

. 1
le ! thee](t) = Toul([) - Tbrake(t) -5 Ftraction(t) (3347)

wheel

4. Friction between the wheel tires and ground is based on a constant friction coefficient and
assumed to be the same for all.

Myehicle X(n) = Fl_raclion(t) - Fload(l) (3348)
where
1
Flraction = M- R_ : Toul(t) (3349)
wheel

Fload = Ffriction + Fdrz\g +F

gravity

(3.350)

The whole vehicle weight, W, = m, - g, is equally distributed among the four tires, where
m, is the total mass of the vehicle, g = 9.81m/s, 4, is the traction coefficient. Assume identical
traction conditions at each tire. The student is asked to specify reasonably realistic parameters and
performance for the components as follows: Given the performance curves and parameters,

Teng(Glhrome,weng) engine map (3.351)
w, = 2400 rpm (3.352)
N,(-1,0,1,2,3,4,5) = { -2.5,0,2.5,1.5,1.0,0.75,0.5 } (3.353)
J, = 1.0 kgm® (3.354)

Ryheas = 0.5m (3.355)

Myepice = 1 000kg (3.356)

u, =00 forcasel (3.357)

=09 forcase?2 (3.358)

Friiciion(t) = 0.0 (3.359)

Fr(t) = 0.0 (3.360)

Faravity (1) = Myepicre + 9-81 - sin(15°) (3.361)

Simulate a condition as follows. The vehicle speed is zero initially at time ¢ = 0.0 s. The engine
runs at a constant speed and at a constant throttle, 100%. The initial direction of motion and steering
is a straight line motion. The slope of the ground is 15° and the vehicle is climbing. The gear is shifted
from neutral to first gear at time 7 = 1.0s and the throttle is at 100%. Until that time, the engine
is simply running at a steady-state speed of 2200 rpm. The friction coefficient at each tire—ground
contact is constant and the same for all tires, and the vehicle weight is equally distributed in all tires.

Note: This model can be made more accurate by including dynamics for the engine response
and its controls, dynamics of the clutch and its transient engagement/disengagement, inertia-stiffness
and gear-change transient dynamics of the transmission, inertia of the axles and differential, and a
more accurate model of friction at each tire and ground contact. Furthermore, the steering motion
can be included along with the differential dynamics in unlocked condition.






CHAPTER 1

MICROCONTROLLERS

Most of the discussions in this chapter are based on the PIC 18F452 microcontroller (or
PIC 18F4431 version which has a quadrature encoder interface). The following manuals
can be downloaded from http://www.microchip.com and should be used as a reference
and as part of this chapter:

1. PIC 18FXX2 Data Sheet or PIC 18F4431 Data Sheet

2. MPLAB IDE V6.xx Quick Start Guide

3. MPLAB C18 C Compiler Getting Started

4. MPLAB C18 C Compiler Users’ Guide

5. MPLAB C18 C Compiler Libraries

4.1 EMBEDDED COMPUTERS VERSUS
NON-EMBEDDED COMPUTERS

The digital computer is the brain of a mechatronic system. As such, it is called the controller
when used for the control function of an electro-mechanical system. Any computer with
proper /O interface devices (digital and analog I/O) and software tools can be used as a
controller. For instance, a desktop PC can be used as a process controller by adding an I/O
expansion board and control software. Clearly, there are many hardware components on a
desktop PC (a non-embedded computer) that are not needed for process control functions.
An embedded computer uses only the necessary hardware and software components and
is much smaller than a non-embedded computer, such as a desktop PC. An embedded
computer used as the controller of a mechatronic system is referred to as the embedded
controller. A microcontroller is the main building block of an embedded computer.

Figure 4.1a shows a comparison between an embedded and non-embedded (i.e.,
desktop) computer. Figure 4.1b shows a picture of a commercially available embedded
controller used in mobile equipment applications. The main differences between embedded
and non-embedded computers are as follows:

1. Embedded computers are generally used in real-time applications. Therefore, they
have hard real-time requirements. Hard real-time requirement means that certain
tasks must be completed within a certain amount of time, or the computer must react
to an external event within a certain time. Otherwise the consequences may be very
serious. The consequences of not meeting the real-time response requirements in a
desktop application are not as serious.

2. Embedded computers are not general purpose computing machines, but have more
specialized architectures and resources. For instance, a desktop computer would have

Mechatronics with Experiments, Second Edition. Sabri Cetinkunt.
© 2015 John Wiley & Sons, Ltd. Published 2015 by John Wiley & Sons, Ltd.
Companion Website: www.wiley.com/go/cetinkunt/mechatronics
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control module” (ECM)

1/0 Connector
(®)

FIGURE 4.1: (a) Comparison of an embedded computer and a non-embedded computer. The
embedded computer has just enough resources for the application, must operate in a harsh
environment, has a smaller physical size and has hard real-time requirements. (b) Picture of a
rugged “embedded controller” used in off-highway equipment applications.

a hard disk drive, floppy disk drive, CD/DVD drive, and tape drive for permanent
data storage, whereas an embedded computer may have battery backed RAM or flash
or ROM memory to store just the application software. Embedded microcontrollers
have limited resources in terms of power (i.e., they may be powered by a battery),
memory, and CPU speed. Embedded computers are dedicated to specific tasks. They
do not store general purpose programs such as word processors, graphics programs,
and so on.

3. Embedded controllers and I/O interfaces are more integrated at the chip design
level than general purpose computers, that is I/O interface channels such as analog to
digital (ADC) and digital to analog (DAC) converters are integrated into the microchip
hardware.

4. The physical size of the embedded computer is typically required to be very small,
which may be dictated by the application.

5. Embedded controllers operate in extreme environmental conditions (i.e., an embedded
controller for a diesel engine must operate under conditions of large temperature and
vibration variations).

6. Embedded computers invariably incorporate a watchdog timer circuit to reset the
system in case of a failure.

7. Embedded microcontrollers may have a dedicated debugging circuit on the chip so
that the timing of all the I/O signals can be checked and the application program
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debugged on the target hardware. Debugging tools (hardware and software) are
a very important part of an embedded system development suite. Unlike desktop
applications, real-time embedded applications must be debugged and I/O signals
must be checked for worst case conditions.

. The developer must know the details of the embedded system hardware (bus archi-

tecture, registers, memory map, interrupt system), since the application software
development is influenced by the hardware resources of the embedded computer.

. Interrupts play a very important role in almost all embedded controller applications.

It is through the interrupts that the embedded controller interacts with the controlled
process and reacts to events in real-time.

As the complexity increases, embedded systems require a real-time operating system
(RTOS). RTOS provides already tested I/O and resource management software tools.
For instance, Ethernet communication may be provided by RTOS functions instead
of being written by ourselves. Furthermore, RTOS can provide task scheduling,
guaranteed interrupt latency, and resource availability.

Perhaps the most significant factors that differentiate embedded computers from

desktop computers are the real-time requirement, limited resources, and smaller physical
size. The real-time performance of an embedded system is defined by how fast it responds
to interrupts and how fast it can switch tasks.

Programming for a real-time application using a microcontroller/DSP, versus pro-

gramming for a non-real time application such as using a desktop PC, has the following
differences:

1.

Memory resources in a desktop PC are very large and conserving memory is not
a concern for the programmer. Whereas memory resources in microcontrollers are
limited and memory space should be used carefully in order to not exceed that avail-
able. In real-time programming, depending on the microcontroller/DSP type and the
development environment we use, the development environment at the compilation
and link time may allow us to decide how to utilize the available memory for variables
and constants, in order to best fit the application program into the available memory.

. Computational time requirements are also not much of a concern in non-real time

PC applications. Whereas, in real-time applications, everything must run in real-time
and our program must be able to react to events in-time and in real-time. Therefore,
long delays or long loops can be a problem in real-time applications. In real-time
programming, we make use of interrupt-driven event handling to make sure the
microcontroller responds to external “interrupt” events fast.

In real-time applications, safety is of great importance. If something unexpected
happens, we need to define an ordered way of ending current program execution and
be able to restart in a timely and defined order. In desktop applications, the so-called
“blue screen” condition (a system failure) may simply be solved by rebooting the
system and waiting for a few minutes. In real-time systems, waiting for a few minutes,
even for a few seconds, may not be acceptable.

. In real-time programming involving real-world hardware 1/Os, the application soft-

ware deals with reading and writing of bits, that is the status of a switch or turn
ON/OFF a light. Data and registers are accessed in such a way that we refer to spe-
cific bits for read and write operations. We can think of I/O operations as read/write
operations for a table of bits which corresponds to the I/O. In other words, all of
the I/O data is simply the values of a set of registers and their bits. For instance,
configuring and reading an ADC involves writing to a set of configuration registers
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(writing their appropriate bits to “1” or “0”), and then when the conversion data is
ready (determined by reading a specific bit from a status register), reading the data
register’s first 10 bits for a 10-bit ADC converter. For example, PIC 18F452 has
about 100 special function registers (SFR) each of which is 8-bits long (BO-B7). This
means that a total of 800 bits are used to handle (configure, read, write) all of the I/O.
In non-real-time applications, we tend to work with data structures that are long and
organized in some hierarchy as opposed to dealing with specific bits.

Design Steps of an Embedded Microcontroller-Based Mechatronic
System Design of a microcontroller-based mechatronic system includes the following
steps. These steps encompass the microcontroller and its interface to the electromechanical
system. We assume the electromechanical system is already designed.

Step 1: Specifications — define the purpose and function of the device. What are the
required inputs (sensors and communication signals) and required outputs (actuators
and communication signals)? This is the hardware requirement of microcontroller.
What are the logical functions required? This is the software requirement of micro-
controller.

Step 2: Selection — select a proper microcontroller that has the necessary I/O capabilities
to meet the hardware requirements as well as the CPU and memory capabilities to
meet the software requirements.

Step 3: Selection — select a proper development tool set for the microcontroller, that is
PC-based development software tools and hardware tools for debugging.

Step 4: Selection — identify electronic components and sub-systems necessary to inter-
face the microcontroller to the mechatronic system.

Step 5: Design — complete schematics for the hardware interface circuit, including each
component identification and its connections in the interface circuit.

Step 6: Design — write the pseudo-code of the application software structure, its modules
and flow chart.

Step 7: Implement — build and test the hardware.
Step 8: Implement — write the software.

Step 9: Implement — test and debug the hardware and the software.

Microcontroller Development Tools Typical development tools used in an
embedded controller development environment are grouped into two categories: hardware
tools and software tools (Figure 4.2). The hardware tools include:

1. a desktop/laptop PC to host most of the development software tools,

2. the target processor (i.e., an evaluation board or the final target microcontroller
hardware),

3. debugging tools such as a ROM emulator, logic analyzer,

4. EEPROM/EPROM/Flash writer tools (also called the “programmer”, because it is
used to download the program to the target microcontroller).

The software tools include the target processor specific

1. assembler, compiler, linker, and debugger,

2. real-time operating system (not required).



MICROCONTROLLERS 211

T 1 P e 1
! Development host with IDE I | Test and measurement tools |
! | ! Digital storage oscilloscope |
i IDE software for | [ . ' H
: embedded target | L |
| H : DMM & toolbox |
: | | \ %
| (o] . : | “lppel :
. | || WS |
— : : : :
! | I |
! i [ D [
i | — : — i o :
: PC ! N @ !
H H lg -0 8 .
! I ! __...--—'"""'—— |

| . i_Logic analyzer |

Bread board

. Electromechanical
< <+——>| system

| Electronic components supply kit | | |

Development board
(EVM) with microcontroller/DSP chip

FIGURE 4.2: The components of a development setup for a microcontroller-based control
system: PC as host development environment including the development software tools for the
microcontroller, communication cable, microcontroller board, breadboard, test and
measurement tools, and electronic components supply kit.

The compiler includes a start-up code for the embedded system to boot-up the system
on RESET, check resource integrity, and load the application program from a known location
and start its execution. The assembly code can be mixed with the C-code. However, we will
not discuss the assembly code here.

Furthermore, the compiler generates relocatable code, which is then used by the
“linker” to specifically locate it in the physical memory based on the selections made in
the application file for the linker. This file is prepared by the developer to properly use
the target system memory resources. The linker decides where in the memory to place the
program code and the data.

In particular, the debugging tools deserve special attention. The debugging require-
ments for embedded applications are significantly more stringent that those of desktop
applications. The reason is that the consequences of a failure are a lot more serious in real-
time systems. The simplest form of debugging tool includes a debug kernel on the target
system which communicates with a more comprehensive debugging software on the host
computer. More recent embedded controllers include on-chip debugging circuitry which
improves the debugging capability. A ROM emulator allows us to use RAM in place of
ROM during the development phase so that the host can change the target code and write
to the target hardware quickly.
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Microcontroller Development Tools for PIC 18F452 The development
board for PIC 18F452 (and PIC 18F4331) is the PICDEM 2 Plus Demo board plus vari-
ous peripheral hardware devices that allow the PIC 18F452 microcontroller to effectively
interface with electro-mechanical devices. These include a proper power supply through a
9V AC/DC adapter and regulator, a 4 MHZ clock, RS-232 interface, LCD, four LEDs, and
a prototyping area.

The MPLAB ICD 3 module is a low cost debug and development tool that connects
between the PC and the PICDEM 2 Plus Demo board (or the designer’s target board) allow-
ing direct in-circuit debugging of PIC 18F452 microcontroller (Figure 4.2). It is also used
as the communication and programmer tool between PC and the PIC Development Board.
Using the MPLAB ICD 3, PC communicates with PIC Development Board, downloads
programs to it, and debugs programs while running it on the PIC microcontroller.

Programs can be executed in real-time or single step mode, watch variables estab-
lished, break points set, memory read/writes accomplished, and more. It is also used as a
development programmer for the microcontrollers to download and save the code in the
microcontroller memory.

Hardware development tools are:

1. The PC as the host for development tools.

2. The development board (PICDEM 2 Plus Demo board), which has the microcontroller
(PIC 18F452), its power supply, support circuits, and space for breadboard for custom
application specific hardware interface development.

3. The communication cable and in-circuit debugger hardware (MPLAB ICD 3) for
downloading and debugging programs.

Software development tools that run on a PC and are interfaced to the board via the
communication cable are:

1. MPLAB IDE V.6xx integrated development environment (IDE) which includes an
editor, assembler (MPASM), linker (MPLINK), debugger, and software simulator
(MPLAB SIM) for the PIC chip.

2. MPLAB C18 C-compiler (works under MPLAB IDE V.6xx).
There are two debugger tools:

1. A debugger in software MPLAB SIM, which simulates the target PIC microcontroller
on the PC, and allows debugging of the logic on the PC. This of course not a real-time
debugger.

2. A real-time hardware debugger using the ICD3. ICD3 is also used at the communi-
cation device between the PC and PIC board, and as a programmer to download the
executable code from the PC to PIC Board.

It is recommended that basic logic functionality be debugged using the MPLAB SIM
simulator (software debugger). Then, when the I/O verifications is needed, the application
program should be debugged on the target PIC board using the ICD3 hardware. Using
ICD3, we can run the application program on the target PIC microcontroller and run it in
real-time. However, during debugging we are most likely to run the program in sections,
put “break points” to stop the program, “Step by Step” execute the code, and examine
(“Watch”) variables.

The PIC microcontroller can be programmed in a number of ways, using both C-
language and assembly language. Our lab experiments require the use of the MPLAB IDE
together with the MPLAB C18 ANSI-compliant C compiler installed on a PC. The language
tool suite also consists of the MPASM assembly language interpreter, the MPLINK object
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linker, and debugger. The C18 compiler supports mixing assembly language and C language
instructions in the same file. A block of assembly code included in a C source file must be
labeled by

_dasm

_endasm

The basic sequences for programming the PIC, using a PC as the development tool, are as
follows:

1. On the PC, create a new project in the MPLAB IDE environment. Setup the project
environment by selecting the target PIC microcontroller, specify directories to access
libraries, add source codes to the project, and specify the project name. For each
project, the following configurations must be made in the MPLAB IDE environment:

(a) Create a project: MPLAB IDE > Project> New.

(b) Select the target PIC microcontroller: MPLAB IDE > Configure >
Select Device: PIC18F452.

(c) Configure project options: MPLAB IDE > Project > Select Lan-
guage Toolsuite: Microchip C18 Toolsuite.

(d) Configure project options: MPLAB IDE > Project > Set Language
Tool Locations: MPLAB C18 C Compiler and,

....... >Set Language Tool Locations: MPLINK Object
Linker.

(e) Configure project build options: MPLAB IDE > Project > Build
Options...>Project, then setup the options in the window under differ-
ent tabbed pages (options: General, Assembler, Compiler, Linker options).

(f) Add source files to the project: in the project window, right click on “Source
Files” and select “Add Files.”

(g) Select a script file for the linker: in the project window, right click on “Linker
Scripts,” and select ”Add Files,” and then select file “18f452.1kr” from the “lkr”
directory.

2. Write the program source code in C language, using the built-in editor or any ASCII
text editor, and save it as filename.c. Add other relevant files to your project.
MPLAB IDE > File > Newand MPLAB IDE > File > Save.

3. Build (compile and link) the project in the MPLAB IDE environment. This converts
the high-level C code to the corresponding hex files which contain the binary coded
machine instructions: MPLAB IDE > Project > Build All.

4. First debug the program using the software simulator (SIM, provided as part of
MPLAB IDE) for the PIC chip on the PC. This is a non-real-time simulation of the
PIC chip. Once the program is debugged using the non-real-time simulator (MPLAB
SIM), then it can be transferred to the PIC microcontroller. If programming in C
language, the program must be re-built using a different linker script file (18f452i.lkr
file for building a program to run on the actual PIC 18F452 chip, instead of 18f452.lkr
which is used for debugging the program on the PC). Then, transfer the program from
the PC to the PIC board through the MPLAB IDE environment and communication
cable (MPLAB ICD 3):

MPLAB IDE > Programmer > Select Programmer and
........... >Settings and
MPLAB > Debugger > Connect.
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MPLAB > Debugger > Program to download the application program to the
PIC microcontroller.
The debugging commands for non-real-time software debugger (MPLAB SIM) and hard-
ware debugger MPLC ICD3 are largely the same. Typical debugging commands to find
errors in the program are similar to debugging commands for other high level programming
languages. Typically we need to be able to

1. Run, Halt, Continue the program execution.
2. Single step, Step into the function, Step over functions.

3. Setup “Breakpoints” at various lines in the program. When the program reaches
that line, the program execution will halt. To setup a “Breakpoint”, open the source
file, place the cursor on the desired line, right-click on the line, and then select “Set
Breakpoint” from the menu. A red icon should appear on that line to indicate that
this is a breakpoint line. When the program execution reaches this line, the program
will halt before executing this line.

4. Setup a “Watch window” to view the values of selected variables and registers, that is

when the program stops at a breakpoint, values of various variables can be examined
to check for errors.

MPLAB IDE > Wiew > Watch

5. Give the run command to the PIC chip from the PC. Debug the code on the PIC chip
with software and hardware debugging tools (i.e., MPLAB ICD3). When debug-
ging a program, disable the watchdog timer (WDT). The watchdog timer can be
enabled/disabled from the IDE menus. Otherwise, while the program is paused for
debugging, the WDT will reset the processor.

4.2 BASIC COMPUTER MODEL

Let us consider the operation of a basic computer using a human analogy (Figure 4.3).
As shown in the Figure 4.3, the human has a brain to process information, eyes to read,
hands to reach various components, and fingers to write. There is also a clock. On the desk,
there is a deck of cards which has the instructions to follow, a chalk, an eraser, a black
board, input—output trays, and two pockets with one card each for quick access to read/write
things on.

The analogy between this human model and a computer is as follows:

brain --- CPU

wall clock --- clock

deck of instruction cards --- read only memory (ROM)
chalk-eraser-black-board --- random access memory (RAM)

pocket cards --- accumulators (also called registers)
input-output tray --- I/0 devices

eyes, hands and arms --- bus to access resources (read/write)

There are seven basic components of a computer:

1. The CPU which is the brain of the computer. The CPU is made of a collection of
arithmetic/logic units and registers. For instance, every CPU has
(a) a program counter (PC) register which holds the address of the next instruction
to be fetched from the memory,
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FIGURE 4.3: Basic computer and human analogy.

2.

(b) aninstruction decoder register, which interprets the fetched instruction and passes
on the appropriate data to other registers,

(¢) an arithmetic logic unit (ALU), which is the “brain inside the brain,” executes
the mathematical and logical operations.

A clock —a computer executes even the simplest instruction at the tick of a new clock

cycle. The clock is like the heart of a human body. Nothing happens in the computer
without the clock.

. A ROM - read only memory which contains information on how to execute the basic

instruction set. It can only be read from and cannot be written to. It maintains data
when power is lost. EPROM is an erasable programmable ROM. An EPROM chip has
a window where the memory can be erased by exposing it to ultraviolet light and then
be reprogrammed. EEPROM is an electrically erasable programmable ROM where
the memory can be re-written by electrical signals in the communication interface
without any ultraviolet light.

RAM memory — random access memory serves as an erasable blackboard where the
information can be read from and written to. Data is lost if power is lost. Static RAM
and dynamic RAM are two common RAM types of memory. Static RAM stores data
in flip-flop circuits and does not require a refresh—write cycles to hold the data as
long as power is not lost. Dynamic RAM requires periodic refresh—write cycles to
hold the data even when power is maintained.

Registers are a few specific memory locations which can be accessed faster than the
other RAM memory locations.

I/0 devices — every computer must interact with a user and external devices to perform
auseful function. It must be able to read in information from the outside world, process
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it, then output information to the outside world. An I/O device interface chip is also
called peripheral interface adaptor (P1A).

7. A bus to allow communication between the CPU and devices (memory, I/O devices).
The bus includes a set of lines that includes those to provide power, address, data,
and control signals.

Let us assume that the human is supposed to pick a new card from the deck (ROM)
at the tick of every minute of the clock, read it, execute the instruction, and continue this
process until the instruction cards say to stop. Here is a specific example. The program is
to read numbers from the input tray. It reads until five odd numbers are read. It adds the
five odd numbers and writes the result to the output tray at the end. Then, the program
execution stops.

Minute: 1, 2, 3, 4,...- pick a card at the tick of every minute from the deck of cards
(ROM). Assume that the first four cards in the deck include the following instructions.

Card 1: Read a number from the input tray, write it on the card on the left pocket
(Accumulator A).

Card 2: Is the number odd? If yes, write it on the blackboard.

Card 3: Are there five numbers on the black board? If yes — go to Card 4, if no — go to
Card 1.

Card 4: Add all numbers, write the total number to the output tray and stop.
Notice the following characteristics in a computer program:

¢ normally the program instructions are executed sequentially,
e the order of execution can be changed using the conditional statements,

e the CPU, clock, ROM, RAM and accumulators, and I/O are the key components of a
basic computer operation.

The digital computer is a collection of many ON/OFF switches. The transistor
switches are so small that a 1000 x 1000 array of them (1 000 000 transistor switches) can
be built on a single chip. A combination of transistor switches can be used to realize various
logic functions (i.e., AND, OR, XOR) as well as mathematical operations (+, —, *, /).

Every CPU has an instruction set that it can understand. This is called the basic
instruction set or the machine instructions. Each instruction has a unique binary code
that tells the CPU what operation to perform and programmable operands for the source
of data. Some microprocessors are designed to have a smaller instruction set. They have
fewer instructions but execute them faster than general purpose microprocessors. Such
microprocessors are called reduced instruction set computers (RISC).

Assembly language is a set of mnemonic commands corresponding to the basic
instruction set. The mnemonic commands make it easier for programmers to remember the
instructions instead of trying to remember their binary code (also called hex code, because
it is easier to code each of four binary digits with one hex character 0-9 and A-F). A
program written in assembly language must be converted to machine instructions before it
can be run on a computer. This is done by the assembler.

All of the instructions in a program written in a high level language must first be
reduced to the combinations of the basic instruction set the CPU understands. This is
done by the compiler and the linker, which translates the high level instructions to low level
machine instructions. The basic instruction set is microprocessor specific. The build process
(compile and link) of the C18 compiler generates various files including the executable file
with extension “*.hex”. In addition, the filename extensions “*.map” contains the list of
variable names and the allocated memory address for them. The filename extension “*.1st”
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contains the machine code (disassembled) generated for each line of the assembly and
C-code in a program. These files can be useful in the debugging process.

High level programming languages try to hide the processor specific details from
the programmer. This allows the programmer to program different microprocessors with
a single high level language. In microcontroller applications, it is generally necessary to
understand the hardware and assembly language capabilities of a particular microcontroller
in order to fully utilize its capabilities.

A computer program minimally needs the following machine instructions,

e Access memory (and I/O devices), and perform read/write operations between the
CPU registers and the memory (and I/O devices). These operations are typically
called

LOAD address (read from address) and
STORE address (write to address).

e Mathematical (add, subtract, multiply) and logical operations, such as

ADD address (implied to be added to the content of one the accumulators),
SUB address (implied to be subtracted from the content of one the accumulators),
AND, OR, NOT, JUMP, CALL, RETURN.

In high level languages, data structures (variables, structures, classes, etc.) are used to
manage the information. Assembly language does not provide data structures to manage
data in a program. It is up to the programmer to define variables and allocate proper memory
address space for them. Assembly language provides access instructions to the memory
and I/O devices as the source and destination for data. In addition it provides operators
(mathametical, logical, etc.) as well as various decision making instructions such as GOTO,
JUMP, CALL, RETURN. Using these instructions, we operate on the data in memory and
I/O devices.

The computer CPU accesses the resources (ROM, RAM, I/O devices) through a bus
which is the hardware connection between the components of a computer. The bus has four
basic groups of lines Figure 4.4:

. power bus
. control bus
. address bus
. data bus.

B W N =

The power bus provides the power for the components to operate. Each line carries a
TTL level signal: 0 VDC or 5 VDC (OFF or ON). The control bus indicates whether the
CPU wants to read or write. The address bus selects a particular device or memory location
by specifying its address. The data bus carries the data between the devices. Notice that if
address bus is 16 lines (16-bit), there can be 216 = 65536 distinct addresses the CPU can
access.

An 1/O operation between the CPU and the memory (or I/O devices) involves the
following steps at the bus interface level:

o the CPU places the address of the memory or I/O device on the address bus,

o the CPU sets the appropriate control lines on the control bus to indicate whether it is
an input or output operation,
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FIGURE 4.4: General functional grouping of lines in a computer bus: power bus, address bus,
data bus, control bus.

o the CPU reads the data bus if it is an input operation, or write, the data to the data bus
if it is a write operation.

In short, performing I/0O between the CPU and the other computer devices involves con-
trolling all three components of the bus: address bus, control bus, data bus. In a high level
language such as C, when we have a line of code as follows,

X = 5.0 ;

the compiler generates the necessary code to assign a memory address for x, places the
address of it in the address bus, turns on the write control lines on the control bus, and
writes the data “5.0” on the data bus.

4.3 MICROCONTROLLER HARDWARE AND SOFTWARE:
PIC 18F452

The term microprocessor refers to the central processing unit (CPU) and its on-chip mem-
ory. The term microcontroller (uC) refers to a chip that integrates the microprocessor
and many I/O device interfaces such as ADC, DAC, PWM, digital I/O and communi-
cation bus (Figure 4.5a). A microcontroller is an integrated microprocessor chip with
many I/O interfaces. It results in a small footprint (physical size) and low cost. In micro-
controller applications, the amount of memory typically needed is in the order of tens
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Microprocessor Memory /0 peripherals
Program counter ROM Digital I/O
Instruction decoder Flash RAM ADC
ALU
EPROM DAC /PWM
Accumulator A
EEPROM Timers
Accumulator B
UART/USART
(a)
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Registers for inputs: CPU Registers for outputs:
- Setup Memory - Setup
- Status/control Clock - Status/control
- Read/write - Read/write
(b)

FIGURE 4.5: Microprocessor and microcontroller comparison: (a) microcontroller includes a
microprocessor and I/O peripherals on the same chip. (b) High level programming view of a
microcontroller.

of kilobytes, as opposed to the hundreds of megabytes of memory commonly available
in desktop applications. As a result, the cost of microcontrollers is less compared to
general purpose computers, which makes them good candidates for embedded controller
applications.

From a high level programming point of view, that is using C language or a
MATLAB®/Simulink® type graphical development environment, programming an embed-
ded controller for a real-time control application is a matter of defining the logic between
inputs and outputs (Figure 4.5b).

The logic is application dependent and is implemented through basic constructs of a
high level programming language such as if..., for... , while(...) , basic AND, OR type logic
operators as well as mathematical operators and functions (+, - , * , /, sin(..), cos(..) efc.),
data structures to manage the data, and a hierarchy of functions for modular programming.
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All of the input and output access is simply a matter of accessing a set of registers
corresponding to the inputs and outputs. Generally, there are three kinds of register for
any 1/O:

1. Setup registers used to “setup” (configure) the operation of the I/O, that is, if a pin is
programmed to be a digital input, digital output, or analog I/O. This is typically done
once at the beginning of the application program.

2. Status/Control registers, used to determine the status of the I/O at any time, as well as
initiate actions, that is to tell an ADC converter to start a conversion or to determine
if the current ADC conversion process is completed.

3. Read/write registers, which are the “data” register for the I/O. For input, it is to be
read, for output, it is to be written. Once the I/Os are setup, reading or writing an I/O
is simply a matter of reading/writing the corresponding data register, just like reading
and writing to a variable in memory.

In embedded programming, the I/O control is a matter of writing to/reading from these
three groups of registers. This read/write operation may quite often read/write individual
bits of registers (i.e., writing 0 or 1 to a particular bit in a register, or reading to determine
if a particular bit in a register is O or 1), as well as the whole register byte-by-byte or
word-by-word. Therefore, we can say that at the lowest level (register level) programming
of an embedded controller, the programming involves the read/write operation of bits. High
level programming language support with processor specific library functions often are
used in order to make the program development generic and easily portable to different
microcontrollers by simply configuring the compiler libraries for different processors. For
real-time programming, understanding how I/O works and how real-time interrupts are
handled are key to successful real-time application software development.

4.3.1 Microcontroller Hardware

As users of microcontrollers in mechatronic systems, we need to understand the hardware of
microcontrollers. We will study this from the inside out. In the discussion, we are interested
in the functionality of the microcontroller components as opposed to how they are designed
or manufactured.

The main hardware features that one needs to understand for any microcontroller or
digital signal processor (DSP) are as follows:

1. the pin-out on the chip that identifies the role of each pin,

2. the registers in the CPU that define the “brain” structure and internal workings of the
microprocessor, memory, the bus structure, which defines how the CPU communi-
cates with the rest of the memory and I/O resources,

3. the support chips such as the real-time clock, watch-dog timer, interrupt controller,
programmable timers/counters, analog to digital converter (ADC), and pulse width
modulation (PWM) module.

Most of the output pins of the microcontroller are implemented as three-state devices
(the state of the line can be one of three states: LOW (OFF), HIGH (ON), High Impedance
states), which allows them to be configured as either input or output under software
control.

The application program is stored in the ROM type memory so that the program is
not lost when the power is turned OFF to the computer. As a result, whenever the power is
turned ON, the computer knows what to do (that is the program and necessary data in the
ROM). The data generated after the program starts to run and which is not needed when
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the program starts is called the temporary data, and is stored in the RAM. When power is
turned OFF, information in the RAM is lost. The exception to this is battery backed-RAM,
where the data is not lost when power is turned OFF to the computer because the battery still
keeps the RAM powered. Flash memory has the characteristics of both ROM and RAM.

Flash memory is a type of EEPROM memory which is packaged as “flash-disk” or
“flash-stick™ as a permanent data storage device, that is a solid-state permanent data store
device without any mechanically moving parts. It retains its content when power is turned
OFF, like a ROM, and it can be re-written, like a RAM. Read access time is in the order of
that of dynamic RAM. Erase and re-write time is significantly slower compared to RAM. It
offers random access read, but not random access write operations because it can be erased
and re-written in “blocks.” Typically, flash memory can be used for about 100 000 re-write
cycles.

A microcontroller is a single-chip integrated circuit (IC) computer. PIC stands for
peripheral interface controller. PIC is a trade name given to a series of microcontrollers
manufactured by Microchip Technology Inc. We will be using the PIC 18F452 chip for the
laboratory experiments. The PIC 18F452 has five bidirectional input—output ports, named
Ports A to E. Port A is 7-bit wide port while Port E is 3-bits wide (Figure 4.6). The other
ports, B to D, are all 8-bit ports. Port pins are labeled RAO through RA6, RBO through RB7,
RCO through RC7, RDO through RD7, and REO through RE2. Hence, the total number of
pins at ports A through E is 7 + 8 + 8 + 8 + 3 = 34 out of a 40-pin DIP package of PIC
18F452 chip (Figure 4.6). The remaining pins are used for Vpp (two pins), Vgg (two pins),
OSC1/CLK1,MCLR/Vpp. Most of the pins are software configurable for one of multiple
functions between general purpose I/O and peripheral I/O. Using registers in the chip, one
function is selected for each pin under software control.

The PIC 18F452 is an 8-bit microcontroller based on the Harvard architecture. It is
available in 40-pin DIP, 44-pin PLCC, and 44-pin TQFP packages. In the 44-pin packages,
4 of the pins are not used and labeled as NC. The Harvard architecture separates the program
memory and the data memory. During a single instruction cycle, both program instructions

MCLR/Vrp +— [] 1 / 40 [] «—» RB7
RAO/ANO «—» [ 2 39 [] «—» RB6
RAI/ANT «—» [] 3 38 [] «—» RB5

RA2/AN2/VREF— «—>» [] 4 37 [0 «—» RB4
RA3/AN3/VREF+ «—» [ 5 36 [] «—» RB3/CCP2*
RA4/TOCKI «—» [] 6 35 [] «—» RB2/INT2
RAS5/AN4/SS/LVDIN «—» [] 7 34 [] «—» RBI/INTI
REO/RD/AN5 «—» [] 8 a 33 [] «—» RBO/INTO
REI/WR/AN6 «— [] 9 RS 32 ] «—» VoD
RE2/CS/AN7 «— [] 10 % 31 [] «—» VSS
Vop «— [ 11 — 30 [] «—» RD7/PSP7
Vss «— [ 12 O 29 [] «—» RD6/PSP6
OSC1/CLKI «+—» [] 13 A 28 [] «—» RD5/PSP5
OSC2/CLKO/RA6 «— [] 14 27 [] «—» RD4/PSP4
RCO/T10SO/TICKI «— [ 15 26 [] +—» RC7/RX/DT
RC1/T10SI/CCP2% «— [] 16 25 [] «—» RC6/TX/CK
RC2/CCP1 «—» [ 17 24 ] «—» RC5/SDO
RC3/SCK/SCL +— [] 18 23 [] «—» RC4/SDI/SDA

RDO/PSPO «—» [] 19 22 [ «—» RD3/PSP3

RDI/PSP1 «—» [] 20 21 [] «—» RD2/PSP2

FIGURE 4.6: Pin diagrams of the PIC 18F452 microcontroller (DIP 40-pin model shown).
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and data can be accessed simultaneously. The PIC 18F452 contains a RISC processor. This
particular RISC processor has 75-word basic instruction set.

PIC 18F452 chip is compatible with clock speeds between 4 MHz and 40 MHz. The
clock speed is determined by two factors:

1. hardware: the external crystal oscillator or ceramic resonators along with a few
capacitors and resistors,

2. software: configuration register settings to select the operating mode of the processor.

PIC 18F452 supports up to 31 levels of stack, which means up to 31 subroutine calls
and interrupts can be nested (Figure 4.8) for the low priority interrupts. Stack space in the
memory holds the return address from the function calls and from interrupt service routines.
Stack space is neither part of the program memory nor data memory.

The program counter (PC) register is 21-bits long (Figure 4.7). Hence, the address
space for program memory can be up to 2 MB. PIC 18F4431 is flash memory based and
has 16 KB of FLASH program memory (addresses 0000h through 6FFFh) which is 8§ K
of two-byte (single-word) instruction space (Figure 4.7). Data memory is implemented in
RAM and EEPROM. Data RAM (static RAM, (SRAM)) has 4096 (4 KB) bytes of space
via the 12-bit data bus address, of which 768 bytes is implemented as SRAM, and 256
bytes implemented as EEPROM on PIC 18F4431. The address space F60h through FFFh
(160 bytes) is reserved for Special Function Registers (SFR) each of which is an 8-bit
register. SFRs are used to configure and control the operation of the core CPU and I/O
peripherals. It is through accessing these registers (160 8-bit SFRs), that practically all
of the I/O operation of the microcontroller is accomplished. The rest of the data memory
can be considered as General Purpose Registers, which are used as a scratch pad for data
storage.

In C-language using a C18 compiler, using the “rom” directive, data variables can
be explicitly directed to be allocated in program memory space if data memory space is
not sufficient for a given application. Similarly, the “ram” directive in data declarations
allocates memory in data memory.

rom char c ;
rom int n ;

ram float x ;

Some of the important locations in the program memory map are as follows:

1. The RESET vector is at address 0x0000h.
2. The high priority interrupt vector is at address 0x0008h.
3. The low priority interrupt vector is at address 0x0018h.

The RESET condition is the startup condition of the processor. When the processor is
RESET, the program counter content is set to 0x0000h, hence the program branches to this
address to get the address of the instruction to execute. The C-compiler places the beginning
address of the main() function at this location. Hence, on RESET, the main() function of
a C-program is where the program execution starts. The source of RESET can be:

1. Power-on-reset (POR): when an on-chip Vpp rise is detected, a POR pulse is gen-
erated. On power-up, the internal power-up timer (PWRT) provides a fixed time-out
delay to keep the processor in RESET state so that Vp, rises to an acceptable and
stable level. After the PWRT time-out, the oscillator startup timer (OST) provides
another time delay of 1024 cycles of oscillator period.
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2: The high order bits of the Direct Address for the RAM are from the BSR register (except for the MOVFF instruction).
3: Many of the general purpose I/O pins are multiplexed with one or more peripheral module functions. The multiplexing combinations
are device dependent.

FIGURE 4.7: Block diagram of the PIC 18F452: registers, bus, peripheral devices, and ports
(Fig.1-2 from PIC 18Fxx2 Data Sheet). Reproduced with permission from Microchip Technology,

Inc.

2. MCLR reset during normal operation or during SLEEP: the MCLR input pin can be
used to RESET the processor on demand.

3. Brown-out reset (BOR): when the Vp, voltage goes below a specified voltage level
for more than a certain amount of time (both parameters are programmable), the BOR
reset is activated automatically.
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4. Watch dog timer (WDT) reset: WDT can be used to reset the processor if it times-out
during normal operation in order to clear the state of the processor, or it can also
be used to wake-up the processor from SLEEP mode. In WDT reset during normal
operation, the program counter is initialized to 0x0000h, whereas in WDT wake-up
mode, the program counter is incremented by 2 to continue to the instructions where
it was left.

5. RESET instruction, stack full and stack underflow conditions result in software
initiated reset conditions.

When PIC 18F452 executes a SLEEP instruction, the processor is held at the beginning of
an instruction cycle. The processor can be woken-up from SLEEP mode by either external
RESET, Watchdog Timer Reset or an external interrupt.

4.3.2 Microprocessor Software

Addressing Modes Data memory space in PIC 18F452 is accessed by a 12-bit long
address space, which means that it is 4096 bytes long. This space is organized as 16 banks
of 256 bytes of memory (Figure 4.8). Banks 0—14 are used as General Purpose Registers
(GPRs). GPRs can be used for general data storage. The upper half of bank 15 (F80h-
FFFh) is used as Special Function Registers (SFR). Lists of all registers of PIC 18F452
are provided in the PIC 18F452 Users’ Manual. SFRs are used for configuration, control,
and status information of the microcontroller. Most features of the microcontroller are
configured by properly setting the SFRs. EEPROM data memory space is 256 bytes and is
accessed indirectly through SFRs. There are four SFRs involved in accessing EEPROM:
EECONI1, EECON2, EEDATA, and EEADR. EEDATA and EEADR registers are used to

PC<20:0> BSR<3:0> Data memory map
CALL, RCALL, RETURN,$ 21 000h
RETFLE, RETLK ~0000 00h | Access RAM | (75n

Stack level 1 > Bak0 - - = ——- 080h
g FFh GPR OFFh
: 00h 100h
Stack level 31 =000y Bkt GPR
_ FFh IFFh
RESET VECTOR 0000h & ~0010 00h 200h
——»  Bank2 GPR
High priority interrupt vector |0008h FFh 2FFh
- 00k 300h
Low priority interrupt vector [0018h ﬂ» Bank 3 ' GPR
FFh 3FFh
=0100 400h
————  Bank4 GPR Access bank
4FFh 00h
ool 00h 500h Access RAM low|
On-chip ———  Bank$ _— GPR - FAcocss AN igh] 80h
ora 5FFh P
program memory 3 e (SFR’s) FFh
<=
2 0110 When a =0,
JFFFh | B ——» Bank6 | Unused J. the BSR is ignored and the
3 =1110 to " Read ‘00h T access bank is used.
8000h Bank 14 The first 128 bytes are general
purpose RAM (from bank 0).
The second 128 bytes are
E(I]:(l)sl? special function registers
ad 0" — 1111 00h|  Unused | g7pn (from bank 15).
Read ‘0 =1y Bank 15 L _ _SER_ - Bk
FFFh FFFh
Whena=1,
the BSR is used to specify the
]FFFFFh" RAM location that the
200000h instruction uses.
(a) (b)

FIGURE 4.8: Memory map of PIC 18F452: (a) program memory map (Fig. 4.2 from PIC 18Fxx2
Data Sheet), (b) data memory map (Fig. 4.7 from PIC 18Fxx2 Data Sheet). Reproduced with
permission from Microchip Technology, Inc.
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hold the data and address for EEPROM. EECON1 and EECON?2 registers control the access
to EEPROM.

There are two addressing modes: direct addressing and indirect addressing. In direct
addressing mode, Bank Select Register (BSR which is at the FEOh address in the SFR
section of Bank 15 in data RAM) bits 3:0 (4-bits) are used to select one of 16 banks, and
the bits 11:4 (8-bits) from the opcode are used to select one of 256 memory locations in the
selected bank.

Instruction Set The PIC 18Fxxx chip instruction set has 75 instructions (see PIC
18F452 or 18F4431 Users’ Manual for a list and description of the basic instruction set).
All, except three instructions, are 16-bit single word instructions. Three instructions are
double words (32-bit). Each instruction has a unique binary code. When the microcontroller
decodes the instruction code, the dedicated hardware circuit performs a function, such as
increment the value in accumulator, add two numbers, compare two numbers. An instruction
cycle is equal to four oscillator cycles. These four oscillator cycles per instruction cycle are
called Q1, Q2, Q3, and Q4 cycles. Therefore, if a 4 MHz oscillator is used, an instruction
cycleis 1 us.

Obtaining an instruction from the memory is called ferch. Decoding it to determine
what to do is called decode. And performing the operation of the instruction is called
execute. Each one of these fetch, decode, and execute phases of the instruction takes
one instruction cycle. The fetch—decode—execute cyles are pipelined, meaning executed in
parallel, so that each instruction executes in one instruction cycle. In other words, while one
instruction is decoding and executing, another instruction is fetched from the memory at
the same time. Single word instructions typically take one instruction cycle, and two-word
instructions take two instruction cycles to execute.

The CPU understands only the binary codes of its instruction set. All programs must
ultimately be reduced to a collection of binary codes supported by its instruction set, spe-
cific to that microcontroller. However, it is clear that writing programs with binary codes
is very tedious. Assembly language is a collection of three to five characters that are used
as mnemonics corresponding to each instruction. Using assembly language instructions is
much easier than using binary code for instructions. The assembler is a program that con-
verts the assembly language code to the equivalent binary code (machine code) instructions
that can be understood by the CPU. At the assembly language level, the instructions can be
grouped into the following categories:

1. Data access and movement instructions used to read, write, and copy data between
locations in the memory space. The memory space locations can be registers, RAM,
or peripheral device registers. Examples of instructions in this category are: MOV,
PUSH, POP.

2. Mathematical operations: add, subtract, multiply, increment, decrement, shift left,
and shift right. Example instructions include ADDWF, SUBWF, MULWF, INCF,
DECF, RLCF, RRCF.

3. Logic operations: such as AND, OR, inclusive OR. Example PIC 18F452 instructions
include ANDWE, IORWF, XORWE.

4. Comparison operations: example instructions include CPFSEQ (=), CPFSGT (>),
CPFSLF (<).

5. Program flow control instructions to change the order of program execution based on
some logical conditions: GOTO, CALL, JUMP, RETURN.

In order to effectively use assembly language, one must very closely understand the hard-
ware and software architecture (pinout, bus, registers, addressing modes) of a particular
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microprocessor. High level languages, such as C, attempt to relieve the programmer from
the details of tedious programming in assembly language. For instance, in order to perform
a long mathematical expression in assembly language, we would have to write a sequence
of add, subtract, and multiply operations. Whereas in C we can directly type the expression
in a single statement. Although the basic mathematical and logical operations are expressed
the same way for different processors in C, the specific hardware capabilities of a processor
cannot be made totally generic. For instance, one must understand the interrupt structure in
a particular microcontroller in order to be able to make use of it even with C programming
language. Quite often, I/O related operations require access to certain registers that are
specific to each microcontroller design. Therefore, a good programmer needs to understand
the architecture of a particular microcontroller even if a high level language such as C is
used as the programming language.

4.3.3 1/0 Peripherals of PIC 18F452

The input/output (I/O) hardware connection to the outside world is provided by the pins of
the microcontroller. Figure 4.6 shows the pins of PIC 18F452 and their functions.

I/0 Ports There are five ports on PIC 18F452: PORTA (7-pin), PORTB (8-pin), PORTC
(8-pin), PORTD (8-pin), and PORTE (3-pin). Each port has three registers for its operation.
They are:

o TRISx register, where “x” is the port name A, B, C, D, or E. This is the data direction
or setup register. The value of the TRISx register for any port determines whether
that port acts an input (i.e., reads the value present on the port pins to the data register
of the port) or an output (writes contents of the port data register to the port pins).
Setting a TRISx register bit (= 1) makes the corresponding PORTx pin an input.
Clearing a TRISx register bit (= 0) makes the corresponding PORTX pin an output.

e PORTXx register. This is the data register for the port. When we want to read the status
of the input pins, this register is read. When we write to this register, its content is
written to the output latch register.

o LATx register (output latch). The content of the latch register is written to the port.

As an example, the code below sets all pins of PORT C as output, and all pins of PORT B
as input.

TRISC = 0; /% Binary 00000000 =x/

PORTC = value ; /% write value variable to port C x/
TRISB = 255; /% Binary 11111111 =/
value = PORTB ; /% read the data in port B to variable value. x/

The MPLAB C18 compiler provides C-library functions to setup and use 1/O ports. For
example, Port B interrupt-on-change and pull-up resistor functions can be enabled/disabled
using these functions.

#include <portb.b>

OpenPORTB (PORTB_CHANGE_INT_ON & PORTB_PULLUPS_ON ) ;
/* Configure interrupts and internal pull-up resistors on PORTB *x/
ClosePORTB (); /% Disable ... e i e e */
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OpenRBXINT (PORTB_CHANGE_INT_ON & RISING_EDGE_INT & PORTB_PULLUPS_ON );
/% Enable interrupts for PORTB pin x x/

CloseRBxXINT () ; /% Disable ...........iiiiiiinnnnnn %/
EnablePullups() ; /* Enable the internal pull-up resistors on PORTB x/
DisablePullups(); /% Disable ... ...ttt %/

PWM Input and PWM Output Signal An analog value, that is a value other
than two state (ON or OFF), can be coded to a pulse-width value signal which is called
pulse-width-modulation (PWM). The advantage of a PWM signal over an analog voltage
level signal is its immunity against noise. For instance, if we have an analog voltage level
signal in the O VDC to 10 VDC range, such as 4 VDC level, a noise voltage level of 0.1 V
results in 2.5% error in the signal value. However, if the same signal is coded as a PWM
signal as 40% duty cycle (that is the signal is at ON state (i.e., 5 VDC) for 40% of the
time and OFF state (i.e., 0 VDC) the other 60% of the time, the 0.1 VDC noise is not large
enough to confuse or change the ON/OFF level of the signal, and hence results in no error
in the signal. In short, PWM signals are more robust and insensitive to noise compared to
analog voltage level signals.
There are two variables that define a PWM signal (Figure 4.9):

1. PWM frequency,
2. duty cycle.

| tcycle N|
O [« g
25% . __IoN _
IOFF
Time
¥ A
50%
Time
() a
75%
Time

FIGURE 4.9: PWM signal: frequency and duty cycle. Examples shown are for 25, 50, 75% duty
cycle.
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FIGURE 4.10: PWM signal input and output interface in embedded controllers.

The PWM frequency is the carrier frequency of the signal. For output signals, that is
the PWM output signal from an embedded controller to a current amplifier. The PWM
frequency should be at least 10 times (or even 100 times) larger than the bandwidth of the
device (i.e., current aplifier) that the PWM signal is sent to. Similarly, if the PWM signal is
an input signal to an embedded controller from a sensor, the PWM frequency of the signal
should be at least 10 or more times faster than the highest frequency content expected in
the measured variable.

The duty cycle is the value of the signal. For instance, 25% duty cycle means the signal
is ON 25% of one period of the signal and 75% of the period is OFF. Resolution of the PWM
output signal is directly a function of the number of bits the PWM function. For instance, an
8-bit resoultion PWM output function has a resolution of 1 partin 28 = 256 for the full range
of the signal. A 25% duty cycle is indicated by writing a number duty_cycle = 256 /4 = 64
to the register corresponding to the duty cycle of the PWM output peripheral (Figure 4.10).

A PWM input signal interface to an embedded controller can be accomplished by a
timer (Figure 4.10), where timer values are captured at the rising and falling edges of the
PWM signal to calculate the ON and OFF periods of the signal. By capturing the ON and
OFF durations, we can calculate the PWM signal frequency and duty cycle,

1

IoN T loFF
duty_cycle = _foN 4.2)
fon t foFF

where fgy., fopr are the ON time period and OFF time period captured by the timer where
the PWM input signal is connected.

Similarly, there are amplifiers which require frequency as their command signal. And
there are sensors whose output signal for the measured variable is a variable frequency,
such as engine speed sensors. Frequency input can be best handled either by a counter
or timer module. For instance, a counter can count the number of pulses per unit time
period from which we can estimate the frequency. Alternatively, the time period of each
pulse can be measured by a timer from which we can calculate the frequency. Digital
output ports can be used to generate variable frequency output signals, however there
is no dedicated frequency output peripheral integral to the PIC microcontroller. A DAC
converter output (analog voltage) can be converted to a proportional frequency with an
operational amplifier circuit. Likewise, a variable frequency signal can be converted to an
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analog voltage signal with an operational amplifier circuit. Such circuits are standard in
op-amp cookbook reference books.

Capture/Compare/Pulse Width Modulation (PWM) The capture/compare/
PWM (CCP) module is used to perform one of three functions: capture, compare, or generate
a PWM signal. PIC 18F452 has two CCP modules: CCP1 and CCP2. The operation of both
these modules is identical, with the exception of a special event trigger. The operation of
CCP involves the following:

1. Input/Output pin: RC2/CCP1 and RC1/CCP2 pins for CCP1 and CCP2, respectively.
For the capture function, this pin must be configured as input, for compare and PWM
functions, it must be configured as output.

2. Timer source: in capture and compare mode, TIMER1 or TIMER3, and in PWM
mode TIMER2 can be selected as the timer source.

3. Registers: used to configure and operate the CCP1/CCP2 modules.

(a) CCPICON (or CCP2CON) register: 8-bit register used to configure the CCP1
(CCP2) module and select which operation is desired (capture, compare, or
PWM).

(b) CCPRI1 (CCPR2) register: 16-bit register used as the data register. In capture
mode, it holds the captured value of TIMERI or TIMER3 when the defined
event occurs in RC2/CCP1 pin. In compare mode, it holds the data value being
constantly compared to the TIMER1 and TIMER3 value and when they match,
the output pin status is changed or interrupt is generated (the action taken is
programmable via the CCPICON or CCP2CON register settings). In PWM
mode, CCP1 (CCP2) pin provides the 10-bit (1 part in 210 = 1024 resolution)
PWM output signal. PWM signal period information is encoded in the PR2, and
duty cycle in CCP1CON bits 5:4 (2-bit) and CCPR1 (8-bit) registers which make
up the 10-bit PWM duty cycle resolution. TIMER?2 and register settings are used
to generate the desired PWM signal.

(c) PR2 register: used to set the PWM period in microseconds.

(d) T2CON register: used to select the prescale value of TIMER2 for the PWM
function.

In capture mode, the CCPR1 (CCPR2) register captures the 16-bit value of TIMER1
or TIMER3 (depending on which one of them has been selected in the setup) when an
external event occurs on pin RC2/CCP1 (RC1/CCP2). These pins must be configured as
input in capture mode. CCP1CON (CCP2CON) register bits are set to select the capture
mode to be one of the following (Figures 4.11, 4.12, 4.13): every falling edge, every rising
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| A/D]< leW'PaSS < Sensors
A Analog]| filter PWM
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FIGURE 4.11: PWM signal to analog voltage conversion in an embedded control system.
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edge, every fourth rising edge, every 16th rising edge. When a capture occurs, the interrupt
request flag bit CCP1IF (PIR register, bit 2) is set and must be cleared in software. If another
capture interrupt occurs before the CCPR1 register value is read, it will be overwritten by
the new captured value. The C18 compiler library provides the following functions to
implement capture.

#include <capture.h>
#include <timers.h>

OpenCapturel(C1l_EVERY_4 RISE_EDGE & CAPTURE_INT OFF) ;
/* Configure capture 1 module: capture at every 4th rising edge of capture 1
pin signal, no interrupt on capture. x/

OpenTimer3 (TIMER_INT OFF & T3_SOURCE_INT) ;
/# Timer3 is the source clock to capture on trigger. *x/

while (!PIR1bits.CCP1IF) ; /% Wait until Capture module 1 has captured =/
result = ReadCapturel() ; /% Read the captured value =x/

/% Process captured data x/

if(!CapStatus.CaplOVF) /# Check (if needed) if there was any overflow conditionsx/
{

/% Further processing of captured data if needed =/

}

In compare mode, the 16-bit CCPR1 (CCPR2) register value is constantly compared
to the TIMER1 or TIMER3 register value. When they match, RC2/CCP1 pin (RC1/CCP2
pin) is controlled to either high, low, toggle, or unchanged state. The choice of action on
the compare match event is made by proper settings of CCP1CON (CCP2CON) registers.
In compare mode, the RC2/CCP1 (RC1/CCP2) pin must be configured for output. It is
possible to select to generate interrupt on the “compare match” event. In this case, the
output pin status is not changed. That action is left to the interrupt service routine (ISR).

In PWM mode, the CCP1 pin produces PWM output with 10-bit resolution. The
CCP1 pin is multiplexed with the PORTC data latch, and the output is obtained from the
PORTC-2 (RC2) pin. The TRISC-2 bit must be cleared to make the CCP1 pin an output.
PWM output has two parameters: period which defines the frequency of PWM signal and
duty cycle which defines the percentage of ON-time of the signal within each period. The
PWM period obtained is a function of the frequency of the oscillator used to drive the PIC
18F452.

Example register values are given in the code below. The code configures the CCP2
port for PWM of 0.256 ms period (frequency 3.9 KHz) and a duty cycle of 25%.

PR2 = 255; /% Sets the period for the PWM1l output channel in
microseconds:/
CCP1CON = 12; /% Activates the PWM mode in the CCP registerx/
CCPR1L = 63; /% Sets the duty cycle for the PWM output *x/
TRISC = 0; /% Configures PortC for output */
T2CON = 62; /% Configures Timer 2 for prescale value of 1:1 and postscale 1:8x/

The PR2 register sets the PWM period, while the duty cycle is set by CCPR1L and
CCPICONK 5 : 4 > bits. PWM period is given by:

PWM,erioq = (PR2 + 1) X 4 X (Clock Period) X (Timer Prescale Value) ~ (4.3)

=256 x4 X ! x 1 =0.256 ms 4.4)
4 MH

z
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PWMpytycyele = CCPRIL : CCP1ICON <5:4 > X 4.5)
(Clock Period) X (Timer Prescale Value) 4.6)
=252 % ! X 1 =0.063 ms “@.7)

4 MHz

C library functions used to setup and operate the PWM outputs (PWM1 or PWM2)are
shown below,

#include <pwm.h>
#include <timers.h>

OpenTimer2 (TIMER_INT OFF & T2_PS_1_4 & P2_POST_1_8) ;
/% Setup TIMER2: disable interrupt, set pre and post scalers to 4 and 8 x/

OpenPWM1(char period ) ;
/% Enable and setup PWM1l module output signal “period” (8-bit value). #*/
/% PWM period=(period+1)#x4xTosc*(TIMER2 Prescaler)x/

SetDCPWM1 (unsigned int duty_cycle) ;
/% Set "duty cycle” of PWM output signal (10-bit value) x*/
/% High Time of PWM = ( duty_cycle *Tosc) =/

ClosePWM1() ; /% Disable PWM1l output module :x/

Analog to Digital Converter (ADC) The analog to digital converter (A/D or
ADC) allows conversion of an analog input signal to a digital number. The ADC on the
PIC 18F452 has a 10-bit range and eight multiplexed input channels. Unused analog input
channel pins can be configured as digital I/O pins. The analog voltage reference is software
selected to be either the chip positive and negative supply (Vpp and Vgg) or the voltage
levels at RA3/Vygg, and RA2/Vpgg_ pins.

There are two main registers to control the operation of ADC:

1. ADCONO and ADCONI registers: to configure the ADC and control its operation,
that is:
e cnable ADC,
o select the method to trigger the ADC conversion “START” (timer source or polled-
programming by directly writing to a bit of the control register),
o select which channel to sample,
e select the conversion rate,
o format the conversion result.

2. ADRESH and ADRESL registers: to hold the ADC converted data in 10-bit format
in the two 8-bit registers.

A 10-bit ADC conversion takes 12 X T, time period. The T, time can be software
selected to be one of seven possible values: 2 X Togc, 4 X Toges 8 X Toge, 16 X Tose,
32 X Tosc, 64 X Togc, or internal A/D module RC oscillator.

ADC must be setup with proper register value settings. Then, when ADCONO bit:2
is set, the ADC conversion process starts. At that point, sampling of the signal is stopped,
the charge capacitor holds the sampled voltage, and the ADC conversion process converts
the analog signal to a digital number using the successive approximation method. The con-
version process takes about 12 X T, time periods. When an ADC conversion is complete

1. the result is stored in ADRESH and ADRESL registers,
2. ADCONO bit:2 is cleared, indicating ADC conversion is done,
3. the ADC interrupt flag bit is set.
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The program can determine whether ADC conversion is complete or not by either checking
the ADCON bit:2 (cleared) or waiting for ADC conversion complete interrupt if it is
enabled. The sampling circuit is automatically connected to the input signal again, and the
charge capacitor tracks the analog input signal. The next conversion is started again by
setting the ADCONO bit:2.

The ADC can be configured for use either by directly writing to the registers, or
by using C library functions present in the C-18 compiler. The C functions OpenADC(..),
ConvertADC (), BusyADC() and Read ADC(), Close ADC() are used to configure the ADC
module, begin the conversion process, and read the result of conversion, and disable the
ADC converter. Examples of their use are given below:

#include <pl8f452.h>
#include <adc.h>
#include <stdlib.h>
#include <delays.h>

OpenADC(ADC_FOSC_32 & ADC_RIGHT_JUST & ADC_8ANA_OREF, ADC_CHO & ADC_INT_OFF);
/% Enable ADC in specified configuration. x/
/% Select: clock source, format (right justified), reference voltage source,
channel 0 , enable/disable interrupt on ADC-conversion completion x/

while(1l)

{
ConvertADC(); /% Start the ADC conversion processx/
while ( BusyADC() ) ; /* Wait until conversion is complete:

return 1 if busy, 0 if not.x/

result = ReadADC(); /% Read converted voltage; store in variable ’'result’.
10-bit conversion result will be stored in the
least or most significant 10-bit portion of
result depending on how ADC was configured

in OpenADC(...) call. */
DelaylKTCYx(1l) ; /% Delay for 1000 TCY cycle x/
¥
CloseADC(); /% Disable the ADC converter x/

Here, the arguments in the OpenADC( . . ) function are used to configure the ADC
module to use the specified clock sources, reference voltages and select the ADC channel.
A detailed description of the arguments is provided in the C-18 users guide.

Timers and Counters Inreal-time applications, there are many cases when different
tasks need to be performed at different periodic intervals. For instance, in an industrial
control application, the status of doors in a building may need to be checked every minute,
the parking lot gate status may need to be checked every hour. The best way to generate such
periodic interrupts with different frequencies is to use a programmable timer/counter chip.
A timer/counter chip operates as a timer or as a counter. In the timer mode of operation, it
counts the number of clock cycles, hence it can be used as a time measurement peripheral.
The clock source can be an internal clock or external clock. In counter mode, it counts the
number of signal state transitions at a defined pin, that is, at rising edge or falling edge.
The PIC 18F452 chip supports four timers/counters: TIMERO, TIMER1, TIMER2,
and TIMER3. TIMERO is an 8-bit or 16-bit software selectable, TIMERI1 is a 16-bit,
TIMER? is an 8-bit timer, and TIMER3 is a 16-bit timer/counter. Timer/counter operation
is controlled by setting up appropriate register bits, reading from and writing to certain
registers. Timer operation setup requires enable/disable, source of signal, type of operation
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(timer or counter), and so on. When a timer overflows, interrupt is generated. The timer
operation is controlled by a set of registers:

1. The INTCON register is used to configure interrupts in the microcontroller.

2. The TxCON register is used to configure TIMERX, where “x” is O, 1, 2, or 3 for
the corresponding timer. Configuration of a timer involves the selection of the timer
source signal (internal or external), pre- or post-scaling of the source signal, source
signal edge selection, enable/disable timer.

3. The TRISA register port may be used to select an external source for the TIMER at
port A pin 4 (RA4).

4. The TMRxL and TMRxH are 8-bit register pairs that make up the 16-bit timer/counter
data register.

TIMER? sets the interrupt status flag when its data register is equal to the PR2 register,
whereas TIMERO, TIMER 1 and TIMER3 set the interrupt status flag when there is overflow
from maximum count to zero (from FFh to O0h in 8-bit mode, and from FFFFh to 0000h in
16-bit mode). The registers used to indicate the interrupt status are INTCON, PIR1, PIR2.
The interrupt can be masked by clearing the appropriate timer interrupt mask bit of the
timer interrupt control registers.

Counter mode is selected by setting the TOCON register bit 5 to 1. In counter mode,
TIMERO increments on every state transition (on either falling or rising edge) at pin
RA4/TOCKI.

C library functions used to setup and operate timers are (the following functions are
available for all timers on the PIC microcontroller, TIMERO, TIMER 1, TIMER2, TIMER3),

#include <timers.h>

OpenTimerO(char config) ; /# Open and configure timer 0: enable interrupt,
select 8/16-bit mode, clock source, prescale value x/

result = ReadTimer0() ; /% read the timer O0x/

WriteTimerO(data) ; /% write to timer register 0 =/
CloseTimer0() ; /% close (disable) timer 0 and its interrupts x/

Often, a certain amount of time delay is needed in the program logic. C-library func-
tions provide programmable time delay where the minimum delay unit is one instruction
cycle. Therefore, the actual real-time delay accomplished by these functions depends on
the processor operating speed.

#include <delays.h>

DelaylTCY(); /#* Delay 1 instruction cycle x/
Delayl0TCYx(unsigned char unit);
/% unit=[1, 255], Delay period = 10%xunit instruction cycle =x/
Delayl00TCYx(unsigned char unit);
/# unit=[1, 255], Delay period = 100*unit instruction cycle */
DelaylKTCY(unsigned char unit);
/% unit=[1, 255], Delay period = 1000%unit instruction cycle x/
DelaylOKTCY(unsigned char unit);
/% unit=[1, 255], Delay period = 10000xunit instruction cycle x/
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Watch Dog Timers A watch dog timer (WDT) is a hardware timer, which is used to
reboot or take a predefined action if it expires. The watch dog timer keeps a “watch eye”
on the system performance. If something gets stuck, the watch dog timer can be used to
reset everything. A watch dog timer is essential in embedded controllers. The WDT counts
down from a programmable preset value. If it reaches zero before the software resets the
counter to preset value, it is assumed that something is stuck. Then the processor’s reset line
is asserted. The time-out period can be programmed to a value between 4 ms to 131.072 s.

The watchdog timer (WDT) on the PIC chip is an on-chip RC oscillator. It works
even if the main clock of the CPU is not working. WDT can be enabled/disabled, and
the time-out period can be changed under software control. When the WDT times-out, it
generates a RESET signal which can be used to restart the CPU or wake-up the CPU from
SLEEP mode. There are three registers involved in configuration and use of WDT on PIC
18F452 (and PIC 18F4431): CONFIG2H, RCON, WDTCON. If CONFIG2H register bit
0 (WDTEN bit) is 1, WDT cannot be disabled by other software. If this bit is cleared, then
WDT can be enabled/disabled by WDTCON register, bit O (1 for enable, O for disable).
When WDT times-out, RCON register bit 3 (TO bit) is cleared. The time-out period is
determined in hardware, and extended by post-scaler in software (CONFIG2H register,
bits 3:1).

4.4 INTERRUPTS

4.4.1 General Features of Interrupts

An interrupt is an event which stops the current task the microprocessor is executing, and
directs it to do something else. And when that task is done, the microprocessor resumes
the original task. An interrupt can be generated by two different sources: 1. hardware inter-
rupts (external), 2. software (internal) generated interrupt with an instruction in assembly
language, such as INT n.

When an interrupt occurs, the CPU does the following:

1. Finishes currently executing statement.

2. Saves the status, flags, and registers in the stack so that it can resume its current task
later.

3. Checks the interrupt code, looks at the interrupt service table (vector) to determine the
location of the interrupt service routine (ISR), a function executed when the interrupt
occurs.

4. Branches to the ISR and executes it.

5. When ISR is done, restores the original task from the stack and continues.

When an interrupt is generated, the main task stops after some house-keeping tasks,
and the address location of the ISR for this interrupt needs to be determined. This infor-
mation is stored in the interrupt service vector. The table has default ISR addresses. If you
want to assign a different ISR address (or name) for an interrupt number, the old address
should be saved, then a new ISR address should be written. Later, when the application
terminates, the old ISR address should be restored.

In a given computer control system, there can be more than one interrupt source
and they may happen at the same time. Therefore, different interrupts need to be assigned
different priority levels to determine which one is more important. Higher priority inter-
rupts can suspend lower priority interrupts. Therefore, nested interrupts can be generated
(Figure 4.14).
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Main
Interrupt #1 task
—b » Save status
ISR 1:
Interrupt #2
— I » Save status
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routine 1
ISR 2:
Interrupt
service
¢ routine 2
Restore status

Restore status

FIGURE 4.14: Nesting of interrupts is possible through a priority level.

The time between the generation of interrupt to the time the program branches to the
ISR for the interrupt (after saving the current state of microprocessor and house keeping
operations, taking care of other higher priority interrupts) is called the interrupt latency
time. Smaller interrupt latency time is generally desired. Due to multiple interrupt sources
and priorities, it may be impossible to calculate the worst possible interrupt latency time
since it may depend on the number of higher priority interrupts generated at the same time.

In critical applications, if interrupting the current process is not tolerable, interrupts
can be disabled temporarily with appropriate assembly instructions or C functions.

Let us assume that there are two interrupt sources: interrupt 1 and interrupt 2 (Figure
4.14). Let us assume that interrupt 2 has higher priority than interrupt 1. While the main
program is executing, let us assume that interrupt 1 occured. The processor will save
the status of microprocessor, determine the interrupt number, look in the interrupt service
vector table for the address of the interrupt service routine (ISR) for this particular interrupt,
and jump to that ISR-1. Let us further assume that while it is executing ISR-1, interrupt
2 occurs. The processor will save the status, and jump to ISR-2. When ISR-2 is done, the
processor returns to ISR-1, restores the previous state, and continues the ISR-1 from where
it was interrupted. When ISR-1 is finished, it will restore the state of the main task before
the interrupt 1 occured, and continue the main task.

4.4.2 Interrupts on PIC 18F452

PIC 18F452 supports external and internal interrupts (Figure 4.15). There are 17 interrupt
sources. In addition, external interrupts can be defined to be active in rising or falling edges
of input signals.

It supports two levels of interrupt priority: high priority and low priority. Each
interrupt source is assigned one of the two priority levels by setting appropriate register
bits. A high priority interrupt vector is at 000008h, and a low priority interrupt vector is at
000018h. The address of ISR routine for each interrupt category must be stored at these
addresses. High priority interrupts override any low priority interrupt in progress. Only
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tional peripheral interrupts 00 1F
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FIGURE 4.15: Interrupts and their logic in PIC 18F452 (from PIC 18Fxx2 Data Sheet).
Reproduced with permission from Microchip Technology, Inc.

one high priority interrupt can be active at a given time, and they cannot be nested. Low
priority interrupts can be nested by setting the INTCON register bit 6 (GIEL bit = 1 ) at
the beginning of the ISR.

There are ten registers used to control the interrupts in PIC 18F452: RCON, INTCON,
INTCONZ2, INTCON3, PIR1, PIR2, PIE1, PIE2, IPR1, IPR2. Each interrupt source, except
INTO which is always a high priority interrupt, has three bits for enable/disable and priority
setup, and to determine interrupt status (also called flag or request) register space:

1. one bit to enable/disable the interrupt (enable bit),
2. one bit to set the priority level (priority bit), and
3. one bit to indicate the current status of interrupt (flag bit).

These bits are distributed over the ten 8-bit registers referenced above.
Interrupt sources include:

=

Three external interrupt pins: RBO/INTO, RB1/INT1, RB2/INT2 can be programmed
to be edge triggered interrupts on rising or falling edges by setting appropriate bits in
the above 10 registers. Both global interrupt enable and individual interrupt enable
for a specific interrupt source must be enabled for the interrupt to be enabled. When
interrupt occurs, the corresponding interrupt status bit (also called interrupt flag) is
set (INTxF), which can be used to determine the source of the interrupt in ISR. INTO
is always high priority, whereas the priority of INT1 and INT2 can be programmed
as high or low. These interrupts can wake-up the processor from SLEEP state.
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2. PORTB pins 4, 5, 6, 7 can be programmed to generate interrupt on change-of-state
(on rising edge or falling edge). PORTB pins 4-7 change-of-state interrupts can be
enabled or disabled as well as priority set as a group under program control.

3. “ADC conversion done” is another interrupt, which is generated when an ADC
conversion is completed. When ADC conversion complete interrupt is generated
(assuming it is enabled), PIR1-bit 6 is set. The logic to trigger the start of the ADC
conversion must be handled separately (i.e., after reading the current ADC conversion
at the ISR routine, or periodically performing ADC conversion based on a TIMER
generated signal).

4. TIMER interrupts (interrupt-on-overflow generated by TIMERO, TIMER 1, TIMER3,
and when TIMER? data register = PR2 register). When timer interrupts are enabled
and timer overflow occurs, resulting in interrupt generation, interrupt status flag bits
in corresponding registers associated with the interrupt source are set that can be
used in the ISR routine to determine the source of the interrupt (INTCON bit 1
for TIMERO, PIR1-bit O for TIMERI1, PIR1-bit 1 for TIMER2, and PIR2-bit 1 for
TIMER3).

5. CCP1, CCP2 interrupts (once enabled and priorities are selected to be either as high or
low) are generated as folows: in capture mode, a TIMERI register capture occurred,
and in compare mode a TIMERI1 register match occurred.

6. Communication peripheral interrupts (master synchronous serial port, addressable
USART, parallel slave port, EEPROM write interrupt).

For external interrupts at INTO-INT2 (RBO-RB2) pins or PORTB pins 4-7 (RB3-RB7) input
change interrupt, expected interrupt latency time is three to four instruction cycles. Notice
that PIC 18F452 groups all interrupts into two categories and provides two ISR addresses:
a low priority group with ISR address stored at 000018h, and a high priority group with ISR
address stored at 000008h. Within each group, application software must be implemented
by testing interrupt flag bits (bits contained in the 10 registered listed above) to determine
which one of the interrupt sources in a high or low priority group has triggered the interrupt.

The RESET signal can be considered as a non-maskable interrupt. The address for
the program code to execute on the RESET signal is stored at the vector address 0000h.

The following example C-code shows the use of an external interrupt and its software
handling in a PIC 18F452 microcontroller. There are two parts to setting up a function as
an interrupt service routine (ISR) with high or low priority.

1. First: interrupt service vector locations for high priority interrupt (address 000008h)
and low priority (address 000018h), must be setup to branch to the desired ISR
routine.

2. Second: the desired ISR function logic must be defined. Then each ISR function
should be defined. The ISR routine should be proceeded by a #pragma inter-
rupt ..... to indicate that the function is an ISR for high priority interrupt or a
#pragma interruptlow ..... to indicate that the function is an ISR for low
priority interrupt, not just a regular C-function. Furthermore, the ISR cannot have
any argument or return type.

V4 TP High Priority Interrupt Service Routine (ISR) Setup */

#pragma code HIGH_INTERRUPT VECTOR = 0x8
/% Place the following code starting at
address 0x08, which is the location for
high priority interrupt vector x/
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void at_high interrupt_vector(void)

{
_asm
goto High ISR
_endasm
}

#pragma code /* Restore the default program memory allocation.

#pragma interrupt High ISR
void High ISR(void)
{

V£ T Low Priority Interrupt Service Routine (ISR) Setup *x/

#pragma code LOW_INTERRUPT_VECTOR = 0x18
/% Place the following code starting at
address 0x18, which is the location for
low priority interrupt vector *x/
void at_low_interrupt_vector(void)

{
_asm
goto Low_ISR
_endasm
}

#pragma code
/% Restore the default program memory allocation. :x/

#pragma interruptlow Low_ISR
void Low_ISR(void)
{

}

#pragma code /% Restore the default program memory allocation.

*/

*/
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Example: Interrupt Handling with PIC 18F452 on PICDEM 2 Plus

Demo Board This example requires:

1. hardware: the PICDEM 2 Plus Demo board with PIC 18F452 microcontroller chip

and MPLAB ICD 3 (in-circuit debugger) hardware,
2. software: MPLAB IDE v6.xx and MPLAB C18 development tools.

The INTO pin is connected to a switch which is an external interrupt. It is a high
priority interrupt. Therefore, when this interrupt occurs, the program will branch to the
interrupt vector table location 0x0008h and get the address of the interrupt service routine
to branch to. By default, this address contains the address of the interrupt service routine
called high_ TSR. Hence, when INTO occurs, the program will branch to the high TSR
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function, after saving the contents of certain registers and return address in the stack. We
can type in the code for the interrupt service routine in high_TSR or call another function
from there and just have the “call” or “goto” statement in the high TSR function. In
addition, we need to setup certain registers for the interrupt to function properly, that is,
enable interrupt, define the active state of interrupt. Interrupt service routine (ISR) must

have no input arguments and no return data.

#include <pl8f452.h> /% Header file for PIC 18F452 register declarations x*/
/% For RBO/INTO interrupt

#include <portb.h>

/% Interrupt Service Routine (ISR) logic x/

void toggle_buzzer(void) ;

#pragma code HIGH_INTERRUPT_VECTOR = 0x8

/% Specify where the program address to be stored x/

void at_high interrupt_vector(void)
{
_asm
goto High_ ISR
_endasm
}

#pragma code

#pragma interrupt
void High ISR(void)
{

High ISR

CCP1CON = "CCP1CON & OxOF

/% Toggle state of buzzer:

INTCONbits.INTOIF = 0O

*/

/* Restore the default program memory allocation. x/

OFF if ON, ON if OFF x/

/% Clear flag to avoid another inter-

rupt due to same eventx/

}
/% Setup of the ISR x/

void EnableInterrupt(void)
{
RCONbits.IPEN = 1 HEWAS
INTCONbits.GIEH = 1 ; /%
¥

void InitializeBuzzer(void)
{
T2CON = 0x05 ; /%
TRISCbits.TRISC2 = 0 ; /%
PR2 = 0x80 ; /%
CPPR11 = 0x80 ; /%
}

void main (void)

{

EnableInterrupts() ;
InitializeBuzzer() ;

Enable interrupt priority levels x/
Enable high priority interrupts =%/

postscale 1:1, Timer2 ON, prescaler 4 x/

configure CCP1 module for buzzer operation *x/

initialize PWM period x/
......... PWM duty cycle x/

OpenRBOINT (PORTB_CHANGE_INT_ON & PORTB_PULLUPS_ON & FALLING_EDGE_INT)

/% Enable RBO/INTO interrupt,
interrupt,

CCP1CON = O0x0F ; /% Turn ON buzzer x/

while (1) ;

/* Wait indefinitely.

/% when the interrupt occurs,

*/

configure RBO pin for

trigger interrupt on falling edge */

the corresponding ISR will be executed */
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Example: TimerO Interrupt Below is a sample code which sets up Timer0 to
generate interrupt. Timer( is defined as a low priority interrupt. Interrupt vector table
location for low priority interrupts is 000018h . As in the previous example, a shell form of
low priority ISR for a low priority interrupt address is placed at the 0x18 vector address,
and “goto” statement is used to direct the program execution to the Timer(O ISR.

#include <pl8f452.h> /% Header file for PIC 18F452 register declarations x/
#include <timer.h> /% For timer interrupt =/

/* Interrupt Service Routine (ISR) logic */

void TimerO_ISR(void) ;

#pragma code LOW_INTERRUPT_VECTOR = 0x18
/% Specify where the program address to be stored #*/

void Low_ISR(void)
{
_asm
goto TimerO_ISR
_endasm

#pragma code /* Restore the default program memory allocation. */

#pragma interruptlow TimerO_ISR
void TimerO_ISR(void)

{
static unsigned char led_display = 0 ;
INTCONbits.TMROIF = 0 ;
led_display = “led_display & 0xOF /% toggle LED display */
PORTB = led_display ;
}

/% Setup of the ISR x/

void EnablelInterruptTimerO(void)

{
TRISB = 0 ;
PORTB = 0 ;
OpenTimer0 (TIMER_INT_ON & TO_SOURCE_INT & TO_16BIT) ;
INTCONbits.GIE = 1 ;
}

void main (void)

{
EnableInterruptTimer0() ;
while (1) ; /% Wait indefinitely. x/

/% when the interrupt occurs,
the corresponding ISR will be executed x/
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PIC 18F4431 Microcontroller The PIC 18F4431 version of the PIC 18Fxxxx
family microcontrollers has a quadrature encoder interface at the following pins for an
incremental encoder interface:

e RA2, RA3, RA4 for Index (INDX), Channel A (QEA), Channel B (QEB), respec-
tively.

It also supports 8 channels of PWM output via the following pins:

e RB3:0, pins 0 through 3, can be configured for PWMO0, PWMI1, PWM2, PWM3,
respectively.
RB4 and RBS5 pin can be configured for PWMS and PWM4 output signals,
respectively.
RD6 and RD7 pins can be configured for PWM6 and PWM?7 output.

Interrupts on-change-of-state for pins RB pins 4 through 7 (RB7:4) are effective only
if these pins are configured as input. If any of these pins is configured for output, the
interrupt for that pin is disabled.

Timers on PIC 18F4431 are TIMERO, TIMER1, TIMER?2, and TIMERS. The timer
control register for each timer (TOCON, TICON, T2CON, T5CON) is an 8-bit register
which is used to configure (control) the operation of the timer. The bits allows us to:
enable/disable timer mode or counter mode, 8-bit or 16-bit mode, clock source (internal or
external), pre-scaler/post-scaler values. Timer 2 and Timer 5 have PR2 and PRS re-registers
which define the maximum value to which the timer is to count, then roll-over and generate
interrupt. Timer 1 and CCP1 compare configurations that can be used to trigger a periodic
“ADC conversion start” trigger to the ADC module. Timer 2 can be used as the source to
define the period (base frequency) of the PWM output pin. Other timers generate interrupt
when the counting from 00h to FFh is complete and overflow to 00h occurs. For counter
operation, an external source should be selected. In this mode, pre and post-scaling values
are used. In timer mode, pre and post-scaler values are ignored and timers are incremented
every instruction cycle. For each timer, if the interrupt is enabled via the corresponding
interrupt enabled bit on the corresponding timer control register, when a timer interrupt
occurs, the corresponding timer interrupt flag is set.

Motion feedback module (MFM) has a quadrature encoder interface (EQI), which
is used to interface to an incremental encoder for position feedback. Once the position
feedback is available, the microcontroller can perform closed loop position control in any
actuated motion control system, that is electric or electro-hydraulic or pneumatic. The QEI
interface has three pins: QEA, QEB, INDX which are to be connected to the A, B, and
Index channels of an incremental encoder (the Index channel of an incremental encoder is
sometimes referred as Index C or Z). Using the pulses on Channel A and B, and the phase
relationships between them, the module keeps track of position information using a 16-bit
up/down counter register. An INDX pin can also be connected to another external digital
input other than the Encoder’s Index channel, that is a registration sensor (see Chapter 10
for registration applications and possible use of these).

The following registers are used in the configuration and use of the MFM (QEI)
module:

QEICON 8-bit configuration register
POSCNT 16-bit up/down counter: position register

MAXCNT 16-bit maximum count register
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VELR 16-bit velocity estimation register

DFLTCON 8-bit four noise filters on the three
channels of the QEI and TS5CKI pin: enable/disable.

PIR3 8-bit interrupt flag register;
bit OC1lIF for velocity update,
IC2QEIF for position update,
IC3QEIF for direction change.

INTCON 8-bit interrupt control register

The QEI module is configured using the QEICON register (8-bit register). Bit settings
determine if x2 or x4 (quadrature) decoding is used. Using the phase angle relationship
between Channel A and B, the MFM module determines the direction of motion (forward
+ or reverse -), and hence increments the position register (POSCNT) up or down. the
POSCNT register is reset to zero when it either overflows or reaches MAXCNT register
value ((QEICON<4:2>= 110 or 010), or on INDX signal if it was configured to do so
using QEICON register (QEICON<4:2>= 101 or 001).

If the position counter reset interrupt is enabled, interrupt is generated (IC2QEIF flag
is set) on a reset of the POSCNT register when

1. the POSCNT register rolls over FFFFh to 0000h in period mode (QEICON<4:2>=
110 or 010),

2. the MAXCNT register value is reached by the POSCNT register (QEICON<4:2>=
110 or 010),

3. the INDX pulse is detected (QEICON<4:2>= 101 or 001).

The POSCNT register resets to 00h if it was moving in a forward (+) direction from
which it continues to count up, and to FFh if it was moving in a reverse (-) direction from
which it continues to count down. In addition, the module can accurately estimate velocity
both at high speed and low speed and writes the velocity estimation to the VELR register
which the application program can access.

The same pins are software configurable for input capture function using TIMERS:
CAP1/QEA, CAP2/EQB, CAP3/INDX.

PIC 18F4431 supports 4-pairs (8 channels, 4 pairs where in each pair one channel
is a complement of the other channel) of PWM channels using a PWM module, at pins
PWMO-7. Each pair have independent PWM generators (independent PWM frequency and
pulse width). The PWM module can be configured for automatic dead-time insertion, edge
and center-aligned output modes, up to 14-bit resolution. PWM frequency can be changed
on-the-fly under software control.

4.5 PROBLEMS

1. In the PIC 18F452 microcontroller, how is the RESET condition generated and what sequence
of events happens under that condition?

2.  What is the role of “watch dog timer”’? How does it work in the PIC 18F452?
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3. How many hardware interrupt priorities are supported in the PIC 18F452? Describe how these
interrupts are enabled/disabled, how an interrupt is handled, and the sequence of events that occurs
in the microcontroller when an interrupt event occurs.

4. List the input/output (I/O) ports available on the PIC 18F452 microcontroller. Give examples of
C-code to show how they are setup and used in a real-time application software.

5.  What is the role of capture/compare/PWM port on the PIC 18F452 microcontroller? Describe
how this port is setup and used in different applications.

6. Discuss the differences between “polling driven” versus “interrupt driven” programming. Give
examples for polling driven and interrupt driven applications. What are the internal and external
interrupt sources to the microcontroller?

7. Discuss analog and digital converter (ADC) inputs available on the PIC 18F452 chip: how
many channels, resolution of each channel, multiplexed or not, how ADC operation is controlled in
software.

8. PWM input and output signals are often converted to analog voltage signals using low-pass
filters. Design and simulate the following in Simulink®: a PWM signal source with 1 KHz base
frequency and adjustable pulse-width modulation (PWM source), an analog filter with time constant
of 0.01 s. Simulate the input and output of the low pass filter for a PWM duty cycle of 25, 50, and
100% the low pass filter transfer function is

1

b®=5orsT1 “8)



CHAPTER 5

ELECTRONIC COMPONENTS FOR
MECHATRONIC SYSTEMS

5.1

INTRODUCTION

Analog and digital electronic components are an integral part of mechatronic devices. Most
commonly used analog and digital electronic devices are discussed in this chapter. We start
with linear circuits, semiconductors, and discuss electronic switching devices (diodes and
transistors). This is followed by a discussion of analog operational amplifiers (op-amps).
Examples of proportional, derivative, integral, low pass, and high pass filters using op-amps
are discussed. Digital electronic circuit components are discussed last. The focus of the
discussions is on the input—output functionality of the devices, not the detailed modeling
of the input—output dynamics nor the details of their construction and manufacturing.

5.2 BASICS OF LINEAR CIRCUITS

Basic passive components of electrical circuits are (Figure 5.1) the resistor, capacitor, and
inductor. By passive components, we mean that the component can be connected to a
circuit with two terminal points without requiring its own power supply. Basic variables in
an electrical circuit are

1. voltage (potential difference analogous to pressure in hydraulic systems), and

2. current (flow of electrons, analogous to fluid flow).
The basic parameters of a typical electrical component involve three properties,

1. resistance, R,
2. capacitance, C,

3. inductance, L.

Current is the rate of charge flow through a conductor in a circuit,

i) = % (5.1)

where Q(?) is the amount of electrical charge, “electrons,” that passes through the conductor.
The smallest unit of electrical charge is the electrical charge of an electron or of a proton.
The amount of electrical charge of an electron (e™) and that of proton (p™) is the same

Mechatronics with Experiments, Second Edition. Sabri Cetinkunt.
© 2015 John Wiley & Sons, Ltd. Published 2015 by John Wiley & Sons, Ltd.
Companion Website: www.wiley.com/go/cetinkunt/mechatronics
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FIGURE 5.1: Basic components of electrical circuits: (a) symbols of resistance (R), capacitance
(C), inductance (L). (b) Pictures of resistors, capacitors, and inductors.

except that they are opposite signs, in units of Coulomb,
le™| = |p*| = 1.60219 x 10717 C (5.2)

The passive components define relationships between current and voltage potential
difference between their two nodes. An ideal resistor has a potential difference between
its two ends proportional to the current passing through it. The proportionality constant is
called the resistance, R

Vip(t) = R - i(1) (5.3)

The resistance of a material is a function of the material property, that is the resistivity (p)
and its geometry. As the cross-section of the conductor increases, resistance to the flow of
charges reduces, as they have more room to move through. As the length of the conductor
increases, resistance increases. Hence, the resistance of a conductor is

/

R = i 54
where p is the resistivity of the material (p = 1.7 x 1078 Q - m for copper, p = 2.82 X
1078 Q - m for aluminum, p=046Q - m for germanium, p = 640Q - m for silicon, p =
103 Q- m for hard rubber, p = 10'° to 10'* Q- m for glass), [ is the length, A is the
cross-sectional area of the conductor. It is also important to point out that the resistivity of
materials, and hence the resistance, is a function of temperature. The variation of resistance
as a function of temperature varies from material to material. In general, many materials,
but not all, have the following resistance and temperature relationship,

R(T) = Ryl + a(T — Ty)] (5.5)

where R(T) is the resistance at temperature T, R is the resistance at temperature 7}, and
a is the rate of change in resistance as a function of temperature. Superconductors are
materials that have almost zero resistance below a certain critical temperature, 7. For each
superconductor, there is a critical temperature 7, below which the above relationship does
not hold. The resistance suddenly drops to almost zero at T < T,. This critical temperature
for mercury is about 7, = 4.2 °K.

There are two major types of resistors: wire wound and carbon types. Wire wound
resistors are used for high current applications such as regenerative power dumping as
heat in motor control. Carbon type resistors are used in low current signal processing
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applications where the resistance value is color coded on the component using a four color
code. The maximum power rating of a resistor defines the maximum power it can dissipate
without damage,

VZ
P=V12'i=V12'(V12/R)=R'i2=%<Pmax (5.6)

which defines the maximum voltage drop or maximum current that can be present across
the resistor.

A capacitor stores electric charges, and hence creates an electric field (electric volt-
age) across its terminals. It is made of two conducting materials separated by an insulating
material such as air, vacuum, glass, rubber, or paper. The two conductor surfaces store
equal but opposite charges. As a result, there is a voltage potential across the capacitor.
The voltage potential is proportional to the amount of charge stored and the characteristics
of the capacitor. There are four major capacitor types: mica, ceramic, paper/plastic film,
and electrolytic. Electrolytic type capacitors are polarized. Therefore, the positive terminal
must be connected to the positive side of the circuit.

An ideal capacitor generates a voltage potential difference between its two nodes
proportional to the stored electrical charge (integral of current conducted)

t

Vi, (0) = % = %/0 i(r)-dr 5.7
where C is called the capacitance. An ideal capacitor induces a 90° phase angle between
its voltage and current across its terminals due to the integral function. When a capacitor is
fully charged, it stores a finite amount of charge,

t
0= / i(r)-dt=C-Vp, (5.8)
0

The size of a capacitor is indicated by the amount of charge it can store (capacitance, C).
A given capacitor can hold voltage up to a certain amount, V,,,,. (called the rated voltage).
Capacitance (C) is a measure of how much charge (Q) the capacitor can hold for a given
voltage potential, (V). A capacitor cannot hold a voltage potential above a maximum value,
Vinax- If the rated voltage is exceeded, the capacitor breaks down and cannot hold the
charges. The construction principle of a capacitor includes two conductors separated by
insulating material. The capacitance is proportional to the surface area of the capacitor
(conductors inside the capacitor) which holds the charge and inversely proportional to the
distance between them. The proportionality constant is the permittivity of the medium that

separates the conductors, €,

€A _Ke-A
[

C= (5.9)
where k is the dielectric constant, € is the permittivity of free space. The dielectric constants
for some materials are as follows: ¥ = 1.00 for vacuum, ¥ = 3.4 for nylon, ¥ = 5.6 for glass,
kx = 3.7 for paper. Clearly, as the dielectric constant of the insulating material increases,
the capacitance of the capacitor increases. The capacitance is proportional to the surface
area of the capacitor plates and inversely proportional to the distance between them. The
maximum voltage that the capacitor can handle before break-down, called break-down
voltage or rated voltage, increases with the increase in dielectric constant of the insulator.
The break-down voltage of the capacitor also increases with the distance parameter /.
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Energy stored in a capacitor can be calculated as follows,

dW =V .dQ = %dQ (5.10)
10°
W=—-= 5.11
e (.11
and the W < W, .., where W, . is the maximum energy storage capacity of the capacitor,
Wi = 2 C - V2 5.12
max — 5 ’ Vmax (5.12)

Notice that capacitors block the DC voltage and pass the AC voltage. In other words,
the DC voltage will build a potential difference in the capacitor until they are equal,
provided that the DC source voltage is below the break-down voltage of the capacitor. The
AC voltage simply alternates the charge and discharge of the capacitor. Unlike the DC
component, which is blocked by the capacitor, the AC component of the voltage is passed.

An ideal inductor generates a potential difference proportional to the rate of change
of current passing through it

V=L 20 (5.13)

where L is called the inductance. Notice that, regardless of the direction of current (i > 0 or
i < 0), the voltage across the inductor is proportional to the rate of change of the current.
Let Vo and V,, be the voltages at point 1 and 2 across the inductor with reference to
ground. Then,

d—j >0 (5.14)
d—; <0 (5.15)

Vig > Voy when

VlO < V20 when

The inductor is made with a coil of a conductor around a core, like a solenoid. The
core can be a magnetic or an insulating material. The inductance value, L, is a function
of permeability of the core material, number of turns in the coil, cross-sectional area, and
length. Permeability of a material is a measure of its ability to conduct electromagnetic
fields. It is analogous to the electrical conductivity. If the material composition of the space
around an inductor changes, that is due to motion of device components in a solenoid, the
inductance changes.

In deriving the equation for electric circuits, two main relationships are used (Kirch-
hoff’s Laws);

1. current law,

2. voltage law (Figure 5.2).

F

4 3 FIGURE 5.2: Kirchhoff’s electric circuit laws: (a)
Vi, +V+ Vie+ Y, =0 currer?t law: algebraic sum of current-s at any

; node is zero. (b) voltage law: algebraic sum of
(@) (b) voltages in a loop is zero.
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Current law states that the algebraic sum of currents at a node is equal to zero, which is a
statement of the “conservation of charge.” Voltage law states that the sum of voltages in a
loop is equal to zero, which is a statement of the “conservation of potential.” For instance
in Figure 5.2, Kirchoff’s current law states that

and Kirchoff’s voltage law states that

Vio+ Vaz+ Vi + V4 =0 (5.17)

5.3 EQUIVALENT ELECTRICAL CIRCUIT METHODS

Quite often, we need to reduce a two-terminal circuit with multiple components into an
equivalent simpler circuit with a voltage source and an impedance or a current source and
an impedance. For now, assume that impedance is a generalized form of resistance. Two
of the most well-known equivalent circuit analysis methods are discussed below. These
methods are useful in determining input and output loading errors in coupled electrical
circuits, that is measurement errors introduced due to the effect of a measuring device in
an electrical circuit.

5.3.1 Thevenin’s Equivalent Circuit

Thevenin’s equivalent circuit consists of a voltage source in series with an equivalent
resistor. Any section of a linear circuit with multiple resistors (plus voltage and current
sources) components can be replaced with a Thevenin’s equivalent circuit.

Consider the circuit shown in Figure 5.3. Our objective is to determine the equivalent
voltage source and series resistance value for the circuit shown in the dotted line. Hence,
we can examine the interaction between the load resistance Ry and the rest of the circuit.

ANV AN
R1 ® a R1 l a
+ > > . + > .
T Rzé RL Is Ea Rzg Var Is
Vs Vs
. &b T b
(@) (b)
Reqv
AMA _I\N\,_._
R, |
[ ] > V - V _1 >
R, g T Tab T 2R,
b
() (d

FIGURE 5.3: Thevenin's equivalent circuit procedure. An equivalent circuit consists of an open
circuit voltage and an equivalent resistor in series.
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Thevenin’s equivalent circuit analysis requires the calculation of two parameters: V1 and
R.,- The following are the standard steps to do that.

eqv*

1. Identify the sub-circuit whose Thevenin’s equivalent circuit is to be determined.
Identify the two point terminals (a and b) out of the sub-circuit. Remove the load
resistor between the two points (Figure 5.3a).

2. Calculate the open circuit voltage between a and b, V1 = V,, (Figure 5.3b).

3. Short-circuit voltage sources (i.e., zero source) and disconnect all current sources
(open circuit the current sources) (Figure 5.3), and

4. calculate the equivalent series resistor (R.q,) in the remaining circuit (excluding the
Ry), Reqv (Figure 5.3c). The equivalent resistance of the circuit inside the dotted box
(as viewed from Vy,) is represented by R, and also called the output resistance of
the sub-circuit. The circuit inside the dotted box can be viewed as a voltage source
plus a resistance the source has in addition to the load (Figure 5.3d).

As far as the two points a and b are concerned, the circuit inside the dotted block is
equivalent to a voltage source Vi = V,;, and series resistor R, .

5.3.2 Norton’s Equivalent Circuit

Norton’s equivalent circuit consists of a current source in parallel with an equivalent resis-
tor (Figure 5.4). The equivalent resistor is the same as the resistor calculated in Thevenin’s
equivalent circuit. The value of the current source (iy) is same as the value of the current
that would flow in a short-circuit of the output terminals, that is to replace the output resis-
tance between points a and b with a short-circuit connection. The procedure for obtaining
Norton’s equivalent circuit is similar to the procedure for Thevenin’s equivalent circuit. The
conversions can be made between the equivalent Thevenin’s circuit and Norton’s circuit, that
is between two points in a circuit any voltage source with series resistance can be replaced
by an equivalent current source and parallel resistor, and visa versa. It can be shown that

VT = lN . Rqu (5.18)
Wv Wv
R, R,
+
T v, - ° T v, 3 vis i
(a) (b)
Frmmmemmeo- ! fmmm-mmm---oo .
! AW ; | !
: i : : § R ! § R
: R2 g : : Iy eqv : L
I : | :
! ; ! .
1 R . mmmm e ]
[ .
() (d)

FIGURE 5.4: Norton's equivalent circuit procedure. The equivalent circuit consists of a
current-source and an equivalent resistor in parallel.
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The steps to follow to find the Norton’s equivalent circuit are as follows (Figure 5.4),

1. Short-circuit the load resistor, and then calculate the Norton source current (iy)
through the short wire jumping across the open connection points where the load
resistor used to be (Figure 5.4b).

2. Short-circuit voltage sources and open circuit current sources.

3. Calculate the total resistance between the open connection points (excluding the load
resistance, Figure 5.4c¢).

4. Draw the Norton equivalent circuit with the Norton equivalent current source in
parallel with the Norton equivalent resistance (Figure 5.4d). The load resistor re-
attaches between the two open points of the equivalent circuit.

Example Inthe example shown in Figure 5.3, let the following values for the parameters
be

V,=10V, R =7Q R,=3Q, i =5Amp (5.19)

Then, it is easy to show that (Figure 5.3b),

VS == Rl . il +R2 . (ll + lg) (520)
0V=7-i,+3-@{ +5) (5.21)
=10-i; + 15 (5.22)
ij=-05A (5.23)
The voltage potential V,, is
Vb =3:(=054+5.0)=135V (5.24)

The equivalent resistance of the circuit after the voltage sources are short-circuited, and
current sources are open-circuited (Figure 5.3c),

1 11
1,1 5.25
Ry 7 3 (>23)
7-3
Reqv = m (526)
=21Q (5.27)

Thevenin’s equivalent circuit of this example is represented by a voltage source
Vr = 13.5V and equivalent resistor Ry, = 2.1 € (Figure 5.3d).

For instance, the current on the load resistor Ry can be calculated as a function of the
load resistance,

V.
g = ——— (5.28)
Ry + Reqy
13.5
= ——" 5.29
R +2.1 (5:29)
iR = ZR(RL’ VT,Rqu) (530)

It is instructive to obtain the Norton equivalent of the same circuit and confirm that
V1 = Reqy - in- Referring to Figure 5.4b, the current iy is sum of the current due to current
source and voltage source,

iN =i+ (5.31)
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Notice that no current will pass through R, since there is zero resistance path parallel to it,
therefore,

= Vs (5.32)
l] = Rl .
Hence,
iN=5A+17—0A:475A (5.33)

Referring to Figure 5.4c, the equivalent resistance in the dotted block as seen by the load is
again,

=—+— (5.34)
Reqv Rl R2
1,1
=-+= 5.35
77%3 (5.35)
7 -

And itis confirmed that the relationship between Thevenin’s and Norton’s equivalent circuit,

VT == Rqu . iN (537)
=21 47—5 — 135V (5.38)

IMPEDANCE

5.4.1 Concept of Impedance

The term impedance is a generalization of the resistance. If a circuit consists of a potential
source and a resistor, the impedance and the resistance are the same thing. Impedance
is a generalized version of resistance when a circuit contains other components such as
capacitive and inductive components. The input—output relationship between voltage and
current in a resistor circuit is

V(t)
—~ =R 5.39
) (5.39)
Let us take the Fourier transform of this,
Vi
W) _ g (5.40)
iGjw)

where in the frequency domain the input—output ratio is constant, R, not a function of
frequency, w, and j = \/—_1 . The impedance of a resistor is a real constant.

Let us examine an RL circuit (Figure 5.5a), and consider the input (current)—output
(voltage) relationship in the frequency domain. In Figures 5.5¢ and d, if the switch is
disconnected from the voltage supply lead (A) and connected to the other lead (B), that is
putting the voltage supply out of the circuit, the V() in the equations below would be set
to zero.

V(H) = R - i) +L? (5.41)
V(w)

i) = (R+jwL) (5.42)
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R
— W
i)
V(l) e V(1) e p—

(b)

R
A R L A AAA

B —» i(1)

1%0) r—n

(©) )
FIGURE 5.5: (a) RL circuit, (b) RC circuit, (c) RL circuit with a switch, (d) RC circuit with a switch.

where Z(jw) is defined as the impedance as follows,

_VGw)
- iGw)
which can be viewed as generalized resistance that is a complex function of frequency. The
complex function of frequency has a magnitude and phase for each frequency. Impedance

is a transfer function between current (input) and voltage (output).
Admittance, Y (jw), is defined as the inverse of impedance,

Z(iw) = (R +jwL) (5.43)

Y(Gw) = L = Re(Y(jw)) + jIm(Y(jw)) (5.44)
Z(jw)
where the real part of admittance (Re(Y(jw))) is called the conductive part or the conduc-
tance and the imaginary part (Im(Y(jw))) is called the susceptive part or susceptance.
Similarly, let us consider the RC circuit (Figure 5.5b). The voltage and current
relationship of the circuit is

t
V(t) = R - i(t) + ~ / i(r)dr (5.45)
CJo
V(jw) = <R + L) - i(jw) (5.46)
Cjw
1./(.]w) _ 1 +R.C]w (5.47)
iGjw) Cjw

The impedance of the RC circuit is defined as

V(Gw) 1+ RCjw
iGw) ~ Cjw

(5.48)

Notice that if we were interested in the relationship between the input voltage and the
voltage acros